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Abstract. The choice of the quality features set remains the main issue for the successful speech recognition 
system. In the literature, quality of features is estimated by calculating the classification error. So that, it is needed to 
run classification process with each explored feature system in order to choose the highest quality one. Therefore, a 
major issue of this paper is to propose a methodology for quality establishment of speech features without running the 
classification process. The proposed methodology is based on metrics that do not need parameters setting, thus the 
results can be uniformly interpreted across the different problems. The methodology consists of the following parts: 1) 
establishment of the best metric in combination with used classifier, 2) making a decision regarding the highest quality 
feature system. In the experiment, we use Dynamic Time Warping (DTW) classifier. The metric of intra/inter class 
nearest neighbor distances (Q3) is identified as the best one. Employing our proposed methodology, we established 
Perceptual Linear Prediction analyses to be the highest quality feature system within the explored feature systems. The 
correctness of the results is confirmed by DTW classification error. 
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1. Introduction 

A plenty of speech feature systems exist. The 
selection of the quality feature set remains the main 
issue for the successful speech recognition system. 
Therefore, the inquiry can be stated - how to choose 
the highest quality feature system. The concept of 
quality can be defined by comparing a set of inherent 
characteristics with a set of requirements. If these 
subjects are met, then high quality is achieved [13]. 
Accordingly, in the literature, quality of features is 
estimated by calculating the classification error. 
However, this method is limited in several aspects. 
First, suppose that ten kinds of feature systems are 
given. In order to choose the most proper feature 
system, the classification process has to be performed 
ten times. Next, usually classifiers need parameter 
setting. Consequently, the results can not be uniformly 
interpreted across the problems even for the same type 
of classifier in case different parameters are set. 

Speech recognition technology is widely employed 
in various areas and a number of various speech 
recognition tasks are under the investigation in the 
literature [12, 25, 29]. A major issue of the current 
research is to propose a methodology for quality 
estimation of speech recognition feature system with 
the approach that doesn‘t require running the 
classifier. Moreover, the methodology is based on 

metrics that do not need parameters setting. We will 
employ geometrical complexity metrics for feature 
quality estimation. Contrarily, recent studies of data 
complexity metrics have been focused on several 
aspects, such as identifying classifier domain of 
competence [2, 3], classifier performance [4, 26], 
classifier combination [10], prototype selection [21] 
and synthetic data generation [19]. The only study 
[21] included experiment with phonemes among other 
data, but phonemes results were not accented. Also, in 
order to validate the adequateness of the proposed 
method, DTW classification error was calculated.  

The paper is structured as follows. Firstly, quality 
metrics of speech recognition features are reviewed. 
Next, a description of the DTW classifier is given. 
Then, analysis procedure is provided including data 
set description and formulation of quality estimation 
methodology. Afterwards, experimental results and 
discussion are given. Finally, conclusions are made.  

2. Quality metrics of speech recognition 
features 

Feature efficiency (Q1). The metric consumes if 
there is the overlap in the feature values of different 
classes [3, 11]. In respect of each feature dimension, 
the number of samples is calculated that lie outside the 
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overlapping region. The metric is calculated as the 
ratio of these non overlapping samples to all samples. 
Then, the maximum value regarding the features 
dimensions is considered. 

Let i
dV , j

dV  be not overlapping regions in the d-th 

dimension of the i-th and j-th classes. Feature 
efficiency is defined: 
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where N  is the number of all samples, D is the 
dimension of features, C is the number of classes, 

Ci ,,2,1  , Cj ,,2,1  . 

Length of class boundary (Q2). The metric is 
based on Minimum Spanning Tree (MST), 
[1, 6, 15, 28]. Let  KlllL ,...,, 21  be the set of 

vertexes (samples) that are connected by edges 
(Euclidean distances) in MST and belong to different 
classes. The number of these samples is normalized by 
the number of all samples [11]: 
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Ratio of intra/inter class nearest neighbour 
distances (Q3). Firstly, Euclidean distance is 
calculated for each sample both to the nearest sample 
of the same class and to the opposite classes [2, 3, 11, 
27]. Consequently, the ratio of these distances is 
calculated: 
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minimal Euclidean distance between the i
nx  n-th 

sample of the i-th class and the j
mx  m-th sample of the 

j-th class, iN  is the number of samples in the i-th 

class. 
Overstep boundary (Q4). Let us suppose that every 

class is represented by the sphere. The radius of the 
sphere is defined as the distance from its center to the 
farthest sample of the class, where the center is the 
mean of the class [30]. The radius of the sphere of the 
i-th class is defined: 
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i xd   is Euclidean distance between i  the 

center of the i-th class and the i
nx  n-th sample of the  

i-th class. Overstep boundary error occurs if there 
exists a sample of the j-th class that falls into the 
sphere of the i-th class: 
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Overstep boundary error rate is defined: 
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satisfying the overstep boundary error condition (6). 
Thickness of manifolds (Q5). The „balls“ are found 

that involve the samples of the same class with a 
distance smaller than threshold value ε [11, 16]: 
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between the i
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j
kx  k-th sample of the j-th class. The number of the 

„balls“ is normalized by the number of all samples: 
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where B is the number of the „balls“. 

3. Dynamic Time Warping classifier  

The Dynamic Time Warping (DTW) algorithm is 
based on dynamic programming and finds an optimal 
match between two sequences of feature vectors by 
expanding or contracting time axis [5]. 

Let assume that we are given reference pattern 
},...,,{ 21 RaaaA  , and test pattern },...,,{ 21 ZtttT  . 

We use R -by- Z  grid where the ),( ji  point of the grid 

corresponds to the Euclidean distance ),( ji tad  

between samples ia  and jt . The warping path W is a 

collection of grid points that aligns A  and T . The  
l -th point of W  is defined as ),( lll jiw   so we have 

},...,,{ 21 LwwwW  , 1),max(  ZRLZR . The 

time normalized distance between speech patterns A  
and T  is defined [14]: 





L

l
lw

L
TAd

1

1
min),( , (10) 

where L  is normalization factor and is described as 
the size of the path. The optimal path can be found 
using dynamic programming algorithm by recursion 
formula with Itakura slope constraint:  
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where ),( jiD  is cumulative distance of the optimal 

path that begins at point )1,1(  and ends at ),( ji . The 

warping path is typically subjected to the constraints: 
monotonicity, continuity, warping window, slope 
constraint, boundary conditions - for details see [20, 
22]. 

4. Analysis procedure 

We selected five metrics (described in Section 2) 
for the experiment. Classification difficulties are 
cuased by such factors as classes overlapping, 
boundaries complexity.  Moreover, the selected set of 
metrics indicates the degree of classes overlapping and 
boundaries complexity. The experiment was made on 
a set of 182 two-class problems. The problems were 
composed from 14 sets of different phonemes 
representing different classes, each set consisting of 
100 instances. Data were used from VDU University, 
VDU-TRI4 repository [24]. The most frequent 
Lithuanian phonemes were selected as the target for 
this experimental study [23]: [a], [e], [i], [j], [k], [m], 
[n’], [o:], [r], [r’], [s], [s’], [t], [t’] (n’, t’, s’ are soft 
consonants and o: is long vowel). The phonemes were 
extracted from the speech recordings of four speakers, 
including two males and two females. The sampling 
rate of speech corpus was 11025 Hz, 16-bits/sample, 
mono-channel. We centered our study on the DTW 
classifier as this classifier is widely used for isolated 
speech items recognition [17]. We employed three 
feature systems for the experiment: 12th order Linear 
Frequency Cepstral Coefficients (LFCC) [7], 
Perceptual Linear Prediction (PLP) [9] and Mel 
Frequency Cepstral Coefficients (MFCC) [8]. Our 
goal was to establish the highest quality feature 
system using the metric rather than classification error. 

We proposed a methodology for quality estimation 
of speech recognition features that is based on metrics. 
The methodology consists of two parts:  
1) establishment of the best metric in combination 
with the used classifier, 2) making a decision 
regarding the highest quality feature system (using the 
best metric). The general scheme of feature quality 
estimation is presented in Figure 1.  

 

Figure 1. Scheme of the feature quality estimation 

For each experimental part we used data sets 
consisting of different phonemes realizations: 1) 91 
two-class combinations for the best metric 
identification 2) 91 two-class combinations for 
making a decision regarding the highest quality 
feature system.  

The best metric identification (using the first data 
set) includes the following activities (Figure 2):  

1) Calculation of metrics for classes. The metrics 
are calculated for classes combinations:  
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instance from the j-th class, Mn 1 , Mm 1 , 
Kk 1 , Ci 1 , Cj 1 , 100M , 14C , 

5K . In case of two-class combination, we got 
00010H  calculations for each metric. So having 

91 two-class problems, we got 000910 calculations 

for each metric.  
2) Estimation of classes similarity using classifier. 

DTW distance (DTD) for instances of classes is 
calculated:  
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3) Calculation of correlation between metric and 
similarity result. Pearson correlation is estimated 
between the k-th metric and the DTW distance:  
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4) Choice of the best metric. The metric is chosen 
that gives the highest correlation with DTD of the i-th 
and the j-th classes: 
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Then, percentage of the highest correlated metric 
is calculated. Finally, the best metric is chosen with 
the highest percentage. 

 

Figure 2. Scheme of the best metric identification 
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Further, making a decision regarding the highest 
quality feature system involves these steps (using the 
second data set) (Figure 3): 

1) Calculation of chosen metric for classes. We 
calculate the average of the chosen metric obtained for 
the pairs of classes: 
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where b
nmV  is the best metric calculated for n-th 

instance from the i-th class and the m-th instance from 
the j-th class, H  is the number of instances 
combination. 

2) Making a decision for the highest quality 
feature system. The quality feature system of the i-th 
and the j-th classes with the lowest MV  value is 
chosen, as the low measure indicates good separability 
of classes. Finally, the highest quality feature system 
with the highest percentage is determined. 

Furthermore, to validate the correctness of the 
proposed methodology, DTW classification error is 
estimated for LFCC, MFCC, PLP analyses using 
defined pairs of classes. Then the average of 
classification error (taking into account the number of 
class pairs) is calculated. The highest quality feature 
system with the lowest average classification error is 
established. Further we will call average error as 
classification error. 

 

Figure 3. Scheme of decision making regarding the highest 
quality feature system  

5. Experimental results and discussion 

First of all we examine the results of the best 
metric establishment performed for the first data set. 
In Table 1, distributions of correlation between metric 
and DTW distance are displayed. In 95,60 % of all 
PLP cases, Q3 gave the best result out of 5 
investigated metrics. In the same way, Q3 took 
94,51 % for LFCC cases and 93,40 % for MFCC, 
respectively. Consequently, Q3 was established as the 
best metric. In fact, this result confirmed the result of 
our previous study [18] where experiment was 
performed with the smaller data set and Q3 was 
established as the best metric. 

Table 1. Identifier of the best metric calculated by 
correlation between metric and DTW distance  

Feature 
system 

Q1 Q2 Q3 Q4 Q5 

PLP 0 % 4,40 % 95,60 % 0 % 0 % 

LFCC 0 % 0 % 94,51 % 5,49 % 0 % 

MFCC 0 % 0 % 93,40 % 6,60 % 0 % 

Further, we investigate the results of making a 
decision regarding the highest quality feature system 
for the second data set. In Table 2, we observe that Q3 
achieves the highest quality identifier of 63,74 % for 
PLP feature system. Then, 36,26 % is estimated for 
LFCC, and 0 % for MFCC feature system. As a result, 
using the proposed methodology, PLP is established as 
the highest quality feature system.  

Table 2. Quality identifier of feature system calculated by 
metric Q3  

No. Feature system 
Quality identifier of 

feature system 

1. PLP 63,74 % 

2. LFCC 36,26 % 

3. MFCC 0 % 

In Table 3, we provide DTW classification error of 
each explored feature system. Consequently, PLP is 
established as the highest quality feature system 
because of the lowest 3,53 % classification error. 
LFCC is identified as the second quality system with 
5,70 % classification error, and MFCC as the last one 
with 9,01 %.  

Table 3. DTW classification error 

No. Feature system DTW error 

1. PLP 3,53 % 
2. LFCC 5,70 % 
3. MFCC 9,01 % 

A remarkable conformity here is that the results of 
Q3 agreed with the results of DTW classification 
error. In both cases PLP is established as the highest 
quality feature system, LFCC is the second and 
MFCC is the last one. 

6. Conclusions and future work 

The paper attributes to the issue of methodology 
for quality estimation of speech recognition features. 
We provide a methodology that doesn’t require 
classification process running and enables to estimate 
the quality of speech recognition features. Moreover, a 
methodology is based on metrics that do not need 
parameter setting, so that results can be uniformly 
interpreted across the different problems. 

The proposed methodology for quality estimation 
of speech recognition features is based on five metrics 
calculation. The methodology consists of two parts:  
1) establishment of the best metric in combination 
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with used classifier, 2) making a decision regarding 
the highest quality feature system using the best 
metric. 

We examined a set of five metrics. During the 
experiment we analyzed PLP, LFCC and MFCC 
feature systems. The experiment was made using 14 
sets of different phonemes, within 182 two-class 
combinations. The study was centered on DTW 
classifier. Our goal was to discover which feature 
system has the highest quality by employing the 
proposed methodology. 

With the result of experiment, metric Q3 was 
identified as the best one. The metric identifies ratio of 
intra-class to inter-class nearest neighbour distances. 
Particularly, we employed Q3 to determine the highest 
quality feature system. Accordingly, using our 
proposed methodology, PLP was established as the 
highest quality feature system. Moreover, to confirm 
the correctness of the methodology, DTW 
classification error was estimated for explored feature 
systems. The lowest DTW error was established for 
PLP feature system. Thus, the results of Q3 agreed 
with the results of DTW classification error, as in both 
cases PLP was identified as the highest quality feature 
system. Consequently, the experiment confirmed the 
correctness of the proposed methodology. 
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