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Abstract. Unmanned vehicles operating in formation may perform more complex tasks than vehicles working 

individually. In order to control a formation of unmanned vehicles, however, the following main issues must be faced: 

vehicle motion is usually described by nonlinear models, feasible control actions for each vehicle are constrained, 

collision between the members of the formation must be avoided while, at the same time, the computational efforts must 

be kept low due to limitations on the onboard hardware. To solve these problems, a nonlinear decentralized model 

predictive control algorithm is presented in this paper. The adopted model is based on the nonlinear kinematic equations 

describing the motion of a body with six degrees of freedom, where each vehicle shares information with its leader only 

by means of a wireless local area network. Saturation and collision-free constraints are included within the formulation 

of the optimization problem, while decentralization allows to distribute the computational efforts amongst all the vehicles 

of the formation. In order to show the effectiveness of the proposed approach, it has been applied to a formation of 

quadrotor vehicles. Simulation results prove that the approach presented in this paper is a valid way to solve the problem 

of controlling a formation of unmanned vehicles, granting at the same time the possibility to deal with constraints and 

nonlinearity while limiting the computational efforts through decentralization. 

Keywords: autonomous vehicles; cooperative control; model predictive control; decentralized systems. 

 

1. Introduction 

In the last decades unmanned aerial, marine and 

ground vehicles have generated considerable attraction 

due to their strong autonomy and ability to perform 

difficult tasks in remote, uncertain or hazardous 

environments where human beings are unable to go.  

The purposes of such vehicles are extremely 

various, ranging from scientific exploration, data 

collection and remote sensing, provision of commercial 

services, military reconnaissance and intelligence 

gathering. Recently, unmanned systems have become 

available and research is ongoing in a number of areas 

that will significantly advance the state of the art in 

unmanned vehicles technology. Moreover, designers 

have more freedom in the development of such 

vehicles, not having to account for the presence of a 

pilot and the associated life-support systems. This 

potentially results in cost and size savings, as well as 

increased operational capabilities, including fault 

diagnosis and fault tolerant supervision systems [1–5].  

With an increasing availability of modern sensors 

and more effective communication channels, coordina-

tion of Unmanned Vehicles (UVs) has become feasible 

and widely studied in the recent years. Cooperative 

UVs can indeed provide significant benefit with respect 

to a single vehicle performing individually in a number 

of applications, such as remote sensing [6, 7], moving 

large objects [8] and a large number of them [9], 

exploration [10] and many others. In the literature three 

approaches are mainly studied for coordinating vehi-

cles: behavioural methods, virtual structure techniques 

and leader-following approaches.  

The basic idea of behavioural approaches is to 

assign desired behaviours to each agent, and to make 

the control action of each agent a weighted average of 

the control of the desired behaviours. Behaviour-based 

systems can thus integrate several goals, such as 

navigating to waypoints, avoiding hazards and keep 

formation at the same time [11–14]. The main 

advantage of behaviour-based systems is that they are 

decentralized, may be implemented with significantly 



A. Freddi, S. Longhi, A. Monteriù 

90 

less communication, explicit feedback is included 

through communication between neighbors and it is 

natural to derive control strategies when agents have 

multiple competing objectives. On the other side, 

however, they are difficult to analyse mathematically, it 

is hard to show that the formation has converged to the 

desired formation and the overall “group behaviour” 

may not be explicitly defined.  

In the virtual structure approach, the entire forma-

tion is treated as a single entity: the desired motion is 

assigned to the virtual structure which traces out trajec-

tories for each member of the formation to follow [15–

17]. In this approach, it is straightforward to assign a 

coordinated behavior for the group, and feedback to the 

structure is naturally defined. However, the necessity 

for the formation to act as a virtual structure limits the 

class of potential applications of this approach.  

In leader-following approach, one vehicle is desig-

nated as the leader, while the rest of them is designated 

as followers. The idea is that followers track the 

position and orientation of the leader within a certain 

threshold. The hierarchy can be defined globally 

(whole formation) or locally (portions of formation), 

where in the latter case each vehicle takes another 

neighbor as a reference leader to determine its motion 

[18–23]. The strength of the leader-follower approach 

is that group behavior can be specified by setting the 

behavior of a single vehicle: the leader. Moreover it is 

a straightforward approach to implement and formation 

can be maintained even if the leader is perturbed by 

some disturbance. The main drawback is that there is 

no explicit feedback to the formation, that is no explicit 

feedback from the followers to the leader: if the 

follower is perturbed the formation may not be kept. 

This paper presents an algorithm which can be 

adopted to maintain a formation of unmanned vehicles 

while they move along a desired trajectory, and it is 

based on leader-following architecture and Model 

Predictive Control (MPC). Leader-following has been 

chosen since it is based on a well defined mathematical 

model, the class of its potential applications is wide 

(differently from behavioural and virtual structure 

approaches) and the hierarchy can be locally defined: 

in this way the formation control problem can be 

formalized using local mathematical models. Model 

predictive control has then been chosen as control 

technique, since it already proved to be a reliable way 

to deal with decentralized formation control, is well 

adaptable to leader-following architectures and allows 

to minimize control complexity and easy reconfigu-

ration of formation [24–28].  

The first contribution of the proposed paper is that 

of proposing an algorithm which can be applied to a 

wide class of unmanned vehicles to simultaneously 

track a trajectory, keep a desired formation pattern and 

avoid obstacles. The algorithm can be applied to 

unmanned vehicles which are equipped with a velocity 

controller and whose control actions and dynamics are 

constrained (e.g. actuator saturations and physical 

limitation of the velocity and acceleration vectors). The 

second contribution is that the algorithm is based on a 

nonlinear model, which does not require to operate near 

one or more predefined working points, but can be used 

in a full range of operating conditions. The third 

contribution is that the formation control is faced in 

three dimensions, whereas many recent and advanced 

contributions in the literature only address the bidimen-

sional problem [29–36], extending results previously 

obtained by the authors for the motion on the horizontal 

plane only [37–39]. Finally, the decentralization of the 

proposed control algorithm permits to decrease the 

computational load of the solution, which can be 

applied in many practical scenarios.  

The paper is organized as follows. Section 2 descri-

bes the physical requirements which the vehicles must 

posses for the algorithm to be applied. In the same 

section, the kinematic model of each unmanned vehicle 

of the formation and the formation vector are derived. 

The proposed algorithm is detailed in Section 3. The 

proposed framework has been evaluated in a simulated 

scenario, in which formation control of quadrotor 

vehicles is addressed: Section 4 provides the results of 

the trial. Conclusions and future works are finally 

provided in Section 5.  

2. Mathematical Model of a UVs’ Formation  

The vehicles of the formation considered in this 

paper possess a minimum set of requirements: 

 Sensors: each vehicle must be equipped with an 

heading and an absolute localization sensor.  

 Communication: vehicles must be connected to a 

WLAN to exchange sensor information and 

predicted control efforts; the required bandwidth is 

low since the algorithm requires only a limited 

amount of information (i.e. measurements and 

control effort predictions among each leader and its 

followers) to be transmitted.  

 Low-level controller: each vehicle must posses an 

inner controller for the internal dynamics which can 

track a reference velocity vector.  

These requirements are suitable for many practical 

situations where UVs are employed, and they are really 

common for many commercial UVs. When these 

requirements are satisfied, then it is possible to apply 

the Nonlinear Decentralized Model Predictive Control 

(ND-MPC) algorithm detailed in the following 

sections. 

The vehicle formation is now modeled in order to 

predict the vehicles motion within a predictive horizon. 

These predictions allow to formulate a nonlinear 

optimization problem, whose solutions are the desired 

values of linear and angular velocities which must be 

tracked by each agent to maintain the desired formation 

and follow the desired trajectory. 

2.1. Kinematic Model of Each UV of the Formation 

Let consider a set of 𝑁 unmanned vehicles 𝒱𝑖(𝑖 =
1, 2, … , 𝑁). Each vehicle 𝒱𝑖 moves autonomously at a 
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fixed distance from another, following a leader vehicle 

𝒱1 whose trajectory can be arbitrarily chosen (i.e., the 

trajectory of the virtual leader 𝒱0). 

𝑁 +  1  frames are used to study the formation 

motion (see Fig. 1): a frame integral with the earth 

{𝑅}(𝑂, 𝑥, 𝑦, 𝑧), which is supposed to be inertial, and 𝑁 

body-fixed frames {𝑅𝐵
𝑖 }(𝑂𝐵

𝑖 , 𝑥𝐵
𝑖 , 𝑦𝐵

𝑖 , 𝑧𝐵
𝑖 ) , where 𝑂𝐵

𝑖   is 

fixed to the center of mass of the 𝑖-th vehicle. {𝑅𝐵
𝑖 } is 

related to {𝑅}  by a position vector 𝝃𝑖(𝑡) =
[𝑥𝑖(𝑡) 𝑦𝑖(𝑡) 𝑧𝑖(𝑡)]𝑇, describing the position of the 

center of gravity of vehicle 𝒱𝑖 (i.e., 𝑂𝐵
𝑖 ) with respect to 

{𝑅}  and by a vector of three independent angles 

𝜼𝑖(𝑡) = [𝜙𝑖(𝑡) 𝜃𝑖(𝑡) 𝜓𝑖(𝑡)]𝑇, which represent the 

orientation of the vehicle (i.e., the orientation of the 

body-fixed frame {𝑅𝐵
𝑖 }), with respect to the earth frame 

{𝑅}, using the so-called yaw, pitch and roll notation 

(referred to as Euler angles, [40]). 

In this way, 𝝃𝑖(𝑡) = [𝑥𝑖(𝑡) 𝑦𝑖(𝑡) 𝑧𝑖(𝑡)]𝑇   and 

𝜼𝑖(𝑡) = [𝜙𝑖(𝑡) 𝜃𝑖(𝑡) 𝜓𝑖(𝑡)]𝑇  fully describe, res-

pectively, the translational and the rotational movement 

of the 𝑖-th vehicle with respect to the earth frame {𝑅}. 

 

Figure 1. The reference frames adopted: each agent  

as a solidal body frame whose origin is in  

the center of gravity 

Let define the rotation matrix which maps the linear 

velocity of 𝒱𝑖 from the 𝑖-th body frame into the earth 

frame as

 

𝐑(𝜙𝑖(𝑡), 𝜃𝑖(𝑡), 𝜓𝑖(𝑡)) ≜ [

𝐶𝜃𝑖𝐶𝜓𝑖 𝐶𝜓𝑖𝑆𝜃𝑖𝑆𝜙𝑖 − 𝐶𝜙𝑖𝑆𝜓𝑖 𝐶𝜙𝑖𝐶𝜓𝑖𝑆𝜃𝑖 + 𝑆𝜙𝑖𝑆𝜓𝑖

𝐶𝜃𝑖𝑆𝜓𝑖 𝑆𝜃𝑖𝑆𝜙𝑖𝑆𝜓𝑖 + 𝐶𝜙𝑖𝐶𝜓𝑖 𝐶𝜙𝑖𝑆𝜃𝑖𝑆𝜓𝑖 − 𝐶𝜓𝑖𝑆𝜙𝑖

−𝑆𝜃𝑖 𝐶𝜃𝑖𝑆𝜙𝑖 𝐶𝜃𝑖𝐶𝜙𝑖

] (1) 

 

where 𝑆(.)  and 𝐶(.)  represent 𝑠𝑖𝑛(. )  and 𝑐𝑜𝑠(. ) , 

respectively. 

Moreover, let define the matrix which maps the 

angular velocity of 𝒱𝑖 read in the 𝑖-th body frame into 

the rate of change of the Euler angles as 

𝐖(𝜙𝑖(𝑡), 𝜃𝑖(𝑡)) ≜ [

1 𝑆𝜙𝑖𝑇𝜃𝑖 𝐶𝜙𝑖𝑇𝜃𝑖

0 𝐶𝜙𝑖 −𝑆𝜙𝑖

0 𝑆𝜙𝑖 ∕ 𝐶𝜙𝑖 𝐶𝜙𝑖 ∕ 𝐶𝜃𝑖

](2) 

where 𝑇(.) represents tan (. ). Denoting the linear velo-

city vector of the 𝑖-th vehicle along the axes of the 𝑖-th 

body frame as 𝐯𝑖(𝑡) = [𝑣𝑥
𝑖(𝑡)  𝑣𝑦

𝑖 (𝑡)  𝑣𝑧
𝑖(𝑡)]

𝑇
, and the 

angular velocity vector of the 𝑖-th vehicle around the 

axes of the 𝑖 -th body frame as 𝝎𝑖(𝑡) =

[𝜔𝑝
𝑖 (𝑡)  𝜔𝑞

𝑖 (𝑡)  𝜔𝑟
𝑖 (𝑡)]

𝑇
  (as described in Fig. 1), the 

kinematic model for the vehicle 𝒱𝑖 can be described by 

�̇�𝑖(𝑡) = 𝐑(𝜙𝑖(𝑡), 𝜃𝑖(𝑡), 𝜓𝑖(𝑡), 𝐯𝑖(𝑡)) (3a) 

�̇�𝑖(𝑡) = 𝐖(𝜙𝑖(𝑡), 𝜃𝑖(𝑡), 𝝎𝑖(𝑡)). (3b) 

In particular, defining the absolute configuration 

vector (i.e., referred to the earth frame) for the 𝑖 -th 

vehicle as 

𝐪𝑖(𝑡) ≜ [𝑥𝑖(𝑡)   𝑦𝑖(𝑡)   𝑧𝑖(𝑡)   𝜓𝑖(𝑡)]𝑇 (4) 

and assuming that the roll (𝜙𝑖(𝑡) ) and pitch (𝜃𝑖(𝑡) ) 

angles of vehicle 𝒱𝑖 are both close to zero (i.e., stabi-

lized), the time-continuous kinematic model for the  

𝑖-th vehicle can be derived from (3) as 

�̇�𝑖(𝑡) = 𝐓−1(𝜓𝑖(𝑡)) 𝐮𝑖(𝑡) (5a) 

𝐓−1 (𝜓𝑖(𝑡)) ≜

[
 
 
 
𝐶𝜓𝑖 −𝑆𝜓𝑖 0 0

𝑆𝜓𝑖 𝐶𝜓𝑖 0 0

0 0 1 0
0 0 0 1]

 
 
 

 (5b) 

𝐮𝑖(𝑡) ≜ [𝑣𝑥
𝑖(𝑡)  𝑣𝑦

𝑖 (𝑡)  𝑣𝑧
𝑖(𝑡)  𝜔𝑟

𝑖 (𝑡)]
𝑇
. (5c) 

From a physical point of view, the constraints on 

roll and pitch angles imply that the linear dynamics, 

together with the rotational dynamics around the 

vertical axis, can be decoupled from the dynamics of 

roll and pitch. This is valid for ground vehicles, usually 

valid for marine vehicles and also valid for aerial 

vehicles in conservative flight conditions [41]. 

2.2. Formation Vector Model 

Let assume to sample the continuous-time variables 

with sampling interval 𝑇𝑠  and let define the sampled 

input vector of each vehicle 𝒱𝑖 as 

𝐮𝑘
𝑖 ≜ [𝑣𝑥𝑘

𝑖   𝑣𝑦𝑘
𝑖   𝑣𝑧𝑘

𝑖   𝜔𝑟𝑘
𝑖 ]

𝑇
, 𝑖 = 1, 2, … , 𝑁 (6) 

where, for 𝑘 ∈ ℕ, 

𝐮𝑘
𝑖 ≜ 𝑇𝑠𝐮

𝑖  (𝑘𝑇𝑠) (7a) 

𝑣𝑥𝑘
𝑖 ≜ 𝑇𝑠𝑣𝑥

𝑖  (𝑘𝑇𝑠) (7b) 

𝑣𝑦𝑘
𝑖 ≜ 𝑇𝑠𝑣𝑦

𝑖  (𝑘𝑇𝑠) (7c) 

𝑣𝑧𝑘
𝑖 ≜ 𝑇𝑠𝑣𝑧

𝑖  (𝑘𝑇𝑠) (7d) 

𝜔𝑟𝑘
𝑖 ≜ 𝑇𝑠𝜔𝑟

𝑖  (𝑘𝑇𝑠). (7e) 

Eqs. (7) represent finite movements within each 

sampling interval 𝑇𝑠 . These movements can also be 
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seen as velocities normalized w.r.t. the sampling 

interval 𝑇𝑠 and, in the following, they will be referred 

to as velocities. 

Let define the discretized absolute configuration 

vector for the 𝑖-th vehicle as 

𝐪𝑘
𝑖 ≜ [𝑥𝑘

𝑖 𝑦𝑘
𝑖 𝑧𝑘

𝑖 𝜓𝑘
𝑖 ]𝑇 (8) 

where, for 𝑘 ∈ ℕ, 

𝐪𝑘
𝑖 ≜ 𝐪𝑖(𝑘𝑇𝑠) (9a) 

𝑥𝑘
𝑖 ≜ 𝑥𝑖(𝑘𝑇𝑠) (9b) 

𝑦𝑘
𝑖 ≜ 𝑦𝑖(𝑘𝑇𝑠) (9c) 

𝑧𝑘
𝑖 ≜ 𝑧𝑖(𝑘𝑇𝑠) (9d) 

𝜓𝑘
𝑖 ≜ 𝜓𝑖(𝑘𝑇𝑠). (9e) 

Due to physical limits, the velocities of each vehicle 

are constrained and their limits depend on the lower 

level controller and on the dynamic behavior of each 

vehicle. Fixed constraints are assumed in the following 

without loss of generality 

�⃗� ≼ �⃗� 𝑘
𝑖 ≼ �⃗�  (10) 

and  

mod(Δ�⃗� 𝑘
𝑖 ) ≼ mod(Δ�⃗� ) (11) 

with 

�⃗� = [𝑣𝑥   𝑣𝑦   𝑣𝑧   𝜔𝑟]
𝑇
 (12a) 

�⃗� = [𝑣𝑥   𝑣𝑦   𝑣𝑧   𝜔𝑟]
𝑇
 (12b) 

Δ�⃗� 𝑘
𝑖 = [Δ𝑣𝑥𝑘

𝑖   Δ𝑣𝑦𝑘
𝑖   Δ𝑣𝑧𝑘

𝑖   Δ𝜔𝑟𝑘
𝑖 ]

𝑇
 (12c) 

Δ�⃗� = [Δ𝑣𝑥   Δ𝑣𝑦  Δ𝑣𝑧  Δ𝜔𝑟]
𝑇
 (12d) 

where 𝑣𝑥, 𝑣𝑦 , 𝑣𝑧  and 𝑣𝑥, 𝑣𝑦 , 𝑣𝑧  are the constant linear 

velocity bounds, 𝜔𝑟  and 𝜔𝑟   are the constant angular 

velocity bounds, while linear and angular velocities 

variations are limited by Δ𝑣𝑥 , Δ𝑣𝑦 , Δ𝑣𝑧  and Δ𝜔𝑟  , 

respectively. In Eq. (10), 𝑓 ≼ 𝑔   denotes that for each  

𝑗-th element of the two vectors 𝑓  and 𝑔 , 𝑓𝑗 ≤ 𝑔𝑗 holds, 

and in Eq. (11), mod(𝑓 ) = [|𝑓1| |𝑓2| … |𝑓𝑗|]
𝑇
  is the 

modulus of each element 𝑓𝑗  of a vector 𝑓  . In detail, 

denoting with Δ𝑣(.)
𝑖

𝑘
= 𝑣(.)

𝑖

𝑘
− 𝑣(.)𝑘−1

𝑖   the change at 

time 𝑘  of a scalar 𝑣(.) , the physical limits can be 

resumed as follows 

𝑣𝑥 ≤ 𝑣𝑥𝑘
𝑖 ≤ 𝑣𝑥, |Δ𝑣𝑥𝑘

𝑖 | ≤ Δ𝑣𝑥 (13a) 

𝑣𝑦 ≤ 𝑣𝑦𝑘
𝑖 ≤ 𝑣𝑦, |Δ𝑣𝑦𝑘

𝑖 | ≤ Δ𝑣𝑦 (13b) 

𝑣𝑧 ≤ 𝑣𝑧𝑘
𝑖 ≤ 𝑣𝑧, |Δ𝑣𝑧𝑘

𝑖 | ≤ Δ𝑣𝑧 (13c) 

𝜔𝑟 ≤ 𝜔𝑟𝑘
𝑖 ≤ 𝜔𝑟, |Δ𝜔𝑟𝑘

𝑖 | ≤ Δ𝜔𝑟. (13d) 

The time continuous Eqs. (5) can now be discretized 

into 

𝐪𝑘+1
𝑖 = 𝐪𝑘

𝑖 + 𝐓−1(𝜓𝑘
𝑖 )𝐮𝑘

𝑖 . (14) 

Defining the displacement of vehicle 𝒱𝑗 referred to 

the frame fixed to vehicle 𝒱𝑖 as 

𝐝𝑘
𝑗𝑖

≜ [𝑑𝑥𝑘

𝑗𝑖
𝑑𝑦𝑘

𝑗𝑖
𝑑𝑧𝑘

𝑗𝑖
𝑑𝜓𝑘

𝑗𝑖
]
𝑇
 (15) 

where 𝑑(.)𝑘

𝑗𝑖
 represents the linear and angular distances 

among vehicles, the absolute configuration vector can 

be expressed as 

𝐝𝑘
𝑗𝑖

= 𝐓(𝜓𝑘
𝑖 )(𝐪𝑘

𝑗
− 𝐪𝑘

𝑖 ) (16) 

which leads to the following discrete-time formation 

vector model 

𝐝𝑘+1
𝑗𝑖

= 𝐀𝑘
𝑖 𝐝𝑘

𝑗𝑖
+ 𝐁𝑘

𝑖 𝐮𝑘
𝑖 + 𝐄𝑘

𝑗𝑖
𝐮𝑘

𝑗
 (17) 

where 

𝐀𝑘
𝑖 ≜ 𝐓(𝜔𝑟𝑘

𝑖 ) (18a) 

𝐁𝑘
𝑖 ≜ −𝐓(𝜔𝑟𝑘

𝑖 ) (18b) 

𝐄𝑘
𝑗𝑖

≜ 𝐓(𝜔𝑟𝑘
𝑖 )𝐓−1(𝑑𝜓𝑘

𝑗𝑖
). (18c) 

3. Formation Control 

The formation control algorithm proposed in this 

paper is based upon the following two sets of 

assumptions. 

Assumptions Set 1. 

(a) The reference trajectory 𝒯∗  is generated by a 

virtual reference vehicle 𝒱0  which moves 

according to the considered model. 

(b) Each vehicle 𝒱𝑖 follows one and only one leader 

𝒱𝑗,  𝑗 ≠ 𝑖 ; 𝒱1  follows virtual vehicle 𝒱0  which 

exactly tracks the reference trajectory 𝒯∗. 

In the proposed control algorithm, each vehicle  

𝒱𝑖  is equipped with an independent control agent  
𝒜𝑖  whose tasks are to collect both local and  

remote information and iteratively perform a  

nonlinear optimization for computing the local  

control action. Each vehicle 𝒱𝑖  must keep the  

reference formation pattern from its leader 𝒱𝑗 , i.e., 

𝐝𝑗𝑖 = [�̃�𝑥
𝑗𝑖

�̃�𝑦
𝑗𝑖

�̃�𝑧
𝑗𝑖

�̃�𝜓
𝑗𝑖
]
𝑇
. The set of all 

displacements defines the formation. In the 

implementation of the proposed formation control law, 

the following set of assumptions is made as well. 

Assumptions Set 2. 

(a) Each control agent 𝒜𝑖  communicates with its 

leader using a WLAN only once within a 

sampling interval. 

(b) The communication network introduces a delay 

𝜏 = 1. 

(c) The agents are synchronous. 

(d) Each control agent knows the absolute 

configurations of its leader. 

Note that condition (𝑑)  can be achieved through 

direct measurements, however when one or more 

absolute measurements are missing, an estimation 

provided by proper sensor fusion algorithms can be 

used as well [42]. 
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The formation control problem is then decomposed 

into an inner-loop dynamic task, which consists of 

making the vehicle’s velocities track a set of references, 

and an outer-loop kinematic task, which assigns the 

reference velocities to be tracked for the desired 

trajectory. 

3.1. Inner-Loop Dynamics Controller 

For each vehicle 𝒱𝑖 , the low level controller is 

assumed to drive the actuators in order to track the 

desired velocities �̃�𝑥
𝑖 , �̃�𝑦

𝑖 , �̃�𝑧
𝑖 , �̃�𝑟

𝑖  . Note that this is 

possible if the inner control loop acts much faster than 

the outer control loop. With these assumptions, the 

considered high level control problem becomes a path 

planning problem for the low level controller. The high 

level controller should define the optimal speeds 

�̃�𝑥
𝑖 , �̃�𝑦

𝑖 , �̃�𝑧
𝑖 , �̃�𝑟

𝑖  that allow to keep the desired formation 

with the minimum possible efforts. The formation input 

vector 𝐮𝑘
𝑖 = [𝑣𝑥𝑘

𝑖   𝑣𝑦𝑘
𝑖   𝑣𝑧𝑘

𝑖   𝜔𝑟𝑘
𝑖 ]

𝑇
  is the reference vec-

tor for the low level controller. No other communica-

tion is needed between the two control loops, since the 

MPC requires position feedback only, as described 

below. 

3.2. Nonlinear Decentralized MPC Formulation 

The following scalar is considered here as a 

measure of the performance for control agent 𝒜𝑖: 

〈𝐝𝑘
𝑗𝑖

− 𝐝𝑗𝑖〉2 ≜ 𝜌𝑥(𝑑𝑥𝑘

𝑗𝑖
− �̃�𝑥

𝑗𝑖
)
2
+ 

𝜌𝑦(𝑑𝑦𝑘

𝑗𝑖
− �̃�𝑦

𝑗𝑖
)
2
+ 𝜌𝑧(𝑑𝑧𝑘

𝑗𝑖
− �̃�𝑧

𝑗𝑖
)
2
+

𝜌𝜓 [sin (
𝑑𝜓𝑘

𝑗𝑖
−�̃�𝜓

𝑗𝑖

2
)] (19) 

where �̃�𝑗𝑖 is the constant desired displacement, and 𝜌𝑥,
𝜌𝑦 , 𝜌𝑧, 𝜌𝜓 are arbitrary weights. The cost function to be 

minimized is 

𝐽𝑘
𝑖 = ∑ [〈𝐝𝑘+ℎ|𝑘

𝑗𝑖
− 𝐝𝑗𝑖〉2 + 𝜇‖�̂�𝑘+ℎ−1|𝑘

𝑖 ‖
2
+

𝑝

ℎ=1

𝜎‖Δ�̂�𝑘+ℎ−1|𝑘
𝑖 ‖

2
] + 𝜆 ∑ ‖�̂�𝑘+ℎ−1|𝑘

𝑖 −
𝑝−1

ℎ=1

�̂�𝑘+ℎ−1|𝑘−1
𝑖 ‖

2
 (20) 

where  

 𝜇 is the weight which penalizes the control efforts 

at time 𝑘;  

 𝜎 is the weight which penalizes large variation of 

the control efforts;  

 𝜆 is the weight which penalizes the variation of the 

control efforts between two successive predictions;  

 𝑝 is the prediction horizon;  

 �̂�𝑘+ℎ|𝑘
𝑖  is the ℎ-ahead prediction of the 𝑖-th vehicle 

control effort at time 𝑘.  

The parameters are chosen as trade-off between 

MPC convergence speed, control efforts magnitude and 

computational complexity.  

In order to avoid possible contacts between vehi-

cles, a collision-free constraint is finally added to the 

set of velocities constraints (13) 

‖𝐌(𝐀𝑘
𝑖 𝐝𝑘

𝑙𝑖 + 𝐁𝑘
𝑖 𝐮𝑘

𝑖 )‖ ≥ 𝑑 + √2𝑣  

(𝑙 = 1,… , 𝑁, 𝑙 ≠ 𝑖) (21) 

where 𝑑 is the safe constant distance, 

𝑣 = max(|𝑣𝑥|, |𝑣𝑥|) + max(|𝑣𝑦|, |𝑣𝑦|) (22) 

and 

M = [
1 0 0 0
0 1 0 0

]. (23) 

This constraint implies that the distance between 

two vehicles can not be less than a safe distance which 

is a control design parameter, and thus it can be 

arbitrarily fixed. This distance is typically chosen to be 

equal to twice the maximum dimension of the vehicle 

plus a safe threshold.  

In order to guarantee that a vehicle remains within 

a limited region of the formation, the optimization 

problem is modified according to the approach 

proposed in [43]. In detail, a new auxiliary vector 𝐚𝑘
𝑖  is 

introduced, which has the same dimension of the state 

vector 𝐝𝑘
𝑗𝑖

, and whose dynamics is described by 𝐚𝑘+1
𝑖 =

𝐒𝑖𝐚𝑘
𝑖 . The dynamic matrix 𝐒𝑖 is chosen to be diagonal 

and its eigenvalues 𝑠𝜉
𝑖  such that the linear dynamics of 

the new auxiliary vector is asymptotically stable. Using 

the new auxiliary vector, the error between the system 

states (actual distances between vehicles) and the 

desired states (desired distances between vehicles) is 

now enforced to be contracted with respect to the 

auxiliary variables by the inequality constraint 

𝐽𝑘
𝑖 = ∑ [〈𝐝𝑘+ℎ|𝑘

𝑗𝑖
− 𝐝𝑗𝑖〉2 + 𝜈‖�̂�𝑘+ℎ−1|ℎ

𝑖 ‖
2
+

𝑝

ℎ=1

𝜇‖�̂�𝑘+ℎ−1|𝑘
𝑖 ‖

2
+ 𝜌‖Δ�̂�𝑘+ℎ−1|𝑘

𝑖 ‖
2
] +

𝜆 ∑ ‖�̂�𝑘+ℎ−1|𝑘
𝑖 − �̂�𝑘+ℎ−1|𝑘−1

𝑖 ‖
2𝑝−1

ℎ=1
 (24) 

where 𝜈  is again a weight which can be arbitrary 

chosen. 

The ND-MPC problem for the control agent 𝒜𝑖 of 

each vehicle 𝒱𝑖 can finally be expressed as 

min
𝐝𝑘
𝑗𝑖

−𝐝𝑗𝑖,𝐚𝑘
𝑖 ,𝑆 𝑖,𝐮𝑘

𝑖
𝐽𝑘
𝑖   

s.t. a) 𝐝𝑘+1
𝑗𝑖

= 𝐀𝑘
𝑖 𝐝𝑘

𝑗𝑖
+ 𝐁𝑘

𝑖 𝐮𝑘
𝑖 + 𝐄𝑘

𝑗𝑖
𝐮𝑘

𝑗
  

 b) 𝐚𝑘+1
𝑖 = 𝐒𝑖𝐚𝑘

𝑖  

 c) 𝐒𝑖 = 𝑑𝑖𝑎𝑔(𝑠𝜉
𝑖 ), |𝑠𝜉

𝑖 | < 1 

 d) ‖𝐝𝑘
𝑗𝑖

− 𝐝𝑘
𝑗𝑖
‖ ≤ ‖𝐚𝑘

𝑖 ‖ + 𝑑 (25) 

 e) ‖𝐌(𝐀𝑘
𝑖 𝐝𝑘

𝑙𝑖 + 𝐁𝑘
𝑖 𝐮𝑘

𝑖 )‖ ≥ 𝑑 + √2𝑣 

 f) 𝐮 ≼ 𝐮𝑘
𝑖 ≼ 𝐮 

 g) mod(Δ�⃗� 𝑘
𝑖 ) ≼ mod(Δ�⃗� ). 

This nonlinear constrained optimization problem is 

iteratively set-up and solved at each sample time, 
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allowing to compute the control efforts 𝐮𝑘
𝑖  for each 𝒱𝑖 

of the formation.  

Several methods can be adopted to solve this 

nonlinear, constrained optimization problem, such as 

interior-point, trust-region-reflective, sqp and active-

set algorithms [44], particle swarm based algorithms 

[45] and others. 

4. A case study: simulation results for a 

formation of quadrotors  

The developed strategy has been tested in a 

simulated scenario, created using MATLAB® to control 

a formation composed by 𝑁 = 5  quadrotor vehicles, 

namely 𝒱1, … , 𝒱5 , where 𝒱1  is the main leader. A 

quadrotor consists of four DC motors on which 

propellers are fixed. These motors are arranged to the 

extremities of a X-shaped frame, where all the arms 

make an angle of 90 degrees with one another. The 

speed of rotation of the motors (i.e., the lift force 

associated to the propeller attached to that motor) can 

be individually changed, thus modifying the attitude of 

the vehicle allowing the quadrotor to translate into the 

space. Quadrotor vehicles have been chosen since they 

are often used in literature as UAVs, due to their high 

manoeuvrability, simple modelling and low 

maintenance costs [46].  

The starting formation and the objective one, are 

described in Fig. 2.  

 

Figure 2. The considered leader-follower formation: the 

ND-MPC has the task to maintain a “V” formation of  

five vehicles, flying on the same plane at a fixed distance, 

while following the main leader 

The physical constraints used in simulation are: 

−2.5 ms−1 ≤ 𝑣𝑥𝑘
𝑖 ≤ 2.5 ms−1 

−2.5 ms−1 ≤ 𝑣𝑦𝑘
𝑖 ≤ 2.5 ms−1 

−2.5 ms−1 ≤ 𝑣𝑍𝑘

𝑖 ≤ 2.5 ms−1 

−0.075 rad s−1 ≤ 𝜔𝑟𝑘
𝑖 ≤ 0.075 rad s−1 

and 

|Δ𝑣𝑥𝑘
𝑖 | ≤ 0.25 ms−2 

|Δ𝑣𝑦𝑘
𝑖 | ≤ 0.25 ms−2 

|Δ𝑣𝑧𝑘
𝑖 | ≤ 0.25 ms−2 

|Δ𝜔𝑟𝑘
𝑖 | ≤ 0.005 rad s−2 

with 𝑖 = 1,… , 5. 

The parameters used in simulation are: 

 minimum safe distance 𝑑 = 0.5 m, 

 cost function weights: 𝜌𝑥 = 𝜌𝑦 = 𝜌𝑧 = 10 , 𝜌𝜓 =

200, 𝜈 = 0.5, 𝜇 = 0.5, 𝜎 = 1 and 𝜆 = 0.4, 

 prediction horizon 𝑝 = 3, 

 safe distance 𝑑 equal to 0.75 m 

The total number of simulation steps is 𝐾 = 350, 

the chosen trajectory has a curvilinear behaviour and 

the optimization method chosen is based on an activeset 

algorithm.  

As it can be seen in Fig. 3 the main leader 𝒱𝑖 

follows the virtual leader 𝒱0  while the followers 

quickly assume the desired formation, reaching the 

same height of the main leader and keeping the desired 

distances. 

The transient phase for this kind of configuration is 

short. A similar result can be achieved changing the 

reference trajectory and the formation pattern. During 

this transient time the vehicle positions differ from the 

desired position, however at steady state all the 

distances between leaders and followers converge to 

the desired values, as it can be seen in Fig. 4 which 

shows the 𝑑𝑥𝑘

𝑗𝑖
 , 𝑑𝑦𝑘

𝑗𝑖
 , 𝑑𝑧𝑘

𝑗𝑖
  and 𝑑𝜓𝑘

𝑗𝑖
  variables 

representing lateral, longitudinal, vertical and angular 

relative distances between vehicle 𝒱𝑗 and vehicle 𝒱𝑖 at 

time 𝑘 , namely the components of the displacement 

vector 𝐝𝑘
𝑗𝑖

. The dotted black lines represent the desired 

displacement values, while the colored solid lines 

represent the real displacement values. 

5. Conclusions  

Unmanned vehicles operating in formation may 

perform more complex tasks and better than single 

vehicles working individually. The formation control 

problem, however, is difficult to solve for this kind of 

vehicles since they are by nonlinear models and the 

control actions are constrained. Moreover the compu-

tational capabilities available to unmanned vehicles is 

usually limited, thus decentralized solutions are to be 

preferred to the centralized ones.  

To solve the problem of formation control subject 

to trajectory following, a nonlinear decentralized model 

predictive control algorithm is developed in this paper, 

adopting leader-following: each vehicle moves keeping 

a fixed distance from its leader, where the main leader 

follows a desired trajectory. A nonlinear optimization 

problem is formulated within a certain prediction 

horizon, whose solutions are the desired values of 

linear and angular velocities which must be tracked by 

each vehicle to maintain the desired formation and 

follow the desired trajectory. In this way whenever the 

desired velocities can be correctly set by a low-level 

controller, the high-level formation control is achiev-

able taking into account model constraints, actuation 

constraints and collision-free constraints.  
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(a) Quadrotors trajectories projected into the Y-X plane 

 

(b) Quadrotors trajectories projected into the X-Z plane 

Figure 3. Trajectories followed by the five quadrotors in the horizontal plane (a) and in the vertical plane (b). Each vehicle is 

identified by a colour. The simulation is frozen at sample times 𝑘 = 0, 𝑘 = 175 and 𝑘 = 350 

 

Figure 4. Components of the displacement vectors. The ideal values are plotted in black, while the real values are  

reported with different colours. The 𝑖-th column contains the relative distance between vehicle 𝑖 and vehicle 𝑖 − 1,  

read into the frame fixed to 𝒱𝑖. The main leader distances (column 1) are referred instead to virtual leader 𝒱0  

(i.e. point moving along the planar reference trajectory) 
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The contribution of the proposed solution is that it 

permits to solve the formation control problem for a 

wide class of vehicles which satisfy a set of 

requirements typically possessed by unmanned 

vehicles. The proposed solution takes into account 

saturation constraints for the control actions, together 

with collision avoidance constraints. Moreover it is 

fully decentralized, thus each control agent must solve 

only a reduced optimization problem. Finally stability 

is granted by adding an auxiliary vector which imposes 

an upper bound to the system states. The authors are 

currently working to modify the proposed approach in 

order to deal with asynchronous communication and 

packet loss, by allowing a limited variable delay for 

each packet and introducing a fault tolerant policy 

whenever the delay exceeds the chosen thresholds. 

Both these aspects, together with a practical 

implementation of the proposed algorithm on a real 

system, are actually under investigation. 
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