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Traditional methods have low recognition rate and poor robustness when dealing with complex factory em-
ployee monitoring images, so a new employee re recognition method based on Attention-free Capsule Network 
for factory monitoring images is proposed. Least Squares Generative Adversarial Network (LSGAN) is used 
to restore the factory monitoring image to repair the missing or damaged image caused by lighting, occlusion, 
noise, etc. Wavelet Contourlet transform is used to improve the details and clarity of images and the accuracy 
of subsequent staff re recognition. The mixed Gaussian model (GMM) is used to accurately segment the em-
ployee foreground in the image, and the segmented employee foreground image is input into the Attention-free 
Capsule Network. The feature is extracted through multi-layer convolution and pooling operations, and the 
dynamic routing mechanism is used to extract and aggregate employee identity features. After training, the 
employee identity tags are output to achieve efficient employee re recognition of factory monitoring images. 
The experimental results show that compared with visual attention, KISS+, and center and scale prediction 
methods, the proposed method introduces a novel approach for employee re identification in factory monitor-
ing images. The proposed method demonstrates strong anti-interference and adaptability. In the comparison 
of key indicators, the proposed method achieved a recognition accuracy of 95.8 on Rank-1, 98.4 on Rank-5, and 
99.5 on Rank-10. This series of numerical comparison results fully demonstrates that the proposed method has 
strong image processing capabilities, as well as high recognition accuracy and robustness. 
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1. Introduction 
The re-recognition of factory surveillance image is a 
key and challenging research field in intelligent sur-
veillance system. With the continuous development 
of industrial automation and intelligence, the demand 
of factory monitoring system for employee behavior 
analysis, safety monitoring and automatic manage-
ment is increasing. As an important part, employee re 
identification technology aims to accurately identify 
specific employees from monitoring images and pro-
vide strong support for factory management. Tradi-
tional employee re recognition methods mainly relies 
on artificial feature design and classifier training [22]. 
These methods often have poor effects in complex 
monitoring scenes, and are vulnerable to changes in 
lighting, occlusion, posture and other factors.
An et al. [1] proposed are recognition method for em-
ployees in factory surveillance images based on visual 
attention: Extracting salient region features of image 
through depth learning; Using the common attention 
mechanism to identify the key areas in the image pair; 
Combining global and local features to form joint 
features; Finally, the positive sample generation net-
work is used to add training samples to complete the 
re identification of employees. This method is limited 
to the saliency detection of specific scenes, and is not 
robust to complex situations such as occlusion and 
light changes. Han et al. [5] introduced orthogonal ba-
sis vectors to generate virtual samples to enhance the 
stability of the covariance matrix, in which combined 
with multi feature fusion, discriminant features are 
extracted from surveillance images; High dimen-
sional features are transformed into low dimensional 
expressions through dimension reduction and input 
into KISS+method to realize re recognition of factory 
monitoring images. Multi feature fusion may intro-
duce redundant information, and the dimension re-
duction process may also lead to information loss, af-
fecting the final recognition accuracy. Zhang et al. [21] 
proposed F-CSP detector that works as follows: Cap-
ture the video stream in real time through the facto-
ry's surveillance camera and decompose it into a sin-
gle frame image; The feature pyramid network (FPN) 
in the F-CSP detector is used to reduce the number of 
channels in the feature map of each image frame; The 
balanced feature pyramid (BFP) is used to fuse these 
multi-scale feature maps into a more comprehensive 

feature map to capture the characteristics of employ-
ees at different scales; Compare these feature maps 
with the features in the known employee feature da-
tabase to realize real-time employee re recognition. 
This method has poor recognition effect for employ-
ees with extreme scale changes or posture changes, 
and is not sensitive to complex background interfer-
ence. Based on the above analysis, the challenges and 
shortcomings faced by existing work include: limited 
saliency detection in specific scenarios, insufficient 
robustness to occlusion and lighting changes; Infor-
mation loss may occur due to redundant information 
or dimensionality reduction, affecting recognition 
accuracy; Poor adaptability to extreme scale changes, 
attitude changes, and complex backgrounds. Overall, 
the generalization ability, feature discriminability, 
and real-time performance of existing methods in 
complex scenarios still need to be further improved.
Therefore, we propose an employee re-identification 
method based on Attention-free Capsule Network 
for factory surveillance images (as shown in Figure 
1), with the following main content:
1	 The LSGAN is used to restore the original col-

lected factory monitoring image, and repair the 
missing or damaged image information caused by 
lighting, occlusion, noise and other factors.

2	 Wavelet Contourlet transform is used to enhance 
the details and clarity of the monitoring image, 
so as to improve the recognition accuracy of staff 
recognition.

3	 The mixed Gaussian model (GMM) is used to ac-
curately segment the employee foreground in the 
factory monitoring image after pretreatment.

4	 The segmented image of the employee's fore-
ground region is used as the input of the Atten-
tion-free Capsule Network. The network extracts 
the features of the image through multi-layer con-
volution, pooling and other operations, and uses 
the dynamic routing mechanism in the capsule 
network to implement aggregation and classifica-
tion of the features. Finally, the network outputs 
the employee identity label corresponding to each 
input image.

5	 Experimentation and discussion.
6	 Concluding remarks.
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2. Factory Surveillance Image 
Preprocessing
In practice, factory surveillance images may not be 
clear enough due to various reasons (e.g., camera qual-
ity, lighting conditions, compression during transmis-
sion, etc.), or there are missing, noise and other prob-
lems. To address these issues, the process is to first 
restore the image, and then implement enhancement, 
denoising and other processes to improve the accuracy 
of the subsequent re-identification of employees.

2.1. Image Restoration
The purpose of image restoration is to restore the 
information lost in the acquisition or transmission 
of factory monitoring image as much as possible, so 
that the image is closer to the original state. Take the 
least square methods to generate countermeasure 
network (LSGAN) [2, 10]. The schematic diagram 
of the generative adversarial network structure is 
shown in Figure 2.
In Figure 2, G(z, g) is generator with multi-layer 
perception; D(x, d) is a discriminator with a classi-
fication function. g, d is the parameter within the 
generator and discriminator, respectively. The steps 
are as follows:

Figure 1 
Framework for employee re identification method in factory monitoring images. 
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Figure 1 Framework for employee re identification method in factory monitoring images.

(1) The LSGAN is used to restore the original 
collected factory monitoring image, and repair 
the missing or damaged image information 
caused by lighting, occlusion, noise and other 
factors. 

(2) Wavelet Contourlet transform is used to 
enhance the details and clarity of the 
monitoring image, so as to improve the 
recognition accuracy of staff recognition. 

(3) The mixed Gaussian model (GMM) is used 
to accurately segment the employee 
foreground in the factory monitoring image 
after pretreatment. 

(4) The segmented image of the employee's 
foreground region is used as the input of the 
Attention-free Capsule Network. The network 
extracts the features of the image through 
multi-layer convolution, pooling and other 
operations, and uses the dynamic routing 
mechanism in the capsule network to 
implement aggregation and classification of 
the features. Finally, the network outputs the 
employee identity label corresponding to each 
input image. 

(5) Experimentation and discussion. 

(6) Concluding remarks. 
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the information lost in the acquisition or 
transmission of factory monitoring image as 
much as possible, so that the image is closer to 
the original state. Take the least square 
methods to generate countermeasure network 
(LSGAN) [2, 10]. The schematic diagram of the 
generative adversarial network structure is 
shown in Figure 2. 

1	 Build LSGAN model
Generator: Design a generator network that can in-
put original factory surveillance images (damaged, 
blurred) captured by different angles and cameras 
and generate restored images, the structure of the 
generator is adjusted according to the specific task 
and data set.
Discriminator: A discriminator network is con-
structed to distinguish between the generated im-
age and the real image. The discriminator is a binary 
classifier that can output the probability that the in-
put image is a real image.
2	 Define the loss function that
The least squares loss function [17] is used as the 
loss function of the generator. When the discrim-
inator is applied to the generated image, the G(z) 
the discriminant value is close to the set generating 
graph labeling a, the loss function is minimized. The 
generator loss function aims to guide the generator 
to generate more realistic images, making it diffi-
cult for the discriminator to distinguish between 
generated and real images. When the loss function 
reaches its minimum value, it means that the image 
generated by the generator has higher quality and 
less difference from the real image. It is calculated 
as follows:
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where a   is label for generating graph. b   is 
label for real diagrams. c   is label for the 
generator expects the discriminator to 
discriminate against the generated graph. 
Again, a least squares loss function is used as 
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(3) Training LSGAN model 
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where a   is label for generating graph. b   is 
label for real diagrams. c   is label for the 
generator expects the discriminator to 
discriminate against the generated graph. 
Again, a least squares loss function is used as 
the loss function for the discriminator. The 
function of the discriminator loss is to enable 
the discriminator to accurately distinguish 
between real images and generated images. It 
prompts the discriminator to approach the set 
real image label for the discrimination value of 
the real image, while approaching the set 
generator expected label for the discrimination 
value of the generated image. The formula is as 
follows: 
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(3) Training LSGAN model 

The alternating training law [8] is followed 
during the training process so that the 
generator and the discriminator are trained 
alternately: fixing the generator and updating 
the parameters of the discriminator to 
maximize its loss function (i.e., to better 
distinguish between the real and the generated 
image); fixing the discriminator and updating 
the parameters of the generator to minimize its 
loss function (i.e., to generate the more 
indistinguishable image), computed by the 
following formula: 
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the Nash equilibrium, when both the generator 
and the discriminator reach the optimum, in 

this state, the image generated by the generator 
is almost indistinguishable from the 
discriminator, i.e., it achieves the purpose of 
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(4) Image restoration 

Evaluate the trained LSGAN model on the 
verification set or test set to ensure that it can 
effectively restore damaged factory 
monitoring images. Input the damaged factory 
monitoring image into the trained generator to 
generate the restored image. 

Based on the above process, generate LSGAN 
model training pseudocode as follows: 

Initialize parameters G and D for 
generator G and discriminator D 

Set generated image label c=0, real image 
label a=1, and generator expected label b=0 

Set number of training epochs and batch size 

for epoch in 1 to epochs: 

 

# Train discriminator D 

Fix parameters G of generator G 

Real images x, generated images G(z) = 
 

 

Backpropagate to update D to minimize 
 

# Train generator G 

Fix parameters D of discriminator D 

Generated images G(z) = 
 

 

Backpropagate to update G to minimize 
 

2.2 Image Enhancement 

In the factory surveillance image employee re 
recognition method, the surveillance image 
after image restoration still needs further 
processing to enhance the useful information 

in the image, especially for employee 
characteristics. Contourlet transform is very 
suitable as a multi-resolution, local and multi-
directional image representation method. The 
following are the enhanced processes: 

(1) Wavelet Contourlet Transform 

The factory monitoring image is decomposed 
into low frequency subband and high 
frequency subband through wavelet 
decomposition [15, 16], and each high 
frequency subband is subject to directional 
decomposition using directional filter banks to 
further extract the directional information of 
the image. The wavelet Contourlet coefficient 
is adjusted to enhance the texture and detail of 
the image in a specific frequency and direction 
range, so as to improve the clarity and 
recognition of the image. By adjusting the 
wavelet Contourlet coefficients to enhance the 
texture and details of specific frequency and 
directional ranges in the image, the clarity and 
recognition of the image can be improved. The 
low-frequency sub-band contains the main 
energy and overall structural information of 
the image, while the high-frequency sub-band 
contains the details and edge information of 
the image. Directional decomposition of high-
frequency sub bands can better capture the 
directional features of images, and enhancing 
these features can help improve the clarity of 
employee features in images. 

(2) Image Fusion in Wavelet Contourlet 
Transform Domain 

The image fusion is to obtain better map image 
enhancement effect. The fusion method is to 
use the upper wavelet Contourlet transform to 
realize the enhancement processing of the 
restored factory monitoring image. Through 
the enhancement transform, the transformed 
image A and transformed image B from the 
same image are obtained, and then the wavelet 
Contourle fusion is implemented for these two 
images. The fusion rule is based on pixel 
points: 
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4	 Image restoration
Evaluate the trained LSGAN model on the verifica-
tion set or test set to ensure that it can effectively re-
store damaged factory monitoring images. Input the 
damaged factory monitoring image into the trained 
generator to generate the restored image.
Based on the above process, generate LSGAN model 
training pseudocode as follows:

Figure 2  
Schematic diagram of the structure of the generative 
adversarial network.
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Figure 2 Schematic diagram of the structure of the 

generative adversarial network. 

In Figure 2, 
, gG z

 is generator with multi-

layer perception; , dD x   is a discriminator 

with a classification function. ,g d   is the 
parameter within the generator and 
discriminator, respectively. The steps are as 
follows: 

(1) Build LSGAN model 

Generator: Design a generator network that 

can input original factory surveillance images 
(damaged, blurred) captured by different 
angles and cameras and generate restored 
images, the structure of the generator is 
adjusted according to the specific task and data 
set. 

Discriminator: A discriminator network is 
constructed to distinguish between the 
generated image and the real image. The 
discriminator is a binary classifier that can 
output the probability that the input image is a 
real image. 

(2) Define the loss function that 

The least squares loss function [17] is used as 
the loss function of the generator. When the 
discriminator is applied to the generated 

image, the G z   the discriminant value is 
close to the set generating graph labeling a , the 
loss function is minimized. The generator loss 
function aims to guide the generator to 
generate more realistic images, making it 
difficult for the discriminator to distinguish 
between generated and real images. When the 
loss function reaches its minimum value, it 
means that the image generated by the 
generator has higher quality and less 
difference from the real image. It is calculated 
as follows: 
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where a   is label for generating graph. b   is 
label for real diagrams. c   is label for the 
generator expects the discriminator to 
discriminate against the generated graph. 
Again, a least squares loss function is used as 
the loss function for the discriminator. The 
function of the discriminator loss is to enable 
the discriminator to accurately distinguish 
between real images and generated images. It 
prompts the discriminator to approach the set 
real image label for the discrimination value of 
the real image, while approaching the set 
generator expected label for the discrimination 
value of the generated image. The formula is as 
follows: 
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(3) Training LSGAN model 

The alternating training law [8] is followed 
during the training process so that the 
generator and the discriminator are trained 
alternately: fixing the generator and updating 
the parameters of the discriminator to 
maximize its loss function (i.e., to better 
distinguish between the real and the generated 
image); fixing the discriminator and updating 
the parameters of the generator to minimize its 
loss function (i.e., to generate the more 
indistinguishable image), computed by the 
following formula: 
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When the generator is fixed, if the function 
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Initialize parameters θ_G and θ_D for generator G and 
discriminator D

Set generated image label c=0, real image label a=1, and 
generator expected label b=0

Set number of training epochs and batch size

for epoch in 1 to epochs:

for batch in data_loader(batch_size):

# Train discriminator D

Fix parameters θ_G of generator G

Real images x, generated images G(z) = forward_propa-
gation(batch)

Calculate discriminator loss D_loss

Backpropagate to update θ_D to minimize D_loss

# Train generator G

Fix parameters θ_D of discriminator D

Generated images G(z) = forward_propagation(batch)

Calculate generator loss G_loss

Backpropagate to update θ_G to minimize G_loss

2.2. Image Enhancement
In the factory surveillance image employee re rec-
ognition method, the surveillance image after image 
restoration still needs further processing to enhance 
the useful information in the image, especially for 
employee characteristics. Contourlet transform 
is very suitable as a multi-resolution, local and 
multi-directional image representation method. 
The following are the enhanced processes:
1	 Wavelet Contourlet Transform
The factory monitoring image is decomposed into 
low frequency subband and high frequency subband 
through wavelet decomposition [15, 16], and each 
high frequency subband is subject to directional de-
composition using directional filter banks to further 
extract the directional information of the image. 
The wavelet Contourlet coefficient is adjusted to en-
hance the texture and detail of the image in a specific 
frequency and direction range, so as to improve the 
clarity and recognition of the image. By adjusting the 
wavelet Contourlet coefficients to enhance the tex-
ture and details of specific frequency and directional 
ranges in the image, the clarity and recognition of the 
image can be improved. The low-frequency sub-band 
contains the main energy and overall structural infor-
mation of the image, while the high-frequency sub-

band contains the details and edge information of the 
image. Directional decomposition of high-frequency 
sub bands can better capture the directional features 
of images, and enhancing these features can help im-
prove the clarity of employee features in images.
2	 Image Fusion in Wavelet Contourlet Transform 

Domain
The image fusion is to obtain better map image en-
hancement effect. The fusion method is to use the 
upper wavelet Contourlet transform to realize the 
enhancement processing of the restored factory 
monitoring image. Through the enhancement trans-
form, the transformed image A and transformed im-
age B from the same image are obtained, and then the 
wavelet Contourle fusion is implemented for these 
two images. The fusion rule is based on pixel points:
a	 For low-frequency coefficients, the fusion rule is:

Weighted sum of transform image A and B coef-
ficients [14]: when image fusion is implemented, 
the weighted value of the low-frequency coeffi-
cients of transform image A and B after wavelet- 
Contourlet decomposition is selected as the fused 
coefficient, namely:

1) For low-frequency coefficients, the fusion 
rule is: 

Weighted sum of transform image A and B 
coefficients [14]: when image fusion is 
implemented, the weighted value of the low-
frequency coefficients of transform image A 
and B after wavelet- Contourlet decomposition 
is selected as the fused coefficient, namely: 
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where: 1 2 1e e  , N   is a sequence constant. 
The fusion of low-frequency coefficients 
adopts a weighted sum method, which can 
comprehensively consider the low-frequency 
information of two images, making the fused 
image more reasonable in overall structure and 
energy distribution. By adjusting the value of 

the contribution of low-frequency 
information between the two images can be 
balanced, resulting in a fusion result that better 
meets the requirements. 

2) For high frequency coefficients, the fusion 
rule is: 

The fusion rule of selecting the largest 
coefficient: select the wavelet-Contourlet 
coefficient with a larger value from the 
corresponding position in the wavelet 
coefficient matrix of each transformed image 
as the wavelet-Contourlet coefficient of the 
fused image, namely: 
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F i j else . (7) 

High frequency coefficients usually contain the 
details and edge information of the image. 
Using a fusion rule with larger coefficient 
selection can preserve more prominent 
features in the image, enhance the clarity and 
detail representation of the image. 

(3) Cyclic panning methods 

Since wavelet-Contourlet transform does not 
have translation invariance, it will lead to 
image quality degradation and visual artifacts. 
Therefore, the circular translation method [12] 
is introduced in the fusion process to 
implement circular translation of the original 
image for a certain distance, and then try 
wavelet-Contourlet transform and fusion 
processing for the translated image, and finally 
implement reverse translation to obtain the 
final enhanced image. The expression formula 
is as follows: 

1 2,
1

, ,
1, 11 2

1 N N

i j i j
i j

D D T g T D x
N N , (8) 

where: 1 2N N  is the maximum translation; D  
is the cyclic translation operator; the subscript 
, , ,i j i j  are the translations in the row and 

column directions, respectively; T   is the 
transformation operator; 1T  is the inversion 
operator; g   is the denoising operator. The 
cyclic translation method performs wavelet 
Contourlet transform and fusion processing at 
multiple translation positions, and then 
superimposes and inverts the results, which 
can effectively improve the translation 
invariance of the transform, reduce image 
quality degradation and visual artifacts, and 
obtain higher quality enhanced images. 

 

3. Factory Surveillance Image 

Employee Re-identification 

Method 

3.1 Employee Foreground Image Segmentation 

The mixed Gaussian model (GMM) [4, 7] is 
used to accurately segment the employee 
foreground in the factory monitoring image 
after preprocessing. GMM is a multimodal 
probability density function estimation 
method, which can well handle multiple 
distribution patterns of pixel values in images. 
In factory monitoring, due to various factors 
such as employees, machines, lighting, etc., 
pixel values may present multiple different 
distribution patterns. GMM can use multiple 
Gaussian distributions to simulate these 
patterns, so as to accurately separate the 
employee foreground area and the factory 
background area. 

(1) Parameter initialization 

For each pixel point tx   in the factory 
surveillance images at time t  , initialize 
number of K Gaussian distribution: 
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High frequency coefficients usually contain the de-
tails and edge information of the image. Using a fu-
sion rule with larger coefficient selection can pre-
serve more prominent features in the image, enhance 
the clarity and detail representation of the image.
3	 Cyclic panning methods
Since wavelet-Contourlet transform does not have 
translation invariance, it will lead to image quality 
degradation and visual artifacts. Therefore, the cir-
cular translation method [12] is introduced in the 
fusion process to implement circular translation of 
the original image for a certain distance, and then try 
wavelet-Contourlet transform and fusion process-
ing for the translated image, and finally implement 
reverse translation to obtain the final enhanced im-
age. The expression formula is as follows:
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distribution patterns of pixel values in images. 
In factory monitoring, due to various factors 
such as employees, machines, lighting, etc., 
pixel values may present multiple different 
distribution patterns. GMM can use multiple 
Gaussian distributions to simulate these 
patterns, so as to accurately separate the 
employee foreground area and the factory 
background area. 

(1) Parameter initialization 

For each pixel point tx   in the factory 
surveillance images at time t  , initialize 
number of K Gaussian distribution: 

  
, (8)

where: N1N2 is the maximum translation; D is the cy-
clic translation operator; the subscript i, j, –i, –j are 
the translations in the row and column directions, 
respectively; T is the transformation operator; T –1  
is the inversion operator; g  is the denoising opera-
tor. The cyclic translation method performs wave-
let Contourlet transform and fusion processing at 
multiple translation positions, and then superim-
poses and inverts the results, which can effectively 
improve the translation invariance of the transform, 
reduce image quality degradation and visual arti-
facts, and obtain higher quality enhanced images.

3. Factory Surveillance Image 
Employee Re-identification Method

3.1. Employee Foreground Image Segmentation
The mixed Gaussian model (GMM) [4, 7] is used to 
accurately segment the employee foreground in the 
factory monitoring image after preprocessing. GMM 
is a multimodal probability density function estima-
tion method, which can well handle multiple distri-
bution patterns of pixel values in images. In factory 
monitoring, due to various factors such as employ-
ees, machines, lighting, etc., pixel values may present 
multiple different distribution patterns. GMM can 

use multiple Gaussian distributions to simulate these 
patterns, so as to accurately separate the employee 
foreground area and the factory background area.
1	 Parameter initialization
For each pixel point xt in the factory surveillance im-
ages at time t, initialize number of K Gaussian dis-
tribution:
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where , , ,, ,i t i t i tCov   are weights, means and 
covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
is the background threshold. The maximum 
number of Gaussian distributions per pixel 

point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
K . 

(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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For the Gaussian distribution with no 
successful match, its ,  remain unchanged. 
The weights of the K  Gaussian distributions 
are updated as follows: 
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where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, 

  

, (9)

where ξi,t , vi,t , Covi,t are weights, means and covariance 
matrices of the i individual Gaussian distributions 
[19] at the time t; T is the background threshold. The 
maximum number of Gaussian distributions per pixel 
point is Kmax = 4, initialize the background model with 
the number of Gaussian models per pixel point as K = 1, 
the pixel values at each point of the first frame are used 
to initialize the Gaussian distribution mean vK,0, stan-
dardized variance ς taking the relatively larger value, 
i.e., the ςK,0 = 20, the mixed Gaussian weights is 
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covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
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point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
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(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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successful match, its ,  remain unchanged. 
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where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, 

.

2	 Background model learning and updating
When detecting the scenic spots in front of the em-
ployee area, the general xt matches each Gaussian 
distribution one by one according to the priority or-
der ξ/ς. If no Gaussian distribution of the background 
model matches xt, the point is judged as the former 
scenic spot, otherwise it is the background point. If 
no Gaussian distribution matches with xt are found, 
the corresponding processing is performed according 
to the new Gaussian distribution generation criteria. 
The specific implementation is provided as follows:
a	 Matching guidelines

The existing K Gaussian distribution parameters are 
matched by priority with the current pixel value xt, that 
is, whether the 
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where , , ,, ,i t i t i tCov   are weights, means and 
covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
is the background threshold. The maximum 
number of Gaussian distributions per pixel 

point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
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(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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For the Gaussian distribution with no 
successful match, its ,  remain unchanged. 
The weights of the K  Gaussian distributions 
are updated as follows: 
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where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, 

 
is satisfied, of which υ is a threshold constant.

b	 Background learning and updating 
Background learning and updating are carried out 
simultaneously using the same iterative equation. 
Using the current observation with the pre-ex-
isting i Gaussian model matched, if successful, 
update the matched i-th Gaussian model distribu-
tion parameter as below:
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where , , ,, ,i t i t i tCov   are weights, means and 
covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
is the background threshold. The maximum 
number of Gaussian distributions per pixel 

point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
K . 

(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, 

 

. (10)

For the Gaussian distribution with no successful 
match, its v, ς remain unchanged. The weights of the 
K Gaussian distributions are updated as follows:
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where , , ,, ,i t i t i tCov   are weights, means and 
covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
is the background threshold. The maximum 
number of Gaussian distributions per pixel 

point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
K . 

(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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are updated as follows: 

2
, ,

, 1 , ,

/ 2

1
t i t i t

i t i i t i i t

x
i

Q

e , (11) 

where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, 

 , (11)

where α is the rate at which the weights are updat-
ed, which is used to prioritize the Gaussian com-
ponent weights in the background. The smaller α 
it is, the more stable the background component. 
βi is the rate of updating for the background, the 
larger βi it is, the faster the background compo-
nent converges. For the matched Gaussian com-
ponent as Qi,t = 1, other mismatches K–1 compo-
nents are Qi,t = 0. After updating the parameters of 
the Gaussian distribution and the weights of the 
distributions, the distributions were reprioritized 
and reordered, and the number of background dis-
tributions was determined.

c	 The new Gaussian distribution generation criterion
When none of the existing K Gaussian distribu-
tions can be matched to the current pixel value, 
and K<Kmax, adding a new Gaussian distribution 
to the background model, i.e., the K=K–1. Its 
mean is initialized with the current pixel value,the 
standard deviation and the weights are set to, re-
spectively, 

7 

1
, ,,

1
, 2

1/2/2
1 ,

2
,

2

T
t i t t i ti t

K x xi t
t d

i i t

i t i

A x e
Cov

Cov O

, (9) 

where , , ,, ,i t i t i tCov   are weights, means and 
covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
is the background threshold. The maximum 
number of Gaussian distributions per pixel 

point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
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(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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successful match, its ,  remain unchanged. 
The weights of the K  Gaussian distributions 
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where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, 

. If the number of Gaussian 

distributions has reached the upper limit,i.e., the 
K=Kmax, temporarily create a new Gaussian dis-
tribution, set its mean value to the current pixel 
value, initialize the standard deviation and weight 
to 20 and 0.01, respectively, and carry out iterative 
updates according to the GMM update rules, when 
the weight of this new component is greater than 
a certain threshold 
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where , , ,, ,i t i t i tCov   are weights, means and 
covariance matrices of the i   individual 
Gaussian distributions [19] at the time t  ; T  
is the background threshold. The maximum 
number of Gaussian distributions per pixel 

point is max 4K  , initialize the background 
model with the number of Gaussian models 
per pixel point as 1K  , the pixel values at 
each point of the first frame are used to 

initialize the Gaussian distribution mean ,0K , 
standardized variance  taking the relatively 

larger value, i.e., the ,0 20K  , the mixed 

Gaussian weights is max

1
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(2) Background model learning and updating 

When detecting the scenic spots in front of the 

employee area, the general tx   matches each 
Gaussian distribution one by one according to 

the priority order /  . If no Gaussian 
distribution of the background model matches 

tx  , the point is judged as the former scenic 
spot, otherwise it is the background point. If no 

Gaussian distribution matches with tx  are 
found, the corresponding processing is 
performed according to the new Gaussian 
distribution generation criteria. The specific 
implementation is provided as follows: 

1) Matching guidelines 

The existing K   Gaussian distribution 
parameters are matched by priority with the 

current pixel value tx  , that is, whether the 

, ,0max 2 , , 1, 2,...,i t t Kx i K
 is satisfied, 

of which  is a threshold constant. 

2) Background learning and updating  

Background learning and updating are carried 
out simultaneously using the same iterative 
equation. Using the current observation with 
the pre-existing i   Gaussian model matched, 
if successful, update the matched i  -th 
Gaussian model distribution parameter as 

below: 
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For the Gaussian distribution with no 
successful match, its ,  remain unchanged. 
The weights of the K  Gaussian distributions 
are updated as follows: 
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where  is the rate at which the weights are 
updated, which is used to prioritize the 
Gaussian component weights in the 
background. The smaller   it is, the more 

stable the background component. i   is the 
rate of updating for the background, the larger 

i  it is, the faster the background component 
converges. For the matched Gaussian 

component as , 1i tQ  , other mismatches 
1K   components are , 0i tQ  . After 

updating the parameters of the Gaussian 
distribution and the weights of the 
distributions, the distributions were 
reprioritized and reordered, and the number of 
background distributions was determined. 

3) The new Gaussian distribution generation 
criterion 

When none of the existing K   Gaussian 
distributions can be matched to the current 

pixel value, and maxK K  , adding a new 
Gaussian distribution to the background 
model, i.e., the 1K K  . Its mean is 
initialized with the current pixel value,the 
standard deviation and the weights are set to, 

respectively, max

120,
K  . If the number of 

Gaussian distributions has reached the upper 

limit,i.e., the maxK K  , temporarily create a 
new Gaussian distribution, set its mean value 
to the current pixel value, initialize the 
standard deviation and weight to 20 and 0.01, 
respectively, and carry out iterative updates 
according to the GMM update rules, when the 
weight of this new component is greater than a 

certain threshold , maxmax , 1,2,...,i tT i K
, ,  

the distribution in which offspring replace the 
original with the least weight. In the iterative up-
dating process, the mean and variance of the new 
distribution will be updated according to Formula 

(10), and the weight of the new distribution will 
be dynamically adjusted and updated using the 
sigmoid function [9, 23], that is 

the distribution in which offspring replace the 
original with the least weight. In the iterative 
updating process, the mean and variance of the 
new distribution will be updated according to 
Formula (10), and the weight of the new 
distribution will be dynamically adjusted and 
updated using the sigmoid function [9, 23], 

that is 
0.1

1
1i Term ce  , where, constant 

Term  is used to control how long foreground 
pixels are blended into the background after 
they remain stationary, variable c  is used to 
count the number of times an observation 
matches the new Gaussian distribution. When 
the new distribution weight update increases 

to the threshold value T  , the Gaussian 
distribution parameterized by the iteratively 
updated mean, variance and weights will be 
substituted for the one with the smallest 
weight among the original components. This 

larger weight T   can guarantee that the 
newly added distribution can become a stable 
background component. Finally, when the 
new Gaussian component becomes the 
background model, the counting parameter c

clear to zero, and for the new K  weights are 
renormalized [11]. In the process of employee 
re-identification, the pixel value of the current 
frame is matched with the background model, 
and if the matching fails, the pixel point is 
judged as the foreground point of the 
employee area, so as to realize the dynamic 
real-time segmentation of the foreground area 
of the employee. 

In summary, the implementation process of 
GMM parameter update is as follows: 

Initialize parameters ( k, k, k) for K 
Gaussian distributions at each pixel 

Set weight update rate background 
update rate and matching threshold T 

for each frame in video stream: 

for each pixel in image: 

 = get current pixel value 

matched = False 

# Match Gaussian distributions by priority 

for k in 1 to K: 

- k 

# Match successful, update parameters 

matched = True 

break 

else: 

k = (1- k 

# Create new Gaussian distribution if no 
match 

 

K += 1 

K = 0.01 

 

 

# Resort and normalize weights 

Sort Gaussian distributions by k/ k 

Normalize weights so that k = 1 

# Foreground segmentation 

if not matched: 

Mark as foreground point 

else: 

Mark as background point 

3.2 Employee Re-identification 

An employee re-identification method based 
on ReIDCaps for factory surveillance images is 
proposed. For the segmented employee 
foreground area, it includes three core 
modules: 1) visual feature extraction module; 
2) Employee identity information perception 
module; and 3) Auxiliary module. 

(i) Visual feature extraction module 

Use 
x
mO   denote the input image of the 

foreground region of the employee, where m  
is the index of employee identity, use 
DenseNet121 to extract the employee 

foreground image 
x
mO   of the underlying 

visual features, outputting a feature map 
7*7*1024x

mP O
 . The feature map is 

transferred to the subsequent capsule network 
layer (main body) [3, 20], feature sparse 
representation (FSR) layer and soft embedded 
attention (SEA) layer. These three branch losses 

are expressed as CAPS FSR SEAL L L  . In these 
three modules, FSR and SEA are two branches 
of the auxiliary module, so the objective 
function of ReIDCaps network is obtained as 
follows: 

, 

where, constant Term is used to control how long 
foreground pixels are blended into the background 
after they remain stationary, variable c is used to 
count the number of times an observation match-
es the new Gaussian distribution. When the new 
distribution weight update increases to the thresh-
old value Tξ, the Gaussian distribution parameter-
ized by the iteratively updated mean, variance and 
weights will be substituted for the one with the 
smallest weight among the original components. 
This larger weight Tξ can guarantee that the new-
ly added distribution can become a stable back-
ground component. Finally, when the new Gauss-
ian component becomes the background model, 
the counting parameter c clear to zero, and for the 
new K weights are renormalized [11]. In the process 
of employee re-identification, the pixel value of the 
current frame is matched with the background 
model, and if the matching fails, the pixel point is 
judged as the foreground point of the employee 
area, so as to realize the dynamic real-time seg-
mentation of the foreground area of the employee.

In summary, the implementation process of GMM 
parameter update is as follows:

Initialize parameters (ω_k, μ_k, σ_k) for K Gaussian dis-
tributions at each pixel

Set weight update rate α, background update rate ρ, and 
matching threshold T

for each frame in video stream:

for each pixel in image:

current_pixel = get current pixel value

matched = False

# Match Gaussian distributions by priority

for k in 1 to K:

current_pixel - μ_k

# Match successful, update parameters

matched = True

break

else:

ω_k = (1-α)*ω_k

# Create new Gaussian distribution if no match
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if not matched and K < max_distributions:

K += 1

ω_K = 0.01

μ_K = current_pixel

σ_K = initial_std

# Resort and normalize weights

Sort Gaussian distributions by ω_k/σ_k

Normalize weights so that Σω_k = 1

# Foreground segmentation

if not matched:

Mark as foreground point

else:

Mark as background point

3.2. Employee Re-identification

An employee re-identification method based on 
ReIDCaps for factory surveillance images is pro-
posed. For the segmented employee foreground area, 
it includes three core modules: 1) visual feature ex-
traction module; 2) Employee identity information 
perception module; and 3) Auxiliary module.
1	 Visual feature extraction module
Use O x

m denote the input image of the foreground 
region of the employee, where m is the index of em-
ployee identity, use DenseNet121 to extract the em-
ployee foreground image O x

m of the underlying visu-
al features, outputting a feature map P(O x

m)ϵ~7*7*1024. 
The feature map is transferred to the subsequent 
capsule network layer (main body) [3, 20], feature 
sparse representation (FSR) layer and soft embed-
ded attention (SEA) layer. These three branch losses 
are expressed as LCAPS , LFSR , LSEA. In these three mod-
ules, FSR and SEA are two branches of the auxiliary 
module, so the objective function of ReIDCaps net-
work is obtained as follows:
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where   is to balance the contribution 
weights of the capsule layer and auxiliary 
modules. This objective function 
comprehensively considers the losses of the 
capsule network layer, FSR layer, and SEA 
layer. By adjusting the weight values, it can 
balance the impact of different modules on 
network performance, enabling the network to 
better extract the features of employee 
foreground images and improve the accuracy 
of employee re identification. 

(ii) Employee identity awareness module 

Given the input set of images 
x
mP O

  of the 
foreground regions of employees, of which,  

x
mO  is foreground images of the m -th group. 

The Attention-free Capsule Network (basic 
capsule layer P-Caps and classified capsule 
layer C-Caps) is introduced to re identify 
employees through the dynamic routing 
process. 

(1) Basic capsule layer (P-Caps) 

Implement processing for feature maps 
x
mP O

 , construct P-Caps layer, and obtain 
multiple 8-dimensional vector capsules, which 

are recorded as 
8D
kb , of which 1,288k , the 

length of each vector capsule is normalized 
using a nonlinear squeezing function to ensure 
that its length is between [0,1]: 
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The nonlinear squeezing function can 
compress the length of the capsule vector to 
between [0,1], so that the length of the vector 
can represent the probability of the entity 
represented by the capsule, while retaining the 

directional information of the vector, which is 
helpful for subsequent classification and 
recognition. 

(2) Classification capsule layer (C-Caps) 

Based on the output of the P-Caps layer, the 
employee identity capsule in the C-Caps layer 
is obtained by identifying the employee 
identity through the dynamic routing process. 
In C-Caps layer, there are N   employee 
identity capsules. N   is the number of 
different employee identities in the training 
set. Convert each 8-dimensional vector in P-

Caps layer 
8D
kb   which maps the dimensions 

to 24 dimensions 
24D

mV  . Use coupling 
coefficient and mapped vector capsule to 

calculate each employee identity capsule 
24D

mV  
in C-Caps layer  

24 24

1

K
D n D

m k k
k

V u b
, (14) 

where 1,m N , k  is the total number of C-

Caps layer weight vector capsules; 
n
ku   is the 

coupling coefficient of the corresponding 
employee identity capsule in the C-Caps layer, 
which is determined by the dynamic routing 
process between the P-Caps and CCaps layers. 
The dynamic routing process iteratively 
updates the coupling coefficient, allowing 
capsules in the P-Caps layer that have a higher 
correlation with employee identity capsules in 
the C-Caps layer to transmit information more 
effectively, thereby improving the accuracy of 
employee identity recognition. 

(3) Loss function training 

Use an appropriate loss function (marginal 
loss) to train the ReIDCaps network to 
minimize the difference between the predicted 
employee identity and the actual identity. The 
mathematical formula is as follows: 
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where my  is the input image 
x
mO  whether or 

not the employee's status exists, and if so, the 
1my  , otherwise 0my  . Use 0.5   to 

balance the weights between the two 

components, using 

1Nq
N   and 

1q
N  

to control the length of 
24D

mV  . The marginal 
loss function encourages the length of correctly 
classified capsule vectors to be greater than 
that of misclassified capsule vectors, and the 
difference between the two is greater than a set 
marginal value, thereby enabling the network 
to better learn the characteristics of employee 

  , (12)

where η is to balance the contribution weights of the 
capsule layer and auxiliary modules. This objective 
function comprehensively considers the losses of 
the capsule network layer, FSR layer, and SEA layer. 
By adjusting the weight values, it can balance the im-
pact of different modules on network performance, 

enabling the network to better extract the features of 
employee foreground images and improve the accu-
racy of employee re identification.
2	 Employee identity awareness module
Given the input set of images P(O x

m)  of the foreground 
regions of employees, of which, O x

m is foreground im-
ages of the m-th group. The Attention-free Capsule 
Network (basic capsule layer P-Caps and classified 
capsule layer C-Caps) is introduced to re identify 
employees through the dynamic routing process.
a	 Basic capsule layer (P-Caps)

Implement processing for feature maps P(O x
m) , 

construct P-Caps layer, and obtain multiple 8-di-
mensional vector capsules, which are recorded 
as bk

8D, of which k ϵ [1,288], the length of each vector 
capsule is normalized using a nonlinear squeezing 
function to ensure that its length is between [0,1]:
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where   is to balance the contribution 
weights of the capsule layer and auxiliary 
modules. This objective function 
comprehensively considers the losses of the 
capsule network layer, FSR layer, and SEA 
layer. By adjusting the weight values, it can 
balance the impact of different modules on 
network performance, enabling the network to 
better extract the features of employee 
foreground images and improve the accuracy 
of employee re identification. 
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Given the input set of images 
x
mP O

  of the 
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capsule layer P-Caps and classified capsule 
layer C-Caps) is introduced to re identify 
employees through the dynamic routing 
process. 

(1) Basic capsule layer (P-Caps) 

Implement processing for feature maps 
x
mP O

 , construct P-Caps layer, and obtain 
multiple 8-dimensional vector capsules, which 

are recorded as 
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length of each vector capsule is normalized 
using a nonlinear squeezing function to ensure 
that its length is between [0,1]: 
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The nonlinear squeezing function can 
compress the length of the capsule vector to 
between [0,1], so that the length of the vector 
can represent the probability of the entity 
represented by the capsule, while retaining the 

directional information of the vector, which is 
helpful for subsequent classification and 
recognition. 

(2) Classification capsule layer (C-Caps) 

Based on the output of the P-Caps layer, the 
employee identity capsule in the C-Caps layer 
is obtained by identifying the employee 
identity through the dynamic routing process. 
In C-Caps layer, there are N   employee 
identity capsules. N   is the number of 
different employee identities in the training 
set. Convert each 8-dimensional vector in P-

Caps layer 
8D
kb   which maps the dimensions 

to 24 dimensions 
24D

mV  . Use coupling 
coefficient and mapped vector capsule to 

calculate each employee identity capsule 
24D

mV  
in C-Caps layer  

24 24

1

K
D n D

m k k
k

V u b
, (14) 

where 1,m N , k  is the total number of C-

Caps layer weight vector capsules; 
n
ku   is the 

coupling coefficient of the corresponding 
employee identity capsule in the C-Caps layer, 
which is determined by the dynamic routing 
process between the P-Caps and CCaps layers. 
The dynamic routing process iteratively 
updates the coupling coefficient, allowing 
capsules in the P-Caps layer that have a higher 
correlation with employee identity capsules in 
the C-Caps layer to transmit information more 
effectively, thereby improving the accuracy of 
employee identity recognition. 

(3) Loss function training 

Use an appropriate loss function (marginal 
loss) to train the ReIDCaps network to 
minimize the difference between the predicted 
employee identity and the actual identity. The 
mathematical formula is as follows: 
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where my  is the input image 
x
mO  whether or 

not the employee's status exists, and if so, the 
1my  , otherwise 0my  . Use 0.5   to 

balance the weights between the two 

components, using 

1Nq
N   and 

1q
N  

to control the length of 
24D

mV  . The marginal 
loss function encourages the length of correctly 
classified capsule vectors to be greater than 
that of misclassified capsule vectors, and the 
difference between the two is greater than a set 
marginal value, thereby enabling the network 
to better learn the characteristics of employee 

 
. (13)

The nonlinear squeezing function can compress 
the length of the capsule vector to between [0,1], 
so that the length of the vector can represent the 
probability of the entity represented by the cap-
sule, while retaining the directional information 
of the vector, which is helpful for subsequent clas-
sification and recognition.

b	 Classification capsule layer (C-Caps)
Based on the output of the P-Caps layer, the em-
ployee identity capsule in the C-Caps layer is 
obtained by identifying the employee identity 
through the dynamic routing process. In C-Caps 
layer, there are N employee identity capsules. N is 
the number of different employee identities in the 
training set. Convert each 8-dimensional vector 
in P-Caps layer bk

8D which maps the dimensions to 
24 dimensions Vm

24D. Use coupling coefficient and 
mapped vector capsule to calculate each employ-
ee identity capsule Vm

24D in C-Caps layer:
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where   is to balance the contribution 
weights of the capsule layer and auxiliary 
modules. This objective function 
comprehensively considers the losses of the 
capsule network layer, FSR layer, and SEA 
layer. By adjusting the weight values, it can 
balance the impact of different modules on 
network performance, enabling the network to 
better extract the features of employee 
foreground images and improve the accuracy 
of employee re identification. 

(ii) Employee identity awareness module 

Given the input set of images 
x
mP O

  of the 
foreground regions of employees, of which,  

x
mO  is foreground images of the m -th group. 

The Attention-free Capsule Network (basic 
capsule layer P-Caps and classified capsule 
layer C-Caps) is introduced to re identify 
employees through the dynamic routing 
process. 

(1) Basic capsule layer (P-Caps) 

Implement processing for feature maps 
x
mP O

 , construct P-Caps layer, and obtain 
multiple 8-dimensional vector capsules, which 

are recorded as 
8D
kb , of which 1,288k , the 

length of each vector capsule is normalized 
using a nonlinear squeezing function to ensure 
that its length is between [0,1]: 
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The nonlinear squeezing function can 
compress the length of the capsule vector to 
between [0,1], so that the length of the vector 
can represent the probability of the entity 
represented by the capsule, while retaining the 

directional information of the vector, which is 
helpful for subsequent classification and 
recognition. 

(2) Classification capsule layer (C-Caps) 

Based on the output of the P-Caps layer, the 
employee identity capsule in the C-Caps layer 
is obtained by identifying the employee 
identity through the dynamic routing process. 
In C-Caps layer, there are N   employee 
identity capsules. N   is the number of 
different employee identities in the training 
set. Convert each 8-dimensional vector in P-

Caps layer 
8D
kb   which maps the dimensions 

to 24 dimensions 
24D

mV  . Use coupling 
coefficient and mapped vector capsule to 

calculate each employee identity capsule 
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where 1,m N , k  is the total number of C-

Caps layer weight vector capsules; 
n
ku   is the 

coupling coefficient of the corresponding 
employee identity capsule in the C-Caps layer, 
which is determined by the dynamic routing 
process between the P-Caps and CCaps layers. 
The dynamic routing process iteratively 
updates the coupling coefficient, allowing 
capsules in the P-Caps layer that have a higher 
correlation with employee identity capsules in 
the C-Caps layer to transmit information more 
effectively, thereby improving the accuracy of 
employee identity recognition. 

(3) Loss function training 

Use an appropriate loss function (marginal 
loss) to train the ReIDCaps network to 
minimize the difference between the predicted 
employee identity and the actual identity. The 
mathematical formula is as follows: 
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where my  is the input image 
x
mO  whether or 

not the employee's status exists, and if so, the 
1my  , otherwise 0my  . Use 0.5   to 

balance the weights between the two 

components, using 

1Nq
N   and 

1q
N  

to control the length of 
24D

mV  . The marginal 
loss function encourages the length of correctly 
classified capsule vectors to be greater than 
that of misclassified capsule vectors, and the 
difference between the two is greater than a set 
marginal value, thereby enabling the network 
to better learn the characteristics of employee 

 
, (14)

where m ϵ [1,N], k is the total number of C-Caps 
layer weight vector capsules; uk

n is the coupling 
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coefficient of the corresponding employee iden-
tity capsule in the C-Caps layer, which is deter-
mined by the dynamic routing process between 
the P-Caps and CCaps layers. The dynamic rout-
ing process iteratively updates the coupling coef-
ficient, allowing capsules in the P-Caps layer that 
have a higher correlation with employee identity 
capsules in the C-Caps layer to transmit informa-
tion more effectively, thereby improving the accu-
racy of employee identity recognition.

c	 Loss function training
Use an appropriate loss function (marginal loss) 
to train the ReIDCaps network to minimize the 
difference between the predicted employee iden-
tity and the actual identity. The mathematical for-
mula is as follows:
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where   is to balance the contribution 
weights of the capsule layer and auxiliary 
modules. This objective function 
comprehensively considers the losses of the 
capsule network layer, FSR layer, and SEA 
layer. By adjusting the weight values, it can 
balance the impact of different modules on 
network performance, enabling the network to 
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The nonlinear squeezing function can 
compress the length of the capsule vector to 
between [0,1], so that the length of the vector 
can represent the probability of the entity 
represented by the capsule, while retaining the 

directional information of the vector, which is 
helpful for subsequent classification and 
recognition. 

(2) Classification capsule layer (C-Caps) 

Based on the output of the P-Caps layer, the 
employee identity capsule in the C-Caps layer 
is obtained by identifying the employee 
identity through the dynamic routing process. 
In C-Caps layer, there are N   employee 
identity capsules. N   is the number of 
different employee identities in the training 
set. Convert each 8-dimensional vector in P-
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where 1,m N , k  is the total number of C-

Caps layer weight vector capsules; 
n
ku   is the 

coupling coefficient of the corresponding 
employee identity capsule in the C-Caps layer, 
which is determined by the dynamic routing 
process between the P-Caps and CCaps layers. 
The dynamic routing process iteratively 
updates the coupling coefficient, allowing 
capsules in the P-Caps layer that have a higher 
correlation with employee identity capsules in 
the C-Caps layer to transmit information more 
effectively, thereby improving the accuracy of 
employee identity recognition. 

(3) Loss function training 

Use an appropriate loss function (marginal 
loss) to train the ReIDCaps network to 
minimize the difference between the predicted 
employee identity and the actual identity. The 
mathematical formula is as follows: 
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where my  is the input image 
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mO  whether or 

not the employee's status exists, and if so, the 
1my  , otherwise 0my  . Use 0.5   to 

balance the weights between the two 

components, using 
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N   and 

1q
N  

to control the length of 
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mV  . The marginal 
loss function encourages the length of correctly 
classified capsule vectors to be greater than 
that of misclassified capsule vectors, and the 
difference between the two is greater than a set 
marginal value, thereby enabling the network 
to better learn the characteristics of employee 

9 

CAPS FSR SEAL L L L , (12) 

where   is to balance the contribution 
weights of the capsule layer and auxiliary 
modules. This objective function 
comprehensively considers the losses of the 
capsule network layer, FSR layer, and SEA 
layer. By adjusting the weight values, it can 
balance the impact of different modules on 
network performance, enabling the network to 
better extract the features of employee 
foreground images and improve the accuracy 
of employee re identification. 

(ii) Employee identity awareness module 

Given the input set of images 
x
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  of the 
foreground regions of employees, of which,  
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 , construct P-Caps layer, and obtain 
multiple 8-dimensional vector capsules, which 
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that its length is between [0,1]: 

28 8
8

2 881

D D
kD k

k DD
kk

b b
b

bb
. (13) 

The nonlinear squeezing function can 
compress the length of the capsule vector to 
between [0,1], so that the length of the vector 
can represent the probability of the entity 
represented by the capsule, while retaining the 

directional information of the vector, which is 
helpful for subsequent classification and 
recognition. 

(2) Classification capsule layer (C-Caps) 

Based on the output of the P-Caps layer, the 
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is obtained by identifying the employee 
identity through the dynamic routing process. 
In C-Caps layer, there are N   employee 
identity capsules. N   is the number of 
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where 1,m N , k  is the total number of C-

Caps layer weight vector capsules; 
n
ku   is the 

coupling coefficient of the corresponding 
employee identity capsule in the C-Caps layer, 
which is determined by the dynamic routing 
process between the P-Caps and CCaps layers. 
The dynamic routing process iteratively 
updates the coupling coefficient, allowing 
capsules in the P-Caps layer that have a higher 
correlation with employee identity capsules in 
the C-Caps layer to transmit information more 
effectively, thereby improving the accuracy of 
employee identity recognition. 

(3) Loss function training 

Use an appropriate loss function (marginal 
loss) to train the ReIDCaps network to 
minimize the difference between the predicted 
employee identity and the actual identity. The 
mathematical formula is as follows: 
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balance the impact of different modules on 
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 , construct P-Caps layer, and obtain 
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capsules in the P-Caps layer that have a higher 
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ku   is the 

coupling coefficient of the corresponding 
employee identity capsule in the C-Caps layer, 
which is determined by the dynamic routing 
process between the P-Caps and CCaps layers. 
The dynamic routing process iteratively 
updates the coupling coefficient, allowing 
capsules in the P-Caps layer that have a higher 
correlation with employee identity capsules in 
the C-Caps layer to transmit information more 
effectively, thereby improving the accuracy of 
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(3) Loss function training 

Use an appropriate loss function (marginal 
loss) to train the ReIDCaps network to 
minimize the difference between the predicted 
employee identity and the actual identity. The 
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2224 24

1
max 0, 1 max 0,

N
D D

CAPS m m m m
m

L y q V y V q
, (15) 

where my  is the input image 
x
mO  whether or 

not the employee's status exists, and if so, the 
1my  , otherwise 0my  . Use 0.5   to 

balance the weights between the two 

components, using 

1Nq
N   and 

1q
N  

to control the length of 
24D
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classified capsule vectors to be greater than 
that of misclassified capsule vectors, and the 
difference between the two is greater than a set 
marginal value, thereby enabling the network 
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function encourages the length of correctly clas-
sified capsule vectors to be greater than that of 
misclassified capsule vectors, and the difference 
between the two is greater than a set marginal val-
ue, thereby enabling the network to better learn 
the characteristics of employee identity and im-
prove classification accuracy.

3	 Supporting modules
The auxiliary module mainly includes FSR and SEA 
modules. The output through the backbone network 
is pooled in a global average way to obtain the input 
image Om
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identity and improve classification accuracy. 

(iii) Supporting modules 

The auxiliary module mainly includes FSR and 
SEA modules. The output through the 
backbone network is pooled in a global 

average way to obtain the input image 
x
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where ,J W   is, respectively, the height and 

width of 
x
mP O

 ; After the global average 
pooling layer, the inputs of FSR and SEA are 

x
FSR mF O

 and 
x

SEA mF O
. 

The FSR module is used to improve the 
generalization ability based on the output of 
convolutional neural network (CNN). CNN 
network has higher adaptability than the 
traditional neural network. Then apply the 

Dropout layer 
x
mF O

  to obtain sparse 

representation 
x

FSR mF O
 . Dropout layer 

randomly sets some neurons to zero, which 
helps to prevent over fitting and improve 
network robustness. 

The SEA module passes the 
x
mP O

  upper 
global average pooling to obtain features that 

x
SEA mF O

 , then using the squeeze and 
excitation module, the features are compressed 
into a low-dimensional space and processed 
through a fully connected layer to generate 

weight vectors 
x
mF O

 . After the weight 
vector is activated through the sigmoid, it is 
used to weight the original feature in the 
channel direction and get the output 

x x x
m m mP O F O P O

 , thereby enhancing 
the network's ability to discriminate between 
critical features, where the  is the channel 

direction multiplication between 
x
mF O

 and 
x
mP O

. 

In the FSR and SEA auxiliary modules, the 
basic cross entropy loss is combined with the 
above two losses to jointly optimize the model, 

namely ,FSR SEA crossentropy labelsmooth cireleL L L L  . 
Label smoothing regularized cross-entropy 
loss helps to prevent overfitting of the model 

to the training data and improves the 
generalization ability, which is calculated as 
follows: 

,
, ,

1 1

1 ln 1
I K

i j
labelsmooth i j i j

i j

p
L p q

I K B  ,  
(17) 

where I   is the number of employees; K   is 
the number of pictures. B   is the number of 

employees. ,i jp   is the predicted probability; 
,i jq   is the true probability;   is the 

smoothing factor. Label smoothing 
regularization cross entropy loss introduces 
smoothing factors to smooth real labels, 
reducing the model's excessive dependence on 
training data and improving its generalization 
ability.  

Circle Loss is a loss function suitable for re 
recognition tasks. It takes into account the 
angular relationship between feature vectors, 
which helps to optimize the feature space. The 
formula is: 
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where ps   is intraclass similarity; ns   is 
interclass similarity; U   is the number of 
intra-class similarity scores; Z  is the number 
of similarity scores between classes;  is the 
scale parameter; m   is the rigor of the 
optimization. Circle Loss redefines the 
optimization objectives of intra class similarity 
and inter class similarity, allowing the network 
to more flexibly adjust the distribution of 
samples in the feature space and improve the 
performance of re identification. 

Eventually, the model will output a vector of 
probability distributions, where each element 
represents the probability that the input image 
of the foreground area of a factory employee 
belongs to the corresponding employee 
identity. By comparing these probability 
values, the employee identity predicted by the 
model can be determined, and usually the 
identity with the largest probability value is 
selected as the prediction result. 
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where ps   is intraclass similarity; ns   is 
interclass similarity; U   is the number of 
intra-class similarity scores; Z  is the number 
of similarity scores between classes;  is the 
scale parameter; m   is the rigor of the 
optimization. Circle Loss redefines the 
optimization objectives of intra class similarity 
and inter class similarity, allowing the network 
to more flexibly adjust the distribution of 
samples in the feature space and improve the 
performance of re identification. 
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probability distributions, where each element 
represents the probability that the input image 
of the foreground area of a factory employee 
belongs to the corresponding employee 
identity. By comparing these probability 
values, the employee identity predicted by the 
model can be determined, and usually the 
identity with the largest probability value is 
selected as the prediction result. 
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where ps   is intraclass similarity; ns   is 
interclass similarity; U   is the number of 
intra-class similarity scores; Z  is the number 
of similarity scores between classes;  is the 
scale parameter; m   is the rigor of the 
optimization. Circle Loss redefines the 
optimization objectives of intra class similarity 
and inter class similarity, allowing the network 
to more flexibly adjust the distribution of 
samples in the feature space and improve the 
performance of re identification. 

Eventually, the model will output a vector of 
probability distributions, where each element 
represents the probability that the input image 
of the foreground area of a factory employee 
belongs to the corresponding employee 
identity. By comparing these probability 
values, the employee identity predicted by the 
model can be determined, and usually the 
identity with the largest probability value is 
selected as the prediction result. 
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In the FSR and SEA auxiliary modules, the 
basic cross entropy loss is combined with the 
above two losses to jointly optimize the model, 
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loss helps to prevent overfitting of the model 
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where ps   is intraclass similarity; ns   is 
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optimization. Circle Loss redefines the 
optimization objectives of intra class similarity 
and inter class similarity, allowing the network 
to more flexibly adjust the distribution of 
samples in the feature space and improve the 
performance of re identification. 

Eventually, the model will output a vector of 
probability distributions, where each element 
represents the probability that the input image 
of the foreground area of a factory employee 
belongs to the corresponding employee 
identity. By comparing these probability 
values, the employee identity predicted by the 
model can be determined, and usually the 
identity with the largest probability value is 
selected as the prediction result. 
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Figure 3  
Actual monitoring images of the factory.
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Factory Staff ReID (user-defined data set): in 
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are marked. The dataset contains 50 different 
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where sp is intraclass similarity; sn is interclass sim-
ilarity; U is the number of intra-class similarity 
scores; Z is the number of similarity scores between 
classes; η is the scale parameter; m is the rigor of the 
optimization. Circle Loss redefines the optimization 
objectives of intra class similarity and inter class 
similarity, allowing the network to more flexibly ad-
just the distribution of samples in the feature space 
and improve the performance of re identification.
Eventually, the model will output a vector of probabil-
ity distributions, where each element represents the 
probability that the input image of the foreground area 
of a factory employee belongs to the corresponding em-
ployee identity. By comparing these probability values, 
the employee identity predicted by the model can be 
determined, and usually the identity with the largest 
probability value is selected as the prediction result.

4. Experiments and Discussions
In order to verify the overall effectiveness of the 
employee re-identification method based on Atten-
tion-free Capsule Network for factory surveillance 
images, relevant tests need to be carried out.

4.1. Experimental Environment

This experiment focuses on the re recognition task of 
employees in factory monitoring images. In order to 
verify the effectiveness and generalization ability of 
the method, public data sets similar to the factory en-
vironment were selected for pre training and testing, 
and the actual monitoring images of the factory (Fig-
ure 3) were collected as the final experimental data set. 
The experimental hardware environment includes a 
high-performance GPU server to support rapid train-
ing of models and processing of large-scale data sets. 

4.2. Introduction to the Data Set

Factory Staff ReID (user-defined data set): in order 
to be closer to the actual factory environment, the 

factory monitoring images are collected and the 
employee identity tags are marked. The dataset con-
tains 50 different employee identities, each of which 
contains images taken from multiple camera per-
spectives. It is divided into training set, verification 
set and test set for training and evaluating re recog-
nition methods.

4.3. Parameterization
The experimental configuration parameters were 
pre-set, as shown in Table 1.
Depending on the characteristics of the methodolo-
gy and the characteristics of the data set, the follow-
ing parameter settings are developed:
1	 Learning rate: adopting a segmented constant 

learning rate strategy, initially set at 0.001, this val-
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ue is stable and reasonable in most tasks, avoiding 
parameter updates that are too fast or too slow; De-
cay to 1/10 every 5 or 10 rounds to finely adjust pa-
rameters in the later stages of training, helping the 
model converge better.

2	 Batch Size: set to 32 or 64 based on memory and 
computing resources. 32 increases randomness 
to help escape local optima and has low memory 
requirements, while 64 facilitates GPU parallel 
computing and improves efficiency. The two can 
balance resource utilization.

3	 Number of wavelet transform levels: select 4 lev-
els based on image size and detail requirements. 
The series is often finely decomposed but compu-
tationally complex, with 4 levels achieving a good 
balance between detail capture and computational 
efficiency.

4	 Number of directions of Contourlet transform: 
select 4-8 directions to capture multi-directional 
features, balancing feature extraction and compu-
tational complexity within this range.

5	 GMM parameter convergence iterations: set to 100 
times, according to experimental summary, this 
number can ensure accurate parameter estimation 
and avoid excessive calculation.

Indicators Configuration

Memory 48GB

GPU RTX3090(24GB)

Computing platforms CUDA11.3

Compiled language Python3.8

Open-source framework Python1.10.0

Input image size 256*128

Resolution 640*480

Pixel Depth 8Bit

Image element size 3~10

Signal-to-noise ratio 45~55dB

The length of the video 24h

Storage capacity 2.4TB

Network bandwidth 1080P

Table 1 
Experimental environment and configuration parameters.

6	 Capsule dimension: set to 8 or 16 dimensions based 
on task and dataset characteristics. Dimensions 
affect feature complexity and computational com-
plexity, balancing feature representation and com-
putational efficiency within this range.

7	 Routing iterations: set to 3 times in capsule net-
works, dynamic routing requires iterative weight 
adjustment. 3 times can ensure accuracy and avoid 
excessive computation.

4.4. Experimental Content

In order to comprehensively evaluate the performance 
of an employee re-identification method based on At-
tention-free Capsule Network for factory surveillance 
images, the following experiments are designed:
1	 Pre-processing experiments: On the preset factory 

monitoring image data set, the proposed method is 
used to carry out image restoration and enhance-
ment related pre-processing to verify the image 
processing capability of the proposed method.

2	 Foreground segmentation experiment: continue to 
use the proposed method for the pre-processed image 
to start the foreground segmentation of the employ-
ee area, and analyze whether the proposed method 
can effectively distinguish the employee area and the 
background area of the factory reasonably.

3	 Comparative experiment: the proposed method is 
compared with the methods in other studies2-4 in 
terms of visualization, cumulative matching curve 
(CMC) index and mean of average precision (mAP) 
index, and the advantages of the proposed meth-
od are evaluated by comparing the performance 
of different methods. Among them, the cumula-
tive matching curve (CMC) is the hit probability 
(Rank–k) of  top–k, means that before in the gallery   
k sub-matching success, and thus the probability 
of finding the target identity employee. Adopting 
Rank–1 as the main indicator, Rank–5 and Rank–10 
as a supporting indicator which is used to assess 
the probability of a successful k-th amplitude 
match, thus recording its success in different N 
CMC curve and first matching success rate under 
value. In addition, the mean precision (mAP) is 
used as another indicator to measure the effective-
ness of the recognition method, which is used to 
measure the average precision of the method for 10 
groups of images. The calculation formula is:



987Information Technology and Control 2025/3/54

13 

0

N

k
k

AP
mAP

N , (19) 

where 0

N

k
k

AP
  is the average precision for 

each category; N   is the total number of 
categories.  

4.5 Experimental Results and Analysis 

(i) Pre-processing results 

Randomly select a group of factory monitoring 
images as the original image, we can see that 
the original factory monitoring images appear 
fuzzy, pixel missing and more colorful 
phenomena, using the proposed method to 
carry out pre-processing, the results are shown 
in the Figure 4. 

(a) Original image (b) Restored image (c) Preprocessed image  

Figure 4 Pre-processing results of the proposed method. 

From the results of preprocessing (as shown in 
Figure 4), it can be seen that the proposed 
method effectively solves a variety of problems 
in the original image. Aiming at the blur 
phenomenon of the image, through the 
restoration processing of the least squares 
generation antagonism network (LSGAN), the 
clarity and detail information of the image are 
successfully restored, the missing pixels are 
filled, and the image is more complete. In the 
case of more color, the wavelet-Contourlet 
transform image enhancement method is used 
to effectively suppress the interference of noise 

and noise, make the image more pure and 
clear, and provide a better basic environment 
for subsequent staff's re recognition task. 

(ii) Foreground segmentation results 

Two groups of factory monitoring images 
containing different lighting conditions, 
occlusion conditions and noise interference 
were screened, and the segmentation test of 
employee foreground area was carried out 
using the Gaussian mixture model (GMM) to 
show the following segmentation result 
images. 
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the interference of noise and noise, make the image 
more pure and clear, and provide a better basic en-
vironment for subsequent staff's re recognition task.
2	 Foreground segmentation results
Two groups of factory monitoring images containing 
different lighting conditions, occlusion conditions 
and noise interference were screened, and the seg-
mentation test of employee foreground area was car-
ried out using the Gaussian mixture model (GMM) 
to show the following segmentation result images.
Figure 5 shows the test results of employee fore-
ground region segmentation through Gaussian mix-
ture model (GMM). Under different lighting condi-
tions, occlusion and noise interference, the GMM 
method can more accurately separate the foreground 
area of employees from the factory background. In 
the scene with large illumination changes, the meth-
od can still maintain a good segmentation effect, 
showing strong robustness. Despite some challenges, 
GMM method can still capture the prospects of most 
employees under occlusion and circumstances, pro-
viding valuable information for subsequent employee 
re identification. In general, GMM method performs 
well in the task of employee foreground segmentation 
of factory monitoring images, laying a solid founda-
tion for improving the accuracy and efficiency of em-
ployee recognition.
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(a) Original image

(b) Proposed method (c) Reference [2] Method

(d) Reference [3] Method (e) Reference [4] Method  

Figure 6 Recognition results of different methods. 

Figure 6 clearly shows the significant 
advantages of the proposed method in 
employee identification. This method can 
accurately select different employees in the 
image, and even employees located at a 
distance from the image can be effectively 
identified, which fully proves that the 
proposed method has strong anti-interference 
and adaptability, and can flexibly respond to 
various challenges in the factory environment; 
The methods proposed in references [1, 5] have 
made obvious misjudgments in the process of 
employee identification. Different employees 
are incorrectly identified in the same frame, 
which may lead to serious identification errors 
in practical application; There is an obvious 
problem of missing recognition in the method 
in [21], that is, some employees are not 
correctly identified in the image, which may 
reduce the accuracy of the entire recognition 
system. 

By comparing the recognition results in Figure 
6, it can be clearly seen that the proposed 
method is superior to the other three methods 
in the employee recognition task. Not only 
does it have strong anti-interference and 
environment adaptability, it can accurately 
recognize different employees in the image, 
and it avoids the problems of misjudgment 
and omission of recognition that occur in other 
methods. It proves the potential and value of 
the proposed method in the field of employee 
re-identification in factory surveillance images. 

(2) Cumulative Matching Curve (CMC) and 
mAP Value Comparison 

Ten sets of factory surveillance images of 
different types (different lighting, occlusion, 
time of day, and number of employees) are 
selected as test images for comparison 
experiments. The experimental results are 
shown in Table 2. 

Table 2 Comparison results of the recognition performance of the methods. 
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methods proposed in references [1, 5] have made 
obvious misjudgments in the process of employ-
ee identification. Different employees are incor-
rectly identified in the same frame, which may 
lead to serious identification errors in practi-
cal application; There is an obvious problem of 
missing recognition in the method in [21], that 
is, some employees are not correctly identified 
in the image, which may reduce the accuracy of 
the entire recognition system.
By comparing the recognition results in Figure 
6, it can be clearly seen that the proposed meth-
od is superior to the other three methods in 
the employee recognition task. Not only does it 
have strong anti-interference and environment 
adaptability, it can accurately recognize differ-
ent employees in the image, and it avoids the 
problems of misjudgment and omission of rec-
ognition that occur in other methods. It proves 
the potential and value of the proposed method 
in the field of employee re-identification in fac-
tory surveillance images.

b	 Cumulative Matching Curve (CMC) and mAP 
Value Comparison
Ten sets of factory surveillance images of dif-
ferent types (different lighting, occlusion, time 
of day, and number of employees) are selected 
as test images for comparison experiments. The 
experimental results are shown in Table 2.
Through the experimental test on 10 groups of 
different types of factory monitoring images, 
it is found that the proposed method performs 
well in the recognition task of employees. Com-
pared with the other three comparison methods, 
The value of the CMC curve of the proposed 
method rises rapidly at smaller values of k, in-
dicating that it can successfully find the target 
employee within a few matching times in the 

Method Rank-1/% Rank-5/% Rank-10/% mAP/%

The proposed method 95.8 98.4 99.5 89.9

Method in [1] 92.1 95.2 96.6 85.2

Method in [5] 85.8 90.2 91.1 80.7

Method in [21] 90.8 91.8 93.8 82.2

Table 2 
Comparison results of the recognition performance of the methods.

library, which proves its efficiency and accura-
cy. At the same time, the first matching success 
rate of the proposed method is also significant-
ly higher than that of other methods, and other 
methods have problems such as unstable iden-
tification and low success rate, which further 
proves its superior performance in re identifi-
cation tasks of employees. In terms of average 
precision mean (mAP), the proposed method 
also performs well, and its mAP value reaches 
about 0.90, significantly higher than the oth-
er three comparison methods. This result fully 
demonstrates the advantages of the proposed 
method in recognition accuracy, and shows that 
the method can stably and accurately identify 
target employees in a complex factory monitor-
ing environment.

5. Conclusion
In order to ensure effective identification and mon-
itoring of factory employees, the proposed method 
provides high-quality data input for capsule net-
work recognition through LSGAN image restoration, 
wavelet-Contourlet transform image enhancement 
and mixed Gaussian model employee foreground 
segmentation. Through its unique dynamic routing 
mechanism, the Attention-free Capsule Network ef-
fectively aggregates and classifies image features, and 
realizes accurate identification of employee identity. 
The proposed method not only improves the accuracy 
of employee re identification, but also provides strong 
technical support for factory safety management.
Although the proposed method has certain advan-
tages, it also has certain limitations. In terms of 
computational complexity, operations such as dy-
namic routing mechanisms, wavelet and Contour-
let transforms, and multiple iterations of GMM 



Information Technology and Control 2025/3/54990

parameter estimation in capsule networks all in-
crease computational resource consumption and 
training time costs; Meanwhile, the method may 
be sensitive to specific types of noise, such as peri-
odic noise or high-intensity random noise that is 
similar to the true texture features of the image in 
image data, which may interfere with feature ex-
traction and model judgment. Therefore, future 
research will continue to focus on two key dimen-
sions: algorithm optimization and cross domain fu-
sion to improve method performance and expand 
application boundaries. On the one hand, in order 
to address the computational complexity issues of 
existing methods, we need to further optimize algo-
rithm design. For example, analyzing the computa-
tional bottlenecks of dynamic routing mechanisms 
in capsule networks, exploring lightweight routing 
algorithms or approximate calculation methods, 
and reducing computational overhead while ensur-
ing routing accuracy; For wavelet and Contourlet 
transform operations, research fast algorithms or 
hardware acceleration implementations to improve 
feature extraction efficiency; For multiple iterations 
of GMM parameter estimation, adaptive iteration 
termination conditions are adopted to dynamically 
adjust the number of iterations based on data distri-
bution and convergence, reducing unnecessary cal-
culations. On the other hand, given the latest break-
throughs in the field of multimodal learning, such 

as TriChronoNet achieving efficient collaborative 
processing of different modal data through multi 
module fusion [6], hyper relational interaction mod-
eling mining complex inter modal relationships [13], 
and modal fusion visual transformers [18] demon-
strating excellent performance in multimodal visual 
tasks. Subsequent research will actively integrate 
these cutting-edge achievements. Explore the intro-
duction of multimodal fusion strategies and complex 
relationship modeling techniques from these meth-
ods into the current research system, delve into the 
potential correlations between different modal data, 
develop more efficient cross modal information in-
tegration algorithms, and construct models with 
stronger scene adaptability.
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