
147Information Technology and Control 2025/1/54

Driver Fatigue Detection 
Based on Multiple 
Physiological Signals and 
an Improved Deep Belief 
Networks

ITC 1/54
Information Technology  
and Control
Vol. 54 / No. 1/ 2025
pp. 147-163
DOI 10.5755/j01.itc.54.1.39833

Driver Fatigue Detection Based on Multiple Physiological  
Signals and an Improved Deep Belief Network

Received 2024/12/16 Accepted after revision 2024/02/12

HOW TO CITE: Wang, L., Liu, Y., Yin, X., Li, J., Gu, Y. (2025). Driver Fatigue Detection Based on 
Multiple Physiological Signals and an Improved Deep Belief Network. Information Technology and 
Control, 54(1), 147-163. https://doi.org/10.5755/j01.itc.54.1.39833

Lin Wang, Yuxuan Liu, Xiaowei Yin, Jiaqi Li, and Yulin Gu   
Department of Mechanical Engineering, Shenyang Institute of Engineering, Shenyang, 110136 China;
wanglin@sie.edu.cn (L. W.), l932817947@sohu.com (Y. L.), yinxw@sie.edu.cn (X. Y.),  
lijiaqi9846@163.com (J. L.), yulingu8@gmail.com (Y. G.)
Lin Wang and Xiaowei Yin contribute the same to the article and are the corresponding authors.

Corresponding author:  wanglin@sie.edu.cn (L. Wang), yinxw@sie.edu.cn (X.W. Yin)

In order to accurately discriminate the driver fatigue, multiple physiological signals of 10 drivers were col-
lected by a wireless body area network in actual driving, including neck electromyography (EMG) and elec-
troencephalography (EEG). Then, the noises of signals were removed by several denoising methods, including 
ICEEMDAN (improved complete ensemble empirical mode decomposition with adaptive noise), WT (wave-
let threshold denoising), and ICEEMDAN-WT. 22 features, including time domain features (e.g., variance and 
mean square root), frequency domain features (e.g., average power spectral density and frequency centre), and 
nonlinear features (e.g., energy entropy, information entropy and multiscale entropy) were extracted, including 
energy entropy, multiscale entropy, and other relevant features. Subsequently, a deep belief network (DBN) was 
used to further extract multi-domain features. And then, a grey wolf optimization algorithm was used to opti-
mize the performance of the DBN. The results showed that the accuracy of the model built in the present work 
was up to 96% in discriminating the fatigue states.
KEYWORDS: Driver fatigue; EMG signal; EEG signal; Feature parameters; Deep belief network.
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1. Introduction
Driver fatigue is a predominant factor contributing 
to traffic accidents, accounting for 43% of major in-
cidents [2, 11], and poses a serious threat to the safe-
ty of individuals. Consequently, accurately discrim-
inating the fatigue level of drivers to ensure optimal 
road traffic safety is highly practical. Currently, de-
tection methods for driver fatigue primarily include 
behavioural observation [17, 9], vehicle control 
performance evaluation [3], and physiological indi-
ces monitoring. Behavioural observation involves 
collecting facial expression and body posture infor-
mation through sensors such as monitors. Vehicle 
control performance evaluation relies on onboard 
sensors and computer models to analyse indicators 
such as reaction time and braking response. These 
two approaches have achieved notable technological 
advancements. Physiological signals are unaffected 
by subjective consciousness and are considered the 
most precise method for driver fatigue detection at 
the present [4, 5, 10, 15, 16, 19-21, 25]. Wang et al. 
[23] verified that cervical lumbar electromyogra-
phy (EMG) signals can serve as key information in 
discriminating driver fatigue levels. The feasibility 
of assessing drivers’ mental fatigue based on func-
tional connectivity was validated through electro-
encephalography (EEG) analysis [6]. The original 
physiological signals collected by sensors often 
contain a substantial amount of noise from multiple 
sources, necessitating denoising process. Xi et al. 
[26] used the empirical mode decomposition (EMD) 
algorithm for noise reduction in physiological signal 
processing and achieved promising outcomes. Addi-
tionally, Jin et al. [13] applied wavelet denoising to 
electrocardiogram (ECG) data, enhancing the accu-
racy of driver fatigue detection based on ECG sig-
nals. Machine learning has been widely used in the 
field of classification discrimination. In a study con-
ducted by Reference [27], a support vector machine 
(SVM) was used for the discrimination of driver fa-
tigue based on physiological signals. However, tradi-
tional machine learning algorithms rely heavily on 
manual feature extraction and struggle to process 
longer data signals. References [14, 29] used a con-
volutional neural network (CNN) for training multi-
modal physiological signals. But CNNs are primarily 

designed for processing two-dimensional data. Ref-
erences [28, 18] demonstrated the effectiveness of 
the deep belief network (DBN) in extracting features 
from physiological signals. 
Based on above literatures review, in the real-time 
driver fatigue detection field, the selection of signals, 
denoising methods, and classification methods are 
still challenges [1, 24]. The details include, (1) com-
prehensive analyses of the effects of multiple physi-
ological signals and their combinations are lacking, 
leading to inconsistent conclusions. (2) Traditional 
denoising algorithms for physiological signals often 
encounter issues such as modal aliasing that adverse-
ly affect signal quality. (3) Deep neural networks re-
quire setting numerous hyperparameters for classi-
fication and discrimination tasks, and determining 
scientifically and reasonably hyperparameters is ur-
gently needed to enhance the efficiency and accuracy 
of neural network.
Therefore, driver fatigue detection in real driving was 
investigated in the present work. The main research 
contents and originalities are, (1) Multiple physiolog-
ical signals, including EEG and EMG, were collected 
from drivers during real driving experiments. (2) A 
denoising method of combining improved complete 
ensemble empirical mode decomposition with adap-
tive noise (ICEEMDAN) and wavelet thresholding 
was proposed to solve the problem of potential pseu-
do modes during signal decomposition. (3) A deep 
learning model based on the DBN was established to 
accurately evaluate the fatigue status of motor vehi-
cle drivers. (4) The grey wolf algorithm was used to 
optimize the DBN parameters to improve the training 
efficiency and model accuracy.

2. Experimental Methods
The experiments involved 10 healthy volunteers 
(male, 22-35 years old, 60-85 kg, and more than two 
years of driving experience) continuously driving 
for 120 minutes on the Shenyang to Dandong section 
of the Danfu Expressway, maintaining a controlled 
speed not exceeding 100 km/h. It is well known, 
during driving, neck muscle fatigue and mental fa-
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tigue may cause the drowsiness, lack of concentra-
tion, and slow response. These are the predominant 
factors contributing to traffic accidents. Therefore, 
the neck electromyography (EMG) and the electro-
encephalography (EEG) are most sensitive for driv-
er fatigue, and then they are selected as the signals to 
real-time evaluate driver fatigue. The experimental 
design and electrode placement positions for physio-
logical signal collection are shown in Figure 1. Phys-
iological signals were recorded by a portable wear-
able device for the participants, and the sampling 
frequency is 200 Hz. The data were received through 
a wireless body area network, and the collected data 
were sent directly to the processing system. More-
over, throughout the driving experiments, in order 
not to disturb the normal driving of the drivers, aux-
iliary personnel aided the drivers in completing the 
Swedish Occupational Fatigue Inventory-25 (SOFI-
25) subjective questionnaire every 15 minutes. This 
questionnaire assesses five aspects of drivers’ expe-
rience: lack of energy, exhaustion, physical discom-
fort, lack of motivation, and drowsiness. Each aspect 
is rated on a scale from 0 to 10, with higher scores 
indicating stronger feelings. The table represents 
participants’ subjective evaluation of their current 
level of fatigue based on personal experience and as-
sists in determining whether the driver has reached 
a state of fatigue.

Figure 1 
Diagram of a real driving experiment: (a) Experimental design for real driving experiments; (b) Schematic diagram of 
electrode placement positions

 
(a)                                          (b) 

 
3. Algorithm Principle 
3.1. Denoising Algorithm Principle 

3.1.1. ICEEMDAN 

The ICEEMDAN algorithm proposed by 
Colomina [7] in 2014 addresses the issue of 
residual noise and pseudo mode that arise 
when processing signals using algorithms 
such as EMD and CEEMDAN. ICEEMDAN 
exhibits superior robustness and scalability, 
thereby enabling its application in scenarios 
with stringent requirements on noise 
robustness and scalability. In this paper, the 
ICEEMDAN algorithm was applied to 
preliminarily denoise physiological signals 
following the steps outlined in [12]. 

1) Define the operator Ek as the kth intrinsic 
mode function (IMF) component through the 
EMD of a signal. 

2) Define the operator M as the local mean of 
the signal. 

3) Using EMD to decompose the original 
sequence signal x iteratively I times. First, 
according to Equations (1)-(2), the first-order 
residual r1 and the first-order IMF1 are 
calculated. Similarly, according to Equations 
(3)-(4), the kth-order residual rk and the kth-
order IMFk are calculated. 
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In Equation (1) and Equation (3), ω(i) is the ith 
group of Gaussian white noise added. In each 
round of the IMF calculation, the added noise 
signal is the IMF component of the original 
noise signal. εj is the coefficient multiplied by 
the noise component and represents the ratio 
of the signal-to-noise ratio of the added noise 

to the standard deviation of the noise 
component. The number of white noise group 
and εj are the input parameters of the 
ICEEMDAN algorithm. 

4) The final residual R and the original 
sequence signal x are calculated as follows, 
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3.1.2. Wavelet Threshold Denoising 

The wavelet threshold denoising method is an 
algorithm based on the multiresolution 
analysis of wavelet transforms. Because the 
wavelet decomposition coefficients of the 
noise signal and the useful signal in different 
frequency bands have different intensity 
distributions, the wavelet coefficients 
corresponding to the noise in each frequency 
band can be removed, and the wavelet 
decomposition coefficients of the original 
signal can be retained. Then, the processed 
coefficients are reconstructed by the wavelet, 
and the signal with relatively less noise can be 
obtained. 

The steps of wavelet threshold denoising are 
as follows [8]: 

1) Select the appropriate wavelet function, 
which requires good adaptability to 
nonstationary signals, good information 
compression and good retention of the 
original information. 

2) According to the statistical characteristics of 
the signal, select an appropriate threshold 
criterion. 

3) Carry out the inverse transform of wavelet 
coefficients after threshold processing to 
obtain the processed signal. 

The criterion expression of wavelet threshold 
denoising is as follows, 

(a) (b)
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function (IMF) component through the EMD of a 
signal.

2 Define the operator M as the local mean of the sig-
nal.
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3.1.2. Wavelet Threshold Denoising
The wavelet threshold denoising method is an algo-
rithm based on the multiresolution analysis of wave-
let transforms. Because the wavelet decomposition 
coefficients of the noise signal and the useful signal 
in different frequency bands have different intensity 
distributions, the wavelet coefficients corresponding 
to the noise in each frequency band can be removed, 
and the wavelet decomposition coefficients of the 
original signal can be retained. Then, the processed 
coefficients are reconstructed by the wavelet, and the 
signal with relatively less noise can be obtained.
The steps of wavelet threshold denoising are as fol-
lows [8]:
1 Select the appropriate wavelet function, which re-

quires good adaptability to nonstationary signals, 
good information compression and good retention 
of the original information.

2 According to the statistical characteristics of the 
signal, select an appropriate threshold criterion.

3 Carry out the inverse transform of wavelet coeffi-
cients after threshold processing to obtain the pro-
cessed signal.

The criterion expression of wavelet threshold denois-
ing is as follows,
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In Equation (7), ,ˆ j kW  is the wavelet transform coef-
ficient after denoising, ωj, k is the wavelet transform 
coefficient before denoising, and the “sign” is a sign 
function.

3.1.3. ICEEMDAN-WT
In this paper, the method of combining the ICEEM-
DAN algorithm with wavelet threshold (WT) de-
noising is proposed for signal denoising. First, the 
ICEEMDAN algorithm is used to decompose the 
signal into multiple IMF components, and then, 
some IMF components are retained according to the 
Spearman correlation coefficient method. Finally, the 
wavelet threshold denoising algorithm is used to filter 
out the high-frequency noise with low energy from 
the retained IMF component, after which the final 
denoised signal is reconstructed. Also, this method 
can avoid the disturbances caused by road conditions 
when extracting signal features.

3.2. Model Establishment
3.2.1. DBN Principle
A DBN is usually composed of several restricted 
Boltzmann machines (RBMs). Each RBM contains a 
visible layer and a hidden layer. The visible layer re-
ceives the input data and generates the corresponding 
hidden layer feature representation. The RBM struc-
ture is shown in Figure 2. 

( )1 2, , , nv v v v=   represents the vector of the cur-
rent state of the neurons in the visible layer, and 

( )1 2, , , nh h h h= 
 

represents the vector of the cur-
rent state of the neurons in the hidden layer. The en-
ergy function of the RBM is defined as:
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In Equation (8), a and b are the biases of the visible 
unit and the hidden unit in the RBM, respectively, ωij 
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is the weight value between the two connected nodes, 
and { }, ,w a bθ =  is a parameter.
The node joint probability of the two layers of the 
model can be calculated by Equation (9):

( ) ( ), ; 1 exp( ( , | ))P v h Z E v hθ θ θ= − (9)

In Equation (9), Z is the partition function, which rep-
resents the sum of all the neurons.

( ) ,
exp( ( , | ))

v h
Z E v hθ θ= −∑ (10)

The conditional probability of the visual layer is 
shown in Equation (11):
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The hidden layer conditional probability is shown in 
Equation (12):
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The neurons between the same nodes are indepen-
dent of each other, and the probability that the layer 
nodes are activated according to Equation (13):

1
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=
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The probability of the hidden layer nodes being acti-
vated can be calculated according to Equation (14):

1
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j i j jj
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=
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Figure 2
Restricted Boltzmann machine
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In Equation (7), ,ˆ j kW  is the wavelet 
transform coefficient after denoising, ωj, k is 
the wavelet transform coefficient before 
denoising, and the “sign” is a sign function. 
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Finally, the wavelet threshold denoising 
algorithm is used to filter out the high-
frequency noise with low energy from the 
retained IMF component, after which the final 
denoised signal is reconstructed. Also, this 
method can avoid the disturbances caused by 
road conditions when extracting signal 
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3.2. Model Establishment 

3.2.1. DBN Principle 

A DBN is usually composed of several 
restricted Boltzmann machines (RBMs). Each 
RBM contains a visible layer and a hidden 
layer. The visible layer receives the input data 
and generates the corresponding hidden layer 
feature representation. The RBM structure is 
shown in Figure 2.  
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Restricted Boltzmann machine. 
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Because the samples do not affect each other, 
the solution of the maximum likelihood 
function can be used to find the appropriate 
parameters. The likelihood function is shown 
in Equation (15): 
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Then, all the parameter update criteria can be 
calculated according to Equation (17): 
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The hidden layer of each RBM is trained as the input 
of the next RBM. When all the RBM training is com-
pleted, the RBMs are initialized into a multilayer neu-
ral network. After backpropagation, the weights of 
the neural network parameters are fine-tuned. Final-
ly, the softmax function is used to find the most likely 
corresponding label for each sample, thereby achiev-
ing effective classification. The final DBN model is 
shown in Figure 3.

Figure 3
Schematic diagram of the deep belief network (DBN) structure
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3.2.2. Grey Wolf Optimization Algorithm 

The grey wolf optimizer (GWO) is a swarm 
intelligence algorithm based on the social 
behaviour of grey wolves in nature and is used 
to solve parameter optimization problems. 
The design inspiration of the GWO comes 
from the family structure and predation 
behaviour of grey wolf packs. In GWO, a 
certain number of grey wolves are randomly 
initialized. These grey wolves are sorted 
according to the size of the fitness function, 
and the searching-following-killing strategy is 
used to update the position according to 
certain rules. The grey wolf social hierarchy is 
shown in Figure 4. The principle of the 
algorithm is as follows. 
 
Figure 4 
Social hierarchy of grey wolves. 

 
The first layer α of the pyramid is the leader in 
the population. The second layer of β is second 
only to α. The third layer of the pyramid δ 

carries out commands from α and β. The 
process of guiding other wolves to continue 
searching for the target is equivalent to finding 
a better solution for the model parameters. The 
remaining wolves ω are defined as candidate 
solutions whose positions are updated around 
α, β, and δ. 

As a deep neural network model constructed 
by using multiple unsupervised learning 
algorithm layers, a DBN contains many 
parameters. Setting appropriate parameters 
can improve the network performance. In this 
paper, the grey wolf optimization algorithm is 
used to optimize the three important 
parameters of the DBN, the number of layers, 
the prelearning rate and the reverse 
adjustment learning rate. 

Assuming that the population size of the grey 
wolf is N and that the search space has D 
dimensions, each dimension corresponds to a 
parameter to be optimized; thus, D=3 in this 
paper. The position of the ith grey wolf in space 
can be expressed as  

( )31 2, ,i i i iX X X X= , 1,2, ,i N= .     (18) 

The position parameter of the grey wolf group 
is updated by Equation (19): 
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In Equation (19), t is the current number of 
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behaviour of grey wolf packs. In GWO, a certain num-
ber of grey wolves are randomly initialized. These grey 
wolves are sorted according to the size of the fitness 
function, and the searching-following-killing strate-
gy is used to update the position according to certain 
rules. The grey wolf social hierarchy is shown in Fig-
ure 4. The principle of the algorithm is as follows.
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from α and β. The process of guiding other wolves to 
continue searching for the target is equivalent to find-
ing a better solution for the model parameters. The re-
maining wolves ω are defined as candidate solutions 
whose positions are updated around α, β, and δ.
As a deep neural network model constructed by using 
multiple unsupervised learning algorithm layers, a 
DBN contains many parameters. Setting appropriate 
parameters can improve the network performance. 
In this paper, the grey wolf optimization algorithm is 
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the DBN, the number of layers, the prelearning rate 
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N and that the search space has D dimensions, each 
dimension corresponds to a parameter to be opti-

mized; thus, D=3 in this paper. The position of the ith 
grey wolf in space can be expressed as 

( )31 2, ,i i i iX X X X=


,
 1,2, ,i N=  . (18)

The position parameter of the grey wolf group is up-
dated by Equation (19):

( ) ( ) ( ) ( )1i p pX t X t A C X t X t+ = − ⋅ ⋅ −
     

(19)

In Equation (19), t is the current number of iterations. 

( )1 2 3, ,p p p pX X X X=


 is the current prey position (op-

timal solution), ( ) ( )pA C X t X t⋅ ⋅ −
   

 
is the size of 

the encircling step, and A


 and C


 are the coefficients, 
which can be defined as follows:

12A a r a= ⋅ −
   

(20)

22C r= ⋅
  , (21)

where the moduli of 1r


 and 2r


 are random numbers 
between [0, 1], a


 is the distance control parameter, 

and α decreases linearly from 2 as the number of iter-
ations increases:

2 2 maxt tα = − , (22)

where maxt  is the maximum number of iterations.
In Equation (23), ( )1X tα +


, ( )1X tβ +


, and 
( )1X tδ +


 are the updated position parameters α, β, 

and δ respectively, ( )X t


 is the current position pa-
rameter of the other grey wolves. In Equation (24), 

( )1X tω +


 is the final position of ω.

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1

1

1

X t X t A C X t X t

X t X t A C X t X t

X t X t A C X t X t

α α α

β β β

δ δ δ

 + = − ⋅ ⋅ −

 + = − ⋅ ⋅ −

 + = − ⋅ ⋅ −

     

     

     
(23)

( ) ( ) ( ) ( )1 [ 1 1 1 ] 3X t X t X t X tω α β δ+ = + + + + +
   

(24)

The wolves possess the capability to discern the ini-
tial location of prey (the optimal solution); however, 
within an abstract search space, the wolves encoun-
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ter challenges in determining the exact position of 
prey. Therefore, in each iteration of the initial param-
eters (as in Equation (22)), the three current optimal 
solutions (α, β, and δ) obtained according to the goal 
of highest accuracy are saved, and other wolves are 
forced to update their positions according to Equa-
tion (23). The above steps should be repeated maxt  
times to ensure that the wolves are continuously ap-
proaching the target. Finally, the position parameter 
value of wolf α is the optimal solution for the number 
of DBN layers, prelearning rate and backwards ad-
justment learning rate of the established model.

4. Denoising Results
The original physiological signal of Figure 5 is decom-
posed by ICEEMDAN, and several IMF components 
are obtained, as shown in Figure 6.

Figure 5
A typical original physiological signal
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current prey position (optimal solution), 
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The wolves possess the capability to discern 
the initial location of prey (the optimal 
solution); however, within an abstract search 
space, the wolves encounter challenges in 
determining the exact position of prey. 
Therefore, in each iteration of the initial 
parameters (as in Equation (22)), the three 
current optimal solutions (α, β, and δ) obtained 
according to the goal of highest accuracy are 
saved, and other wolves are forced to update 
their positions according to Equation (23). The 
above steps should be repeated maxt  times to 
ensure that the wolves are continuously 
approaching the target. Finally, the position 
parameter value of wolf α is the optimal 
solution for the number of DBN layers, 
prelearning rate and backwards adjustment 
learning rate of the established model. 
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components are obtained, as shown in Figure 
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The fast Fourier transform of these components can be used to obtain the distribution of each component 
in the frequency domain, as shown in Figure 7. 
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ICEEMDAN and a wavelet threshold is used 
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First, the original signal is decomposed into 
several parts using ICEEMDAN. The ratio of 
the standard deviation of ICEEMDAN noise to 

the information is set at 0.16. The average 
number of iterations is 50, and the maximum 
number of iterations is 200. The IMF 
component with a correlation coefficient 
greater than 0.3 to the original signal based on 
Spearman's autocorrelation coefficient 
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Figure 7
Frequency domain distribution of the IMF

The fast Fourier transform of these components can 
be used to obtain the distribution of each component 
in the frequency domain, as shown in Figure 7.

Figure 8
A typical result of ICEEMDAN-WT denoising
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ICEEMDAN and a wavelet threshold is used 
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First, the original signal is decomposed into 
several parts using ICEEMDAN. The ratio of 
the standard deviation of ICEEMDAN noise to 

the information is set at 0.16. The average 
number of iterations is 50, and the maximum 
number of iterations is 200. The IMF 
component with a correlation coefficient 
greater than 0.3 to the original signal based on 
Spearman's autocorrelation coefficient 

method is retained. Then, the Symlet wavelet 
is select as the wavelet function, and three-
layer wavelet decomposition is used to 
denoise the retained IMF component. Finally, 
the denoised IMF component via wavelet is 
reconstructed, and the final denoised signal 
can be obtained (shown in Figure 8). 

To demonstrate the superiority of our 
proposed denoising method, we compare it 
with only using wavelets for denoising (Figure 
9). EMG signals are chosen here as an example. 

The waveform denoising effect using only 
wavelets is not significant, and large 
fluctuations still occur after denoising; 
however, after being processed by 
ICEEMDAN-WT, the waveform is 
significantly smoother because some low-
frequency noise components are removed 
through correlation coefficients during 
ICEEMDAN, while high-frequency noise in 
signals is eliminated via wavelet thresholding; 
thus, combining both methods achieve 
excellent results. 

 
Figure 8 
A typical result of ICEEMDAN-WT denoising. 

 
Figure 9 
A typical result of wavelet threshold denoising. 
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being processed by ICEEMDAN-WT, the waveform is 
significantly smoother because some low-frequency 
noise components are removed through correlation 
coefficients during ICEEMDAN, while high-frequen-
cy noise in signals is eliminated via wavelet thresh-
olding; thus, combining both methods achieve excel-
lent results.

5. Discrimination of Driver Fatigue 
Model
5.1. Model Establishment
The results of SOFI-25 are presented in Table 1. As 
driving time increases, the participants’ scores on the 
subjective questionnaire exhibit an upwards trend, 
indicating a continuous increase in fatigue levels. 
Scores for the 0-30 min interval were close to zero, 
suggesting no fatigue among drivers during this pe-
riod; however, the mean scores for the 90-120 min 
interval exceed six, indicating significant fatigue. 
Therefore, based on a combination of SOFI-25 and 
literatures review [22, 23], we propose the following 
definitions: state 1 corresponds to an “awake state” 
observed during the initial 0-30 min of the driving 
experiment, while state 2 represents a “fatigue state” 
experienced between 90-120 min.
To enhance both the accuracy and real-time perfor-
mance of our fatigue discrimination model while re-
ducing the data complexity, labelled feature vectors 
from drivers’ original physiological signal dataset 

Time/min Part. 1 Part. 2 Part. 3 Part. 4 Part. 5 Part. 6 Part. 7 Part. 8 Part. 9 Part. 10 Ave.

0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

15 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

30 0.6 0.8 0.2 0.4 0.6 0.2 0.4 0.6 0.8 0.0 0.5

45 1.8 1.8 2.4 2.2 1.8 2.6 2.5 2.6 2.6 2.6 2.1

60 3.6 4.2 4.4 3.4 3.4 3.8 3.8 3.6 4.0 3.8 3.8

75 5.4 6.2 5.2 5.6 6.8 5.2 6.4 5.0 5.4 4.8 5.7

90 6.2 7.0 6.8 5.8 7.0 5.6 7.0 6.6 6.8 5.8 6.4

105 6.8 7.6 7.6 6.4 7.8 6.2 8.0 7.2 7.4 6.8 7.2

120 7.8 8.0 8.0 7.6 8.0 7.0 9.0 8.4 8.6 7.8 8.0

encompassing time domain features (e.g., variance 
and mean square root), frequency domain features 
(e.g., average power spectral density and frequency 
centre), and nonlinear features (e.g., energy entro-
py, information entropy and multiscale entropy) are 
initially extracted. Subsequently, these extracted la-
belled feature vectors are input into the DBN to fur-
ther extract deep features that effectively represent 
the original information. This approach can reduce 
the computational complexity and achieve an accu-
rate identification of drivers’ fatigue states.

5.2. Construction of the Driver Fatigue 
Discrimination Model
The dataset is divided into a training set and a test set a 
ratio of 8:2 and randomly input into the DBN for train-
ing. The complete training flow chart of the driving fa-
tigue discrimination model is shown in Figure 10.
In this paper, the grey wolf optimization algorithm 
is used to optimize the three important parameters 
of the DBN layer of Boltzmann machine, the pre-
learning rate, and the reverse adjustment learning 
rate. The whole optimal solution can be obtained as 
three DBN layers, a prelearning rate of 0.007, and a 
reverse adjustment learning rate of 2.0. To prove the 
effectiveness of the grey wolf optimization algorithm 
in optimizing the parameters, models with different 
parameters are constructed to compare the training 
process and results. 
Under the condition of the same prelearning rate and 
reverse adjustment learning rate, DBN models com-
posed of 2-layer, 3-layer, 4-layer and 5-layer RBMs 

Table 1
Mean subjective questionnaire scores of participants at different times
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Figure 10
Complete training process of the driver fatigue discrimination model

 
In this paper, the grey wolf optimization 
algorithm is used to optimize the three 
important parameters of the DBN layer of 
Boltzmann machine, the prelearning rate, and 
the reverse adjustment learning rate. The 
whole optimal solution can be obtained as 
three DBN layers, a prelearning rate of 0.007, 
and a reverse adjustment learning rate of 2.0. 
To prove the effectiveness of the grey wolf 
optimization algorithm in optimizing the 
parameters, models with different parameters 
are constructed to compare the training 
process and results.  

Under the condition of the same prelearning 
rate and reverse adjustment learning rate, 

DBN models composed of 2-layer, 3-layer, 4-
layer and 5-layer RBMs are constructed 
respectively, and the training results are 
shown in Figure 11. Under the condition of the 
same number of RBM layers and reverse 
adjustment learning rate, DBN models with 
prelearning rates of 0.003, 0.005, 0.007 and 
0.009 are constructed respectively. The 
training results are shown in Figure 12. Under 
the condition of the same number of RBM 
layers and preadjusted learning rate, DBN 
models with reverse adjustment learning rates 
of 1.5, 2.0, 2.5 and 3.0 are constructed 
respectively. The training results are shown in 
Figure 13. 

 
Figure 11 
Effect of different layers of the DBN on the training process, with a prelearning rate of 0.007 and a reverse 
adjustment learning rate of 2.0: (a) Training process and results of a 3-layer Boltzmann machine; (b) 
Training process and results of the 2-layer Boltzmann machine; (c) Training process and results of a 4-
layer Boltzmann machine; (d) Training process and results of a 5-layer Boltzmann machine. 

are constructed respectively, and the training results 
are shown in Figure 11. Under the condition of the 
same number of RBM layers and reverse adjustment 
learning rate, DBN models with prelearning rates of 
0.003, 0.005, 0.007 and 0.009 are constructed respec-
tively. The training results are shown in Figure 12. 
Under the condition of the same number of RBM lay-
ers and preadjusted learning rate, DBN models with 
reverse adjustment learning rates of 1.5, 2.0, 2.5 and 
3.0 are constructed respectively. The training results 
are shown in Figure 13.
According to the above results, it can be concluded 
that the DBN parameters obtained by the grey wolf 
optimization algorithm proposed in this paper lead to 
higher accuracy and robustness than those of the oth-

er parameters. The specific parameters of the DBN 
are shown in Table 2.
The accuracy and loss function of the training process 
are shown in Figure 14, and the confusion matrix of 
the model is calculated and shown in Figure 15. State 
1 corresponds to the nonfatigue state, while state 2 
corresponds to the fatigue state. The comprehensive 
discrimination accuracy of the classification results 
of the fatigue discrimination model used in this paper 
reaches 96.67%, and the discrimination accuracy of 
the fatigue state reaches 100%, which indicates that 
the model proposed in this paper achieves a particu-
larly high discrimination accuracy.
To further validate the reliability of the proposed 
model in this study, we sequentially input physiologi-
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Figure 11
Effect of different layers of the DBN on the training process, with a prelearning rate of 0.007 and a reverse adjustment 
learning rate of 2.0:  (a) Training process and results of a 3-layer Boltzmann machine; (b) Training process and results of 
the 2-layer Boltzmann machine; (c) Training process and results of a 4-layer Boltzmann machine; (d) Training process 
and results of a 5-layer Boltzmann machine

 
Figure 12 
Effect of different prelearning rates on the training process of the DBN with a 3-layer of Boltzmann 
machine and a reverse adjusted learning rate of 2.0: (a) Training process and results with a prelearning 
rate of 0.007; (b) Training process and results with a prelearning rate of 0.003; (c) Training process and 
results with a prelearning rate of 0.005; (d) Training process and results with a prelearning rate of 0.009. 

 
Figure 13 
Effect of different reverse adjustment learning rates on the training process of the DBN with a 3-layer of 
Boltzmann machine and a prelearning rate of 0.007: (a) Training results with reverse adjustment learning 
rates of 2; (b) Training results with reverse adjustment learning rates of 1.5; (c) Training results with 
reverse adjustment learning rates of 2.5; (d) Training results with reverse adjustment learning rates of 3.0. 
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Figure 13
Effect of different reverse adjustment learning rates on the training process of the DBN with a 3-layer of Boltzmann 
machine and a prelearning rate of 0.007: (a) Training results with reverse adjustment learning rates of 2; (b) Training 
results with reverse adjustment learning rates of 1.5; (c) Training results with reverse adjustment learning rates of 2.5;  
(d) Training results with reverse adjustment learning rates of 3.0

 
According to the above results, it can be 
concluded that the DBN parameters obtained 
by the grey wolf optimization algorithm 

proposed in this paper lead to higher accuracy 
and robustness than those of the other 
parameters. The specific parameters of the 
DBN are shown in Table 2. 

 
Table 2 
Main parameters of the DBN. 

Three layers RBM First layer Second layer Third layer 
Number of neurons 44 30 30 
Activation function  Sigmoid  
Pretraining times  1000  

Pretraining learning rate  0.007  
Number of reverse fine-tuning times  2000  

Reverse fine-tuning learning rate  2.0  

The accuracy and loss function of the training 
process are shown in Figure 14, and the 
confusion matrix of the model is calculated 
and shown in Figure 15. State 1 corresponds to 
the nonfatigue state, while state 2 corresponds 
to the fatigue state. The comprehensive 

discrimination accuracy of the classification 
results of the fatigue discrimination model 
used in this paper reaches 96.67%, and the 
discrimination accuracy of the fatigue state 
reaches 100%, which indicates that the model 
proposed in this paper achieves a particularly 
high discrimination accuracy. 

 
Figure 14 
DBN training process. 
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By comparing the accuracy results of the six 
fatigue state discrimination models, it is 
evident that the proposed ICEEMDAN-WT-
DBN model achieves the highest 
discrimination accuracy. The accuracy of DBN 
training with raw data input without 
denoising is lower than that after denoising, 
indicating the significant impact of noise on 
the training accuracy. Moreover, WT-DBN, 
which relies solely on the wavelet threshold 
for denoising multimodal physiological 
signals, exhibits slightly lower accuracy than 
does the ICEEMDAN-WT-DBN model, 
suggesting its inferior ability to eliminate 
noise. Conversely, ICEEMDAN-WT-BP 
achieves a classification accuracy of only 
82.2%, along with a slow convergence speed 
during runtime and susceptibility to local 
optima. Due to the limited ability of traditional 
machine learning classification algorithms to 
capture latent features within data, the 

accuracies achieved by SVM and KNN 
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assessed based on vehicle driving conditions 
and driver facial expressions, which have 
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studies analysing the effects of multiple 
physiological signals and their combined 
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In the past, studies on signal denoising have 
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wavelet threshold denoising. However, 
effectively removing noise signals with 
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combination of the ICEEMDAN algorithm 
and wavelet threshold denoising method, 
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state discrimination models, it is evident that the 
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proposed ICEEMDAN-WT-DBN model achieves 
the highest discrimination accuracy. The accuracy 
of DBN training with raw data input without denois-
ing is lower than that after denoising, indicating the 
significant impact of noise on the training accuracy. 
Moreover, WT-DBN, which relies solely on the wave-
let threshold for denoising multimodal physiological 
signals, exhibits slightly lower accuracy than does the 
ICEEMDAN-WT-DBN model, suggesting its inferior 
ability to eliminate noise. Conversely, ICEEMDAN-
WT-BP achieves a classification accuracy of only 
82.2%, along with a slow convergence speed during 
runtime and susceptibility to local optima. Due to the 
limited ability of traditional machine learning clas-
sification algorithms to capture latent features with-
in data, the accuracies achieved by SVM and KNN 
methods fall below 80%.
In the past, driver fatigue was primarily assessed 
based on vehicle driving conditions and driver facial 
expressions, which have certain limitations. Addi-
tionally, previous studies analysing the effects of mul-
tiple physiological signals and their combined appli-
cations are limited and have not yielded consistent 
conclusions. Building upon prior research, this study 
used a multimodal approach to analyse physiological 
signals to improve the assessment of driver fatigue.
In the past, studies on signal denoising have primarily 
concentrated on techniques such as wavelet thresh-
old denoising. However, effectively removing noise 
signals with significant disturbances is challenging. 
To address this issue, this paper proposes a combi-
nation of the ICEEMDAN algorithm and wavelet 
threshold denoising method, which not only reduces 
noise in the signal but also enhances the signal re-
covery quality. The ICEEMDAN algorithm achieves 
fine multiscale decomposition to divide the signal 
into smoother and rougher parts while eliminating 
redundant components. On the other hand, wavelet 
threshold denoising determines thresholds based on 
subband variances to filter out high-frequency noise 

Table 3
Comparison of the discrimination accuracy among the three models

Training model ICEEMDAN-
WT-DBN DBN WT-DBN ICEEMDAN-WT-

BP SVM KNN

Accuracy/% 93.7 88.2 90.8 83.2 76.5 72.6

with lower energy while preserving useful infor-
mation within the signal. The experimental results 
demonstrate that this approach is capable of filtering 
sharp noise signals as well as mitigating disturbances 
caused by subject activities.
In previous studies, traditional classifiers such as the 
support vector machine (SVM) and K nearest neigh-
bour (KNN) algorithms have been used for classify-
ing labelled datasets. However, these algorithms rely 
heavily on manual feature extraction, leading to sub-
optimal classification performance when dealing with 
data that possess ambiguous initial features such as 
multimodal physiological signals. In this study, we ex-
tract multidomain features from denoised EEG and 
EMG signals and use them as inputs for a DBN. By fully 
leveraging the deep feature extraction capability of the 
DBN, we construct the ICEEMDAN-WT-DBN fatigue 
state discrimination model, which reduces the com-
putational complexity while improving the training 
and prediction efficiency. To determine appropriate 
model parameters, we use the grey wolf optimization 
algorithm to optimize the key DBN parameters. This 
approach eliminates the need for manually setting 
deep neural network parameters and further enhanc-
es the accuracy and robustness during model training.

7. Conclusion
In this paper, the method of combining ICEEMDAN 
and the wavelet threshold was used to denoise EMG 
signals. Then, multidomain feature extraction of the 
EEG and EMG signals was carried out. Finally, the 
features were input into the DBN for fatigue state dis-
crimination. The main conclusions are as follows:
1 The present study proposes a novel denoising ap-

proach that combines the ICEEMDAN-WT meth-
od with physiological signal processing. Specifi-
cally, the ICEEMDAN algorithm is employed to 
decompose signals into multiple IMFs and effec-
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tively eliminate redundant components through 
fine multiscale decomposition. Additionally, the 
WT is utilized to determine an adaptive threshold 
based on the variance of each subband, thereby fil-
tering out high-frequency noise signals with mini-
mal energy while preserving essential information 
to a significant extent. By integrating these two 
techniques, this study achieves remarkable de-
noising outcomes by not only eliminating high-fre-
quency noise but also mitigating low-frequency 
disturbance signals.

2 The temporal domain, frequency domain, and non-
linear features of the denoised multimodal physio-
logical signals are manually extracted in this study. 
A dataset is established with these manual features 
and input into a DBN for deep feature extraction. 
This approach reduces the data complexity while 
enhancing the real-time performance and robust-
ness of the subsequent fatigue discrimination 
model.

3 The ICEEMDAN-WT-DBN fatigue driving dis-
crimination model utilizes ICEEMDAN-WT for 
denoising the original signal and employs the grey 
wolf optimization algorithm to optimize the pa-

rameters of the DBN, thereby effectively enhanc-
ing the performance of the DBN. A comparative 
analysis with other fatigue discrimination models, 
including the DBN, WT-DBN, ICEEMDAN-WT-
BP, SVM, and KNN models established in this 
study reveals that the proposed ICEEMDAN-WT-
DBN model achieves a remarkable discrimination 
accuracy of 93.7%.
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