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Multispectral object detection leverages the complementary strengths of infrared (IR) and visible (VIS) mo-
dalities to improve detection accuracy. However, existing approaches often lack adaptability to dynamic 
lighting conditions, or fail to achieve real-time performance due to complexity. We propose the Adaptive Dy-
namic Fusion Network (ADFN), a novel architecture that integrates adaptive multi-path computation and at-
tention-guided feature fusion to address these challenges. ADFN incorporates the Collaborative and Alternat-
ing Attention (CAA) modules for efficient feature alignment and the Adaptive Dynamic Pathway (ADP) strategy 
to dynamically adjust computational pathways based on lighting conditions, optimizing the balance between 
accuracy and efficiency. Experiments on the FLIR2 and LLVIP datasets demonstrate that ADFN achieves su-
perior mAP@50-95 and real-time performance, showcasing its robustness and efficiency across diverse envi-
ronments. ADFN offers a practical solution for dynamic lighting conditions and resource-constrained multi-
spectral object detection tasks.
KEYWORDS: Multispectral Object Detection, Real-time, Feature Fusion, Adaptive Multi-path

1. Introduction
In recent years, multispectral imaging has become a 
critical tool for object detection in fields such as sur-
veillance, autonomous driving, and security systems 
[9, 20]. By combining information from both infrared 
(IR) and visible (VIS) spectra, multispectral detec-
tion systems leverage the strengths of each modal-
ity—IR's capacity to detect thermal differences and 

VIS light’s detailed texture information—to achieve 
a more comprehensive detection framework [3, 5, 24, 
33]. This integration is particularly valuable in chal-
lenging environments or under varying lighting con-
ditions, such as daytime, dusk, or night time, where 
either modality alone may be insufficient for accurate 
object identification [22, 25].
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Challenges in Robustness and Adaptability. 
While multispectral object detection holds signifi -
cant promise, ensuring robustness and adaptability 
in multispectral object detection remains a signifi -
cant challenge. Lighting conditions—ranging from 
strong illumination to complete darkness—introduce 
unique diffi  culties for maintaining detection accura-
cy. Current models often employ straightforward IR 
and VIS feature fusion strategies that lack adaptabil-
ity, potentially leading to erroneous predictions when 
both modalities are equally weighted in all settings 
[10, 24, 32]. This fi xed-weight approach may overlook 
the need for adaptive weighting according to environ-
mental context, risking performance degradation in 
fl uctuating conditions. 
Lighting variations are among the most critical fac-
tors infl uencing the performance of multispectral 
detection systems. In real-world applications such 
as surveillance, autonomoueqs driving, and security, 
lighting conditions can vary drastically within a short 
period due to natural factors (e.g., day-to-night tran-
sitions, shadows, or glare) or artifi cial infl uences (e.g., 
headlight refl ections, urban lighting). Such variations 
directly aff ect the visibility of objects in the VIS spec-
trum and the thermal contrast captured by IR sensors. 
Unlike other challenges, such as sensor noise or oc-
clusion, lighting changes occur frequently and unpre-
dictably, making it imperative for detection systems to 
adapt dynamically. Figure 1 illustrates pairs of IR and 
VIS images under diff erent conditions, underscoring 
the need to adjust the contribution of IR and VIS fea-
tures dynamically to ensure eff ective detection.
Real-time Performance and Fusion Complexity.
In real-world applications, achieving real-time per-
formance in multispectral object detection is often 
constrained by hardware limitations, especially in 
resource-limited environments. Although certain 
models are optimized for speed, their performance 
can suff er under restricted computational resourc-
es, leading to increased latency [29, 30]. Additionally, 
many existing fusion techniques introduce complex 
and often redundant processes that increase model 
complexity and hinder processing speed. These meth-
ods frequently rely on intricate cross-modality fusion 
operations that add computational burden without 
proportionally improving detection accuracy [9, 20, 
24]. An effi  cient fusion strategy is therefore crucial 
for reducing model complexity while enabling robust, 
real-time detection across varied environments.

Motivation for ADFN. Addressing these challenges, 
this paper introduces the Adaptive Dynamic Fusion 
Network, designed to improve detection robustness 
and effi  ciency across varying lighting conditions. By 
dynamically balancing IR and VIS contributions, 
ADFN off ers a solution that bridges the gap between 
adaptability and computational effi  ciency. The pri-
mary contributions are as follows: 
1 We introduce a computationally effi  cient Cooper-

ative and Alternating Attention (CAA) module for 
IR and VIS feature fusion, backed by thorough the-
oretical and experimental analysis. 

2 We propose an Adaptive Dynamic Pathway (ADP) 
strategy that adjusts feature fusion weights based 
on scene context and on this basis, we have de-
signed a dynamic multi-path network, enhancing 
detection in varying lighting conditions. 

Figure 1 
VIS-IR paired examples from FLIR2&LLVIP. The first 
row shows ideal lighting conditions with clear VIS and IR 
features. The second row illustrates intense backlighting, 
where VIS information is degraded despite ample light, 
making IR features crucial for accurate detection. The 
third row depicts low-light conditions where VIS features 
are minimal, requiring strong reliance on IR.
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3 A comprehensive evaluation of ADFN's perfor-
mance, demonstrating significant improvements 
in both detection accuracy and real-time efficien-
cy, making it well-suited for practical applications 
even in resource-limited environments.

2. Related Work
2.1 IR and VIS Fusion 
The fusion of IR and VIS data is fundamental to mul-
tispectral object detection due to the complementary 
strengths of these modalities: IR is sensitive to thermal 
variations, while VIS captures spatial detail [9, 20]. 
Traditional methods, such as early concatenation, inte-
grate IR and VIS features but fail to exploit cross-modal 
dependencies effectively, limiting their performance in 
complex environments [2, 16]. Advanced methods like 
Cross-Modality Fusion Transformers use cross-atten-
tion mechanisms to enhance feature integration. How-
ever, these approaches are computationally expensive 
and less suitable for real-time applications [14, 22, 26, 
27].  Similarly, attention-based methods have been em-
ployed to guide feature fusion, but many lack robust 
guidance mechanisms and often struggle to achieve 
high accuracy [14, 29, 30].

2.2 Multispectral Object Detection
Recent advancements in multispectral object detec-
tion predominantly rely on well-established back-
bone networks, while incorporating specialized de-
tection heads such as YOLO and Faster R-CNN to 
perform object localization and classification [18, 22, 
23]. These approaches aim to effectively leverage the 
complementary features of IR and VIS data.
For instance, some methods build upon YOLOV5 by 
introducing a dual-stream backbone to separately 
process IR and VIS features, followed by a Trans-
former-based cross-modal fusion module [4]. The 
fused features are then passed through YOLOV5’s 
Neck and Head components for detection, enhancing 
the network’s ability to capture cross-modal depen-
dencies while retaining the simplicity. 
Similarly, Faster R-CNN can be adapted for multispec-
tral object detection by integrating cross-modal fusion 
mechanisms into its feature extraction stages, effec-
tively combining the strengths of its region-based pro-
posals with multimodal feature interactions [18].

These methods demonstrate the versatility of adapt-
ing existing object detection frameworks to multi-
spectral data. However, the integration of additional 
fusion modules, such as Transformers, often increas-
es computational overhead, posing challenges for re-
al-time applications and scenarios with constrained 
hardware resources. Additionally, due to the com-
plexity of real-world scenes, these methods often fail 
to adaptively balance the contributions of each mo-
dality, resulting in reduced model robustness.

2.3 Adaptivity of Lighting Variations
Many current efforts utilize multi-path networks 
to achieve adaptivity [2, 16, 17], such as adaptive-
ly adjusting multi-path networks for semantic 
segmentation across different scenes [16]. This 
adaptability is also crucial for multispectral object 
detection under varying lighting conditions. Adap-
tive fusion strategies can adjust the importance of 
IR and VIS features based on scene context, there-
by enhancing detection capabilities across diverse 
environments [5, 10, 32]. For example, Illumina-
tion Attention-Guided Transformers prioritize IR 
features in dark environments and VIS features in 
bright conditions to improve system robustness 
[5]. However, these adaptive methods often come 
with high computational costs, emphasizing the 
need for lightweight frameworks that strike a bal-
ance between adaptability and efficiency. 
Therefore, ADFN addresses this gap by introducing 
an adaptive dynamic pathway that adjusts feature 
contributions based on environmental context, en-
abling robust detection while maintaining computa-
tional efficiency.

3.Methodology
3.1 Framework Overview
The proposed Adaptive Dynamic Fusion Network 
(ADFN) is specifically designed for efficient multi-
spectral object detection across varying environmen-
tal conditions. As shown in Figure 2, our network pri-
marily consists of four parts:
Dual-Stream Feature Extraction: Extended from 
the YOLOV8 framework [12], the Dual-Stream Fea-
ture Extraction separates streams for VIS and IR im-
ages to extract modality-specific features, producing 
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feature maps (Fi
V for VIS and Fi

I for IR) that capture 
both spatial detail and thermal information. 
Cooperative and Alternating Attention Module: 
The module (φ1,φ2,φ3 ) fuses features from the VIS and 
IR streams by combining Cooperative Self Attention 
and Alternating Attention mechanisms. 
Adaptive Pathway Assessment Module: This mod-
ule analyzes the input image’s lighting condition and 
generates a lighting variable E (indicating Bright, 
Dim, or Dark). This variable is used to control the 
pathway and fusion strategy throughout the network. 
Final Detection Output: The fused feature map Mi is 
passed to the detection head, compatible with YOLOV8’s 
framework, for object detection and classifi cation.

3.2 Feature Fusion
We propose the Cooperative and Alternating Atten-
tion (CAA) Module, as shown in Figure 3, which com-
bines Cooperative Self Attention [6] and Alternating 
Attention mechanisms [21], forming a more effi  cient 
and adaptive feature fusion module. 
Cooperative Self Attention: This approach signifi -
cantly enhances feature representation while reducing 

parameter complexity, addressing limitations in tradi-
tional self-attention mechanisms, as shown in Figure 
3(a). Traditional attention mechanisms allocate sep-
arate weights for queries (W Q ), keys (W K ), and values 
(W V ) across multiple heads. While eff ective, this ap-
proach incurs high computational costs due to the 
need for independent parameter sets for each head.
In contrast, Cooperative Self Attention employs 
shared weights for W Q and W K across heads, while re-
taining unique value matrices (Wn

V ) for each head to 
preserve modality-specifi c information. This shared 
weight mechanism reduces redundancy, allowing the 
model to achieve comparable or superior representa-
tion effi  ciency with fewer parameters. The computa-
tion process of Cooperative Self Attention is illustrat-
ed in Equation 1:

n

T

1 2 n
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Concat(Head ,Head ,...,Head )
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nn
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Figure 2
Framework of Adaptive Dynamic Fusion Backbone (ADFB). It processes VIS and IR inputs through parallel branches, 
with lighting conditions dynamically influencing feature fusion using the Lighting Assessment Module. The CAA modules 
adaptively integrate features, enhancing detection robustness across varying environmental conditions.
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Figure 3
The structure of the CAA Module. It consists of two key components: (a) Cooperative Self-Attention, which enhances 
feature representation by sharing query and key projections across modalities, and (b) Alternating Attention, which 
dynamically fuses features by leveraging guidance from either modality based on lighting conditions (E). 
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Where Q, K, and Vn are derived from the input feature  
X using the learnaable projection weights W Q, W K, 
and W n

V, respectively. For each head, the compatibil-
ity between Q, and K is calculated, scaled by dk,  and 
normalized via softmax. The resulting weighted sum-
mation with Vn produces Headn. Finally, the heads are 
concatenated and projected through W O to form the 
output Z, which encapsulates information from all 
attention heads.
Alternating Attention: This approach is specifi cal-
ly designed to enhance cross-modal feature fusion 
by leveraging adaptive guidance between VIS and 
IR modalities. Unlike traditional cross-modal fusion 
techniques, which often rely on equal contributions 
or static fusion strategies, Alternating Attention dy-
namically prioritizes one modality based on the con-
text, ensuring eff ective interaction. 
As shown in Figure 3(b), starting with the attention 
vectors ZV and ZI produced by Cooperative Self At-
tention, A where represents the Attention operation, 
expressed as Equation 2:

TT

Attention

where  

Softmax(  tanh(  • 1 ) α)

k k
k

A X g

a x

a

W W X W g

=

=

+

∑

• •
,

  

, (2)

where X represents the feature matrix (either ZV or 
ZI), encoding data from one modality, g is the guidance 

vector from the complementary modality, enhancing 
feature representation, WX and Wg are learnable pa-
rameters that transform X and g for interaction, α is 
a dynamic weight factor that modulates the guidance 
infl uence, detailed in Section 3.3, WA

T is a learnable 
vector used to generate attention scores. α is the atten-
tion score vector used to output the attention vector.

Attention( ,   α)F Z g F'                         '=    =
F Z g u=                           =
u Z g=    =  Attention( , 0, α)

,  Attention( ,   α)
,  

V

I

I
V

IV

' (3)

Equation 3 illustrates the three-step calculation pro-
cess in the Alternating Attention mechanism: 
1 Initial Attention Calculation for VIS Features, 

where the VIS feature ZV is computed with a zero 
guidance vector g, producing an intermediate at-
tention vector u that serves as initial guidance for 
the IR feature fusion in the next step. 

2 Guided Attention for IR Features, where the inter-
mediate attention vector u guides the IR feature ZI

to produce the fused IR feature FI', allowing the VIS 
features to infl uence the IR fusion process. 

3 Final Attention Calculation for VIS Features, 
where the fused IR feature FI' provides guidance to 
further refi ne the VIS feature ZV, resulting in the fi -
nal fused VIS feature FV', eff ectively embedding the 
IR information back into the VIS modality.
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Additionally, the adaptive dynamic pathway mech-
anism allows the model to choose the dominant mo-
dality based on lighting conditions E. This selection 
enables the model to adaptively emphasize one mo-
dality over the other in specific scenarios (e.g., priori-
tizing IR features in low-light conditions), as detailed 
in Section 3.3.
In summary, traditional attention mechanisms treat 
modalities independently or employ static fusion 
strategies, which fail to adapt to the dynamic nature 
of real-world conditions. The CAA module introduces 
two key innovations: shared-weight Cooperative Self 
Attention for parameter-efficient feature extraction 
and Alternating Attention for guided cross-modal 
fusion. These improvements align each modality's 
strengths to address varying environmental challeng-
es, ensuring robust and adaptive multispectral fea-
ture integration.

3.3 Adaptive Dynamic Pathway
IR and VIS features are highly complementary, but 
certain scenarios may require reliance on only one 
modality for accurate detection. Using a uniform 
fusion strategy in such cases can result in unnec-
essary computational overhead. To address this, 
we introduce an Adaptive Dynamic Pathway (ADP) 
wstrategy, as illustrated by the dashed flows and 
dashed boxes in Figure 2-3. This strategy incorpo-
rates multiple conditional modules to dynamically 
adjust the data flow and network pathways based 
on lighting conditions. 
Step1: Lighting Condition Assessment. 
The ADP strategy begins by evaluating the lighting 
condition of the input image. We calculate the pro-
portion of "dark" pixels in the grayscale image using 
the formula:

pixel gray_img

            

where    ( 40)
p

dark_sum
dark_prop

r c
dark_sum I p

=
×

=               <∑
,

 

 , (4)

where r and c represent the dimensions (rows and 
columns) of the grayscale image (gray_img). We de-
fine a threshold value (e.g., 40) to classify dark pixels, 
and where I(∙) is an indicator function that counts 
pixels with intensity values below the threshold (0–
39 gray scale).

Based on the value of dark_prop, the lighting condition  
E is classified into Bright, Dim, or Dark as shown in:

Dark       if  _ 0.75   

Dim        if  0.4 _ 0.75 

Bright     otherwise    

dark prop

E dark prop

≥

=                            ≤                     <
 
 
 
  









(5)

Step 2: Pathway Configuration.
Once classified, the lighting condition E determines the 
active CAA modules, the activation of the Swap Guide, 
and the feature fusion weights (αI for IR and  αV for VIS). 
These configurations are summarized in Table 1.
Step 3: Dynamic Pathway Execution. 
In Bright, only φ1 is activated, while Swap Guide is dis-
abled. The weights for IR and VIS features are set to 
αI = 0.3 and αV = 0.7, respectively. This configuration 
emphasizes VIS features, which are typically more 
effective in well-lit environments, while still incorpo-
rating a small contribution from IR features to handle 
potential challenges, such as glare or backlit scenarios.
In Dim, both φ1 and φ2 are activated, and Swap Guide is 
enabled to allow IR features to guide VIS feature rep-
resentation during the fusion process. The weights are 
adjusted to αI = 0.6 and αV = 0.4, prioritizing thermal 
information while leveraging VIS features for supple-
mentary details. This setup effectively addresses the 
reduced visibility and lighting inconsistencies often 
encountered in dim environments.
In Dark, all three CAA modules (φ1, φ2, and φ3

 ) are ac-
tivated, enabling a comprehensive fusion process. The 
weights are heavily biased toward IR features, with   
αI = 0.7 and αV = 0.3, ensuring that the model relies pri-
marily on IR information, which is more reliable in 
extreme low-light conditions. Swap Guide remains en-
abled, allowing IR features to dominate and guide the 
fusion process, enhancing robustness and accuracy in 
such challenging scenarios.

Table 1
Configuration of the Adaptive Dynamic Pathway under 
different lighting conditions

E Active CAA Swap αI αV

Bright φ1 Disable 0.3 0.7

Dim φ1, φ2 Enable 0.6 0.4

Dark φ1, φ2, φ3 Enable 0.7 0.3
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3.4 Multi-Path and Cross-talk Mitigation

The adaptive multi-path design optimizes compu-
tational efficiency based on varying lighting condi-
tions. However, multi-path networks introduce a 
well-documented issue known as Cross-talk [11, 19], 
where pathways interfere during training, this inter-
ference often results in inconsistent optimization 
directions for shallow and deep layers, particularly 
when pathways prioritize different features under 
varying lighting conditions (e.g., Bright, Dim, Dark). 
Without mitigation, this conflict can lead to erratic 
updates in shared parameters, reducing the overall 
network efficiency and robustness. To address this 
challenge, we propose a unified approach that incor-
porates Weight Smoothing and Gradient Averaging, 
targeting the shared dual-backbone layers, while ex-
cluding CAA modules. These techniques are aimed 
at aligning pathway updates and ensuring stable 
convergence.
Weight Smoothing: To ensure consistency across 
pathways, we apply L2 regularization to minimize 
the differences between the weights of shared lay-
ers in the dual-backbone network. This encour-
ages the shared parameters to converge toward a 
common representation while maintaining path-
way-specific nuances. The smoothing loss is de-
fined as:

1 2 2

2

2 3 2

2
1

1 3 2

2

(  || ||
1

|| ||

|| || )

p p

i i
N

p p
smooth i i

i
p p

i i

W W

L W W
N

W W
=

–

= + –

+ –

∑ ,  , (6)

where Wi
p1, Wi

p2, Wi
p3 is the weights of the i-th layer 

in pathways p1 (Bright), p2 (Dim), p3 (Dark), respec-
tively. N is the total number of shared layers in the du-
al-stream backbone. 
Gradient Averaging: To further mitigate inconsis-
tencies during backpropagation, we compute a bal-
anced gradient for shared parameters by averaging 
contributions from all active pathways. This ensures 
that updates are proportionally weighted by the 
number of samples in each pathway, avoiding domi-
nance by any single pathway. The balanced Gradient 
for a shared parameter W is defined as:

1
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where |Pp| is the number of samples in pathway p, and  
G p is the gradient contribution from pathway p.

4.Experiments
4.1 Dataset
All experiments for our model are conducted on the 
FLIR2 [9] and LLVIP [13] datasets, as shown in Figure 
1, the former primarily used in autonomous driving 
and surveillance applications and the latter primarily 
used in person detection under low-light conditions.

Table 2
Distribution of lighting conditions across FLIR2 and 
LLVIP datasets

Dataset Total Bright
Dim

Dark
Normal Glare

FLIR2 15113 9601 3102 1325 1125

LLVIP 15490 443 10500 11 4536

Table 2 displays the distribution of data under var-
ious lighting conditions within each dataset, with 
classifications determined by the processes outlined 
in Equations 5-7. Notably, scenes with Intense Light-
ing or Glare are classified under the Dim category by 
analyzing brightness, shape, and rounded edges.
In FLIR2, it includes a large portion of images under 
Bright conditions (9601), making it well-suited for 
evaluating model performance in well-lit environ-
ments. Additionally, FLIR2 has 3102 images in nor-
mal dim conditions and 1325 images with Glare, pro-
viding a good representation of challenging low-light 
scenes affected by light reflection. The Dark category 
has 1125 images, allowing some testing under extreme 
low-light conditions.
In LLVIP, it predominantly focuses on low-visibil-
ity scenarios, with 10,500 images classified as Dim 
(mainly Normal), which are ideal for testing the 
model’s robustness in low-light scenes. The Dark 
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4.2 Setup and Detail
The experiments were conducted on a system 
equipped with Ubuntu 22, Python 3.9, Pytorch 1.14, 
and an NVIDIA RTX 4090 GPU 24GB. Additionally, 
the model's FPS metrics were evaluated on an NVID-
IA Jetson Xavier NX 8G.
Training Strategy: The model was initialized with 
YOLOv8m pre-trained weights on the COCO data-
set. Training was carried out for a total of 100 epochs, 
with a batch size of 32, using the Adam optimizer with 
an initial learning rate of 0.05 and a weight decay of 
0.0005. Data augmentation was performed using the 
Mosaic method to enhance the model’s robustness to 
varied input patterns.
A progressive unfreezing approach was employed to 
stabilize training and ensure effective convergence:
Epochs 1–30: Only the dual-stream network was 
trained, with the CAA module deactivated to focus on 
initial feature extraction and alignment.
Epochs 31–40: The φ1 were unfrozen, allowing ear-
ly-stage cross-modality attention while maintaining 
stable learning dynamics.

Epochs 41–50: Both φ1 and φ2 modules were un-
frozen, enhancing feature fusion through mid-level 
cross-modality interactions.
Epochs 51–60: All CAA modules were activated, en-
abling full cross-modality attention throughout the 
network.
Epochs 61–100: The ADP was activated to fine-tune 
the model parameters, allowing it to adaptively adjust 
across different environmental conditions.

4.3 Evaluation Metrics

To evaluate the detection accuracy, we use Mean 
Average Precision at 50% IoU (mAP@50), which 
evaluates the model's ability to detect objects with 
moderate overlap, and Mean Average Precision 
across 50-95% IoU thresholds (mAP@50-95), which 
metric provides a more comprehensive assessment, 
measuring detection precision across multiple over-
lap thresholds.
To evaluate computational efficiency, we measure 
the Giga Floating Point Operations (GFLOPs) and 
Frames Per Second (FPS). GFLOPs represent the 
computational load for a single forward pass, reflect-
ing the model's memory footprint. for resource-con-
strained environments. FPS measures the number 
of frames the model can process per second, indicat-
ing real-time performance. Higher FPS values sig-
nify a faster model, which is essential for real-time 
applications.

4.4 Ablation Study

In Table 3, YOLOv8 is used as the baseline model, 
and detection accuracy is compared across two data-
sets, FLIR2 and LLVIP. Bolded values highlight the 
best results for each metric, while improvements are 
marked with an ↑.
On the FLIR2 dataset, the baseline achieved the 
best results under VIS light conditions, while on 
the LLVIP dataset, it performed best under IR con-
ditions. This indirectly validates the effectiveness 
of our proposed lighting assessment module in ad-
dressing varied scenarios. However, using a simple 
dual-stream architecture for feature fusion results 
in slightly lower performance compared to the 
baseline’s best scores. This suggests that the model 
does not fully exploit the complementary nature of 
IR and VIS features.

Figure 4
The training loss curve across 100 epochs. This illustrating 
the phased training strategy: Phase 1 involves training the 
dual-stream network without CAA modules. In Phase 2, φ1 is 
introduced, followed by φ1, φ2 in Phase 3. Phase 4 activates all 
CAA modules, and Phase 5 implements the ADP. The steady 
decrease in loss demonstrates effective model convergence 
and the benefits of the phased training approach.

category is also well represented, with 4536 images, 
making LLVIP particularly valuable for testing IR 
reliance in very low-light settings. 



373Information Technology and Control 2025/2/54

Dataset Spectrum Method mAP@50 mAP@50-95

FLIR2

VIS YOLOV8 75.7 51.6

IR YOLOV8 51.3 32.3

VIS+IR

+Dual-Stream 72.3 48.3

+CAA 76.2(↑0.5) 51.2

+ADP 78.1(↑2.4) 53.1(↑1.5)

LLVIP

VIS YOLOV8 91.3 58.5

IR YOLOV8 96.4 63.7

VIS+IR

+Dual-Stream 95.9 60.3

+CAA 96.8(↑0.4) 63.5

+ADP 97.3(↑0.9) 65.5(↑1.8)

Table 3
Comparison of accuracy as model components are incrementally added

Figure 5
Qualitative comparison of multispectral object detection in the FLIR2 dataset under varying lighting conditions. The rows 
represent varying lighting conditions, ordered from top to bottom as Bright, Dim, Dark, and Dim with Glare. The first two columns 
display the Ground Truth for the images, while the third and fourth columns present the detection results from the baseline model 
and our model, respectively. Note that a red triangle (▲) indicates a False Negative, and a red (●) indicates a False Positive.

 

Bright

Dark

Dim

(a) VIS Ground Truth (b) IR Ground Truth (c) Baseline Pred (d) Ours

Dim
(Glare)
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The introduction of the CAA module resulted in slight 
improvements in mAP@50 on both datasets (0.5 and 
0.4, respectively). Although modest, these gains indi-
cate that the CAA module effectively begins enhanc-
ing feature fusion between IR and VIS modalities.
When the ADP strategy was incorporated, signifi-
cant improvements were observed. On the FLIR2 
dataset, mAP@50 increased by 2.4, and mAP@50-
95 improved by 1.5. Similarly, on LLVIP, mAP@50 
increased by 1.2, and mAP@50-95 increased by 0.4. 
These results demonstrate that the ADP strategy en-
ables purposeful adjustments to the network based on 
input conditions, enhancing both the model's perfor-
mance and robustness across varying environments.
Figure 5 further illustrates these findings, showcasing 
detection results across various lighting conditions 
(Bright, Dim, Dark, and Dim with glare). Compared 
to the baseline predictions, our proposed method 
achieves more precise object localization and reduced 
missed detections, particularly under challenging 
conditions such as Dim and Dark scenarios. This vi-
sual evidence supports the qualitative numerical re-
sults, highlighting the improvements in accuracy and 
robustness brought by CAA and ADP.

Method Spectrum Lighting Parameters GFLOPs FPS mAP@50 mAP@50-95

YOLOV8

VIS
/ 25.9M 79.1 56

75.7 51.6

IR 61.3 42.3

VIS+IR

Bright 49.4M 138.7 45

78.1 53.1Dim 50.5M 139.1 42

Dark 54.1M 140.2 39

YOLOV5

VIS
/ 25.1M 64.2

52 71.1 46.2

IR 59.7 40.8

VIS+IR

Bright 46.9M 191.1 41

74.9 50.8Dim 48.1M 191.3 36

Dark 50.4M 192.5 31

Faster 
R-CNN

VIS
/ 41.1M 180.6 24

72.7 47.2

IR 60.8 42.3

VIS+IR

Bright 66.7M 229.1 19

73.3 49.8Dim 67.8M 229.7 14

Dark 71.9M 230.6 12

Table 4
Comparison of accuracy and real-time performance using different detection models with Our Method

In addition, we used YOLOv8, YOLOv5, and Faster 
R-CNN as baselines on the FLIR2 dataset to evaluate 
the computational efficiency and real-time perfor-
mance of our proposed methods, CAA and ADP, ap-
plied to fused VIS and IR features. Table 4 summariz-
es the experimental results.
Across all models, our method consistently improves 
detection accuracy. Notably, YOLOv8 achieves signifi-
cant gains in mAP while maintaining real-time perfor-
mance across all lighting conditions, with FPS values 
above 30 even in the more computationally demanding 
Dark environment. YOLOv5 also demonstrates nota-
ble accuracy improvements with our method, achiev-
ing real-time performance on average, though it strug-
gles to maintain sufficient FPS in Dark conditions. In 
contrast, Faster R-CNN, due to its inherently higher 
computational complexity, fails to achieve real-time 
performance even with our optimizations, despite the 
observed gains in detection accuracy.
Overall, the results confirm that our approach not 
only improves detection accuracy but also ensures 
real-time capability for models like YOLOv8, making 
it highly practical for real-world applications that re-
quire both precision and efficiency.
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In Bright, F3
V focuses strongly on high-texture areas 

such as lane markings and vehicle outlines, while 
F3

I exhibits lower activation, as thermal information 
is less critical in these conditions. After fusion, M1 
effectively highlights key objects, preserving VIS de-
tails while subtly incorporating thermal information 
for enhanced robustness against potential challenges 
like glare.

4.5 Visualization of Feature Representation

To better understand the effectiveness of our pro-
posed CAA module and ADP strategy, we visualize the 
feature maps at different stages of the network. Fig-
ure 6 illustrates the feature maps F3

V, F3
I, and the fused 

representation M1 across various lighting conditions, 
including Bright, Dim, Dark, and Dim with Glare.

Figure 6
Feature representation visualization in the FLIR2 dataset under varying lighting conditions. The first two columns 
represent the pre-fusion VIS (F3

V ) and IR (F3
I ) features, as shown in Figure 2. The third column illustrates the fused 

features (M1) after applying our CAA module, demonstrating improved feature integration across various lighting 
conditions, including Bright, Dim, Dark, and Dim with Glare.

IF3
VF3 1M

Bright

Dark

Dim

Dim
(Glare)
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In Dim,  F3
V activations weaken, particularly in shad-

owed regions, while F3
I shows stronger activations 

around IR objects such as vehicles. M1 balances these 
modalities, effectively combining the spatial detail 
of VIS features with the thermal reliability of IR fea-
tures, ensuring robust object representation.
In Dark, F3

V are almost entirely suppressed due to the 
lack of light, while IR features F3

I dominate, with clear 
activations around objects such as vehicles and pe-
destrians. M1 relies heavily on thermal information, 
while still incorporating minimal VIS features for 
supplementary contextual details, ensuring accurate 
detection in low-visibility scenarios.
In Dim with Glare, such as headlights or reflective 
surfaces, F3

V are overwhelmed by noise, showing spu-
rious activations. Conversely, IR features F3

I remain 
unaffected, maintaining clear activations around key 
objects. M1 effectively suppresses noise from the VIS 
modality while leveraging the reliability of IR, result-
ing in a robust and focused feature representation.
In summary, the visualization highlights the com-
plementary strengths of VIS and IR modalities, with 
VIS features excelling in well-lit environments and 
IR dominating in low-light or noisy scenarios. The 
fused representation effectively uses these contri-
butions, enhancing object focus while suppressing 
irrelevant noise. This demonstrates the robustness 
and adaptability of our approach, particularly in 
challenging conditions like Dim with Glare, where 
the model prioritizes reliable thermal information 
over noisy VIS features.

4.6 Comparison with State-of-the-art Methods
To ensure fairness in our comparisons, we selected 
a diverse range of benchmark methods with public-
ly available implementations. These include tradi-
tional deep learning-based methods (e.g., U2Fusion, 
ICAFusion) and transformer-based approaches 
(e.g., CFT, TFDet). These methods were chosen due 
to their focus on multispectral fusion for object de-
tection, representing the state-of-the-art in the field. 
We conducted experiments these methods on the 
FLIR2 and LLVIP datasets. Additionally, we evalu-
ated each method specifically on images classified 
under the Dim lighting condition in both datasets to 
verify the effectiveness of our modules in handling 
low-light or glare condition. The results, summa-
rized in Table 5, where bold values denote compari-

son items and improvements are marked with an (↑), 
show that our method achieves competitive perfor-
mance across both datasets.
In terms of detection Accuracy: On the FLIR2 data-
set, our model achieved a mAP@50 of 78.1% and 
a mAP@50-95 of 53.1%, slightly below U2Fusion 
(78.3% mAP@50) but outperforming all other meth-
ods in mAP@50-95. This highlights the strength of 
our approach in capturing finer-grained features 
and adapting to diverse conditions. On the LLVIP 
dataset, our model achieved a mAP@50 of 97.3% and 
a mAP@50-95 of 65.5%, again slightly lower than 
ICAFusion (97.7% mAP@50) but achieving the high-
est mAP@50-95, surpassing the next best method, 
U2Fusion, by 0.2%. 
The slight decline in mAP@50 compared to U2Fu-
sion and ICAFusion can be attributed to their spe-
cialized focus on maximizing modal contributions 
under specific conditions, such as high-contrast or 
low-light scenes. Conversely, our model's adaptive 
design prioritizes consistent performance across a 
broader range of scenarios, excelling in mAP@50-95 
by effectively balancing VIS and IR feature contribu-
tions dynamically. The higher mAP@50-95 scores 
across both datasets demonstrate the robustness 
and adaptability of our model, particularly in sce-
narios requiring precise object localization across 
varying lighting conditions.
Moreover, to further validate the effectiveness of 
AFDN in challenging lighting conditions, we evaluat-
ed all methods specifically on images classified under 
the dim lighting condition in both FLIR2 and LLVIP 
datasets. The results demonstrate that our method 
consistently outperforms other approaches in low-
light or glare condition. Notably, in the Dim subset of 
the FLIR2 dataset, our model achieves a mAP@50 
of 75.6% and a mAP@50-95 of 51.9%, reflecting im-
provements of 1.5% and 1.2%, respectively, over the 
next best method. Similarly, in the Dim subset of the 
LLVIP dataset, ADFN achieves a mAP@50 of 93.6% 
and a mAP@50-95 of 57.7%, outperforming competing 
methods by 0.7% and 0.6%, respectively. These results 
highlight the robustness and adaptability of ADFN, 
particularly in scenarios where traditional methods 
often struggle to maintain accuracy and further under-
scores the capability of ADFN to handle low-light and 
glare conditions effectively, ensuring reliable detection 
across diverse real-world scenarios.
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In terms of real-time performance: The FPS values 
were obtained from experiments conducted on the 
resource-constrained hardware (NVIDIA Jetson 
Xavier NX 8G). ADFN achieves the highest FPS of 
39, which achieves FPS values of 43, 40, and 35 un-
der Bright, Dim, and Dark conditions, respectively, 
significantly outperforming all competing meth-
ods, including ICAFusion (33 FPS) and transform-
er-based models such as CFT (28 FPS) and TFDet 
(27 FPS). This performance demonstrates the com-
putational efficiency of ADFN, which leverages 
lightweight attention mechanisms and the adap-
tive pathway design to minimize overhead. Even 
under resource-constrained environments, ADFN 
maintains real-time capabilities, making it highly 
suitable for applications requiring both accuracy 
and speed.

5.Conclusion
In this paper, we proposed the Adaptive Dynamic 
Fusion Network (ADFN), a novel architecture de-
signed to address the challenges of multispectral 
object detection in dynamic and challenging lighting 
environments. ADFN effectively integrates adap-
tive multi-path computation with attention-guid-
ed feature fusion to dynamically adjust to varying 
conditions. At its core, the Collaborative and Alter-

nating Attention (CAA) modules enhance feature 
alignment and cross-modal fusion, while the Adap-
tive Dynamic Pathway (ADP) strategy ensures the 
network activates only the most relevant pathways, 
optimizing both computational efficiency and detec-
tion performance.
Comprehensive experiments conducted on the 
FLIR2 and LLVIP datasets validate the effective-
ness of our approach. ADFN achieves competitive 
detection accuracy, significantly outperforming 
state-of-the-art methods in terms of mAP@50-95, 
a metric highlighting its robustness across varying 
IoU thresholds. Additionally, ADFN maintains re-
al-time inference speeds, making it highly practi-
cal for deployment in real-world applications such 
as surveillance systems, where rapid and accurate 
object detection is critical for ensuring safety and 
security. Similarly, in autonomous driving, where 
vehicles must process diverse environmental con-
ditions with minimal latency, ADFN's ability to 
adapt to varying lighting scenarios ensures reliable 
performance in both bright and low-visibility con-
ditions. The results demonstrate that ADFN bal-
ances adaptability, accuracy, and efficiency, offer-
ing a robust solution for real-world multispectral 
object detection challenges across diverse lighting 
conditions.
However, some limitations remain. First, while 
ADFN demonstrates strong performance across 

Model

FILR2 LLVIP

FPSmAP@50 mAP@50-95 mAP@50 mAP@50-95

All Dim All Dim All Dim All Dim

CFR_3 [29] 75.4 68.3 51.5 47.9 91.9 87.6 59.3 51.6 /

GAFF [30] 75.1 67.9 50.8 47.5 94.8 88.5 61.9 52.0 /

CFT [22] 77.3 72.3 52.7 50.1 97.5 90.6 63.9 57.1 28

DetFusion [25] 76.9 70.8 52.6 49.9 96.4 90.5 65.1 54.7 30

TFDet [31] 77.2 71.1 52.4 49.7 95.7 90.1 64.5 54.9 29

U2Fusion [28] 78.3 73.9 51.9 50.7 97.2 92.9 65.3 56.9 27

ICAFusion [24] 77.8 74.1 52.6 50.0 97.7 92.1 65.2 55.9 33

ADFN(Ours) 78.1 75.6
(↑1.5)

53.1
(↑0.4)

51.9
(↑1.2) 97.3 93.6

(↑0.7)
65.5

(↑0.2)
57.7

(↑0.6 39(↑6)

Table 5
Comparison of performances across multispectral object detection methods on FILR2 and LLVIP dataset
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diverse lighting conditions, its reliance on pre-de-
fined thresholds for pathway activation may not 
generalize perfectly to highly dynamic or unpre-
dictable environments. Future work could explore 
learning-based mechanisms to further enhance the 
adaptability of the pathway selection process. Addi-
tionally, the computational efficiency of the network, 
while sufficient for most real-time applications, 
could be further optimized for resource-constrained 
devices, such as edge computing platforms. Lastly, 
the evaluation datasets primarily focus on low-light 
and dim environments, leaving room to investigate 
the performance of ADFN in high-resolution and 
highly cluttered scenes. Addressing these challenges 
will pave the way for broader applications of ADFN 
in more complex and diverse scenarios.
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