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An industrial network has become an important infrastructure. As industrial networks develop, their cyber-
security problems become more and more prominent. The attacks currently realized to networks turn out to
be advancing quicker than ever, and their destructive force also continuously gets bigger. Thus, the available
early warning technology for industrial network security issues requires more accuracy and timeliness since
a serious amount of delays occurs in real cases. The article proposes a strategy with high accuracy based
on a machine-learning algorithm. Nonlinear high-dimensional data with different feature characteristics in
cyber-attacks and low training efficiency of conventional early warning models to predict attacks are un-
derlined as a significant part of the problem to deal with. Thus, the manuscript suggests a feature selection
method based on the Tuna Swarm Optimization (T'SO) algorithm to filter out redundant features and reduce
the data’s dimensionality. Then, the Extreme Learning Machine (ELM) and Auto-Encoder (AE) are com-
bined to construct the model called Extreme Learning Machine-Auto Encoder (ELM-AE) to be implement-
ed as the basis of the early warning model for industrial network security. Afterward, the improved Whale
Optimization Algorithm (I-WOA) is used to optimize the parameters of the ELM, to construct the obtained
optimization model. Finally, the obtained optimization model is applied to detect attacks on industrial cy-
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ber security systems as an early warning method. Eventually, the proposed model is tested by constructing
an evaluation index system on how effective the early warning system functions. The experimental results
show that the proposed warning model for industrial network security issues has high warning accuracy and
efficiency concurrently, which provides an advanced early warning model for network attacks. The proposed
model with 92.64% precision and 51.84 s average execution time excels over other methods.

KEYWORDS: Industrial Network; Network Attack; TSO; ELM; AE

1. Introduction

An industrial network is composed of a complex in-
dustrial system and Internet technology. It houses
several technologies such as global industrial tech-
nology, advanced computer technology, analytical
process technology, sensor technology, network tech-
nology, and other highly integrated new products [24].
An industrial network breaks through a relatively
closed environment of conventional industrial sys-
tems, all emerging systems, production equipment,
and external network connections. Its application
is so important that the economic growth and social
development of each country depend on these new
industrial production and constructed infrastructure
systems, bringing a new driving force [12].

The future development of industrial networks has
vast opportunities. However, several defects are
also accompanied by Internet-based production
systems [29]. Since production equipment systems
have been continuously in use and are connected to
the Internet for online supervision to repair defects
and regularly surveil and update systems, they are
open to network attacks, thus posing an increasing
threat to industrial systems’ security. If a security
breach occurs, it will not only cause huge economic
losses but also jeopardize public safety. To mitigate
the issues that exist in industrial network security,
a growing demand for early warning methods for in-
dustrial network security is placed in the sector [7].

In the complex and changing industrial network
environment, although early warning technologies
for conventional network security such as firewalls,
intrusion detection systems, and a series of security
components are deployed for critical applications,
these technologies’ instant reactions are not enough
to protect industries’ applications and a delay in a
fraction of a second to react occurs when an attack
happens, and the accuracy level of an early warning
system is not satisfactory at all. To resolve this prob-

lem, industrial networks must have accurate and ef-
ficient warning models [9].

Aimingat providing a solution to the above problems,
the article researches the limitations of the conven-
tional early warning technologies for industrial net-
works’ security issues, points out the available secu-
rity risks of industrial networks, designs a feature
selection method used for detecting network attacks
based on the Tuna Swarm Optimization (T'SO) algo-
rithm, and adopts the Improved Whale Optimization
Algorithm (I-WOA) to optimize the Extreme Learn-
ing Machine (ELM)-Auto Encoder (AE) algorithm
and proposes I-WOA-ELM-AE algorithm be used as
an early warning model to detect attacks without a
delay on industrial network security, which provides
early protection for malicious intrusion behaviors in
industrial networks and enhances the warning capa-
bility of industrial networks.

The research contributes to literature as follows: 1.
By combining 2 efficient algorithms, which are the
Extreme Learning Machine (ELM) [13] and Auto-En-
coder (AE) [8] called Extreme Learning Machine-Auto
Encoder (ELM-AE); 2. Choosing effective attributes
used in the proposed algorithm based on the Tuna
Swarm Optimization (TSO) algorithm [10]; 3. Optimiz-
ing the parameters of the Extreme Learning Machine
(ELM) using the improved Whale Optimization Algo-
rithm (I-WOA) [25]; 4. Proposing the early warning
model called the IWOA-ELM-AE AE to detect attacks
without a delay on industrial network security.

2. Related Work

An early warning technology for industrial network se-
curityhasaveryimportant guiding role in the construc-
tion of Internet-based industrial information systems.
The current academic and industrial research on early
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warning technology for industrial network security
has continued for a long period and achieved certain
solid research results, especially in the fields of elec-
tricity production and computer security. Although
early warning technology for industrial network secu-
rity effectively prevents hacking and thus, protects the
security of industrial network information, a complete
early warning system has not yet been formed so far.

Janabi et al. [14] proposed a network attack detection
method based on Convolutional Neural Networks
(CNNs) for Software-Defined Networks, which can
successfully detect a variety of attacks with good re-
al-time performance and provide some early warning
effects. Neira et al. [19] designed a cooperative system
for early warning signals to predict DDoS attacks in
advance, which recognizes the attack signals before
the attacker launches an attack, thus enabling suffi-
cient preparation time before a DDoS attack occurs.
However, other types of defenses to attacks are not
examined, so the practical aspects remain to be fur-
ther verified. Azzam et al. [3] proposed a preliminary
metric to gauge the success likelihood of an attack in
real-time for stealth attacks on industrial control sys-
tems and applied the metric to alinear time-invariant
(LTT) system for testing, demonstrating that the met-
ric can provide early warning of a potential stealth
attack before it causes damages. However, the meth-
od did not provide an in-depth analysis and lacked a
comparison of the accuracy of the warning. Abdalz-
aher et al. [1] focused on the application of artificial
intelligence in IoT smart systems and proposed trust
techniques based on machine learning models to cope
with the cyber security of smart systems in IoT, but
the universality of the technique was not explored.
Chakkaravarthy et al. [5] designed a robust Intrusion
Detection Honeypot (IDH) to address the limitations
of the available security systems that are complex
and time-consuming and unable to warn of ransom-
ware. In IDH, the Honeyfolder module uses the Social
Leopard Algorithm to model the decoy folder and is
used for attack warnings. AuditWatch was designed
to verify the entropy of files and folders. Cep engine
was used to aggregate the security data from mul-
tiple sources to confirm the ransomware signature
and respond instantly, the designed IDH significantly
improved the ransomware detection time, detection
rate, and response time. The IDH was designed to
improve the effectiveness of ransomware alerts sig-
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nificantly, however, was not compared in depth with
other methods and had some limitations. Bou-Harb
et al. [4] proposed a novel system, CSC-Detector, for
early warning of network scanning activities, in re-
sponse to darknet activities. The system can be used
for early warning of network attacks orchestrated
in the Dark Web by using a fingerprinting engine to
obtain activity data from Dark Web traffic, an infer-
ence engine to generate insights, and an analysis en-
gine to infer activity. However, the practical effects
of the method were not presented for the middle and
late stages of network scanning activities, which has
some limitations. Kumar et al. [15] developed a DL-
TIF automation framework in IoT-enabled Maritime
Transportation Systems (MTS), which consisted of a
Deep Feature Extractor (DFE), CTI Driver Detection
(CTIDD), and CTI Attack Type Identification (CTIA-
TI). Although the cumulative research has achieved
certain results in dealing with industrial network se-
curity threats, they usually target only a single type of
network attack and is difficult to achieve a balance be-
tween accuracy and efficiency. Therefore, to address
this difficulty, the article proposes an early warning
model based on a new machine learning-based cyber-
security, which can realize high-accuracy strategies
and can balance the efficiency of early warning to im-
prove the level of industrial cybersecurity. More up-
to-date research can be found in [21, 23, 2, 27].

3. Feature Extraction of
Cyber Attacks

3.1 The Presentation of the Problem

Features of cybersecurity data in industrial net-
works contain alarge number of features with differ-
ent characteristics, and it is required to determine
which ones fit into security warning tasks. In early
warning security issues, not all features are high-
ly relevant to the judgment of network attacks, i.e.,
many features are redundant in network attack cas-
es. Directly utilizing raw high-dimensional data for
early warning judgment tasks may encounter a "di-
mensionality curse” problem, and at the same time,
processing a large amount of high-dimensional data
will take up higher computational resources, storage
space, and time.
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Therefore, a dimensionality reduction method to
detect better features used in the construction of
an early warning model is conducted in this paper.
Thus, this process filters out redundant features
that do not contribute to or have less influence on
detection tasks. By doing so, the feature set is sim-
plified and the optimal set of the features is attained.
Hence, the resource cost is largely reduced, and the
difficulty of the model training is avoided, which pre-
vents overfitting issues and improves the efficiency
of the constructed early warning model.

3.2 The Design of the Methodology

This subsection abstracts the feature selection prob-
lem for industrial cybersecurity by assuming an ini-
tial cybersecurity feature dataset, B = {(x,,»,), (x,,1,),
s (x,,,¥,)}, and the sample matrix X = (x,, x,,... , x, )"
Eachrowrepresents a set of industrial cybersecurity
samples, each column represents a set of conjugate
cybersecurity features, and the matrix of cyberat-
tack types is denoted by Y=(y,,),5...,1,,)%, s0, each row
corresponds to a network attack type. If there are m
samples and » features, x;=(x;, X, ... , X;,,) is a vector
of the n-dimensional features space of the network.

o=spanif,.f,,.... f... f,}, then x; denotes the value of
the sample x, on the jth feature f,.

The TSO algorithm can effectively improve the con-
vergence speed and optimization accuracy of the
algorithm as well as have better stability when com-
pared with other optimization algorithms such as
SSA, DE, and GWO. Therefore, the manuscript picks
the TSO algorithm to detect features that will be em-
ployed in the constructed early warning model based
on the original cybersecurity feature dataset B [22].
To improve the efficiency of the constructed model,
it is necessary to filter out features that contribute
less to the proposed model, and the features are se-
lected to determine a subset of the features Z for the
evaluation function f(z) when a smaller number of
features are used for f(z). The bigger the f(z) is, the
better the effect of the subset Z.

Furthermore, the TSO algorithm simulates 2 forag-
ing behaviors of tuna populations: spiral-form for-
aging and parabolic-form foraging. When the orig-
inal dataset of network security is used as input, it
is processed according to the previously mentioned
treatment that partitioned the data into the set of
network security features and the corresponding set
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of network attack types, and the matrix of network
security features as well as the matrix of network at-
tack types generated respectively. Finally, the gener-
ated feature subsets are utilized as tuna individuals.

The TSO algorithm uses a random selection of ini-
tial positions in the search space for population ini-
tialization [20]:

X =Rand *(UB—LB)+LB,i=12,-\N

where X, denotes the ith individual, which represents
the initial subset of features. UB and LB represent the
upper and lower bounds of the search space.

Thisrandom initialization has a drawback in that the
generated initial positions could be unstable, which
may cause an unbalanced distribution of the initial
population, thus affecting the capability of global
exploitation in the early-stage warning problems. In
the article, a good point set is used to initialize the
population, which is an effective uniform distribu-
tion, when compared to a random method, it helps
the initial population be more uniformly distributed
in the search space, thus, obtaining a stronger global
development capability.

The population based on the set of good points is ini-
tialized as follows.

1 Construct a good point set
X={x,,x,,...,xy}, which contains N points that
represent the number of populations.

2 Compute the jth component of x,, where

i
x,./.:24i~cos(m)
P

3 Map the good point set into the search space,
x;=LB+mod(x,,1)-(UB-LB).

Spiral-form foraging and parabolic-form foraging
are defined as follows: Spiral-form foraging: When
the TSO algorithm spirals the search, the need for
a subset of excellent features in a wide search space
in the pre-iteration is on. Hence, the algorithm will
randomly generate a subset of features as areference
target. With the increase in the number of iterations,
the algorithm also gradually searches a small search
scope, at this time no longer a randomly generated
feature subset is needed, but in the current optimal
subset around the search. In summary, the model of
spiral form search is delineated as follows:
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where X] denotes the i-th subset of features at ¢ iter-
ations, X denotes the current optimal subset of fea-
tures, a, and a, represent the weighting coeflicients.
T represents the maximum number of iterations, b
denotes a random number in [0,1], and a represents
a constant.

Parabolic form foraging: In addition to the spiral form
search, a portion of the tuna population searches in a
parabolic form using the optimal individual as arefer-
ence. The other part searches around the optimal in-
dividual, and the parabolic form search is modeled as:

X, +rand(X; - X))+ TF.p*> (X, - X)),
rand < 0.5 ¢
TF.p*,rand > 0.5

t+1 _
X =

t t
logp=—log|1——|,
gp T g( Tj ®

where TF represents a random number with a value
of 1 or -1. 50% of the feature subsets will be searched
parabolically concerning the current optimal subset,
and the other 50% will be searched in the vicinity of
the current optimal subset.

3.3 The Steps of the Method

Due to the large amount of cybersecurity data, to
reduce the computational cost and improve the ef-
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ficiency of the feature selection process, this paper
adopts ELM as a cybersecurity feature detection
tool to design, to search for the subset of cybersecu-
rity features with higher accuracy.

In the optimization problem, it is crucial to choose a
good fitness function that should consider the specif-
ic optimization objectives. In the feature selection, 2
objectives appear to be more important, the first one
is to detect the correct rate as high as possible, and
the second one is to select the number of features as
small as possible. Therefore, to evaluate the quality
of the feature subset, both objectives are encapsulat-
ed into the fitness function, and the fitness function
fis defined by

n
f=a*(1—acc)+/3*ﬁ, )

where a and S denote the weight coefficients, acc
represents the accuracy of ELM for detecting a sub-
set of network security features, n denotes the num-
ber of features in the current subset of network traf-
fic features, and N denotes the number of all features.

The steps of the selection of the network security
features based on the TSO algorithm are shown in
Figure. 1.

Step 1: Preprocess the data and set the TSO param-
eters.

Step 2: Initialize the population individuals in the
TSO algorithm, i.e., the subsets of network security
features, calculate the evaluation scores of each fea-
ture subset using the fitness function in Equation
(9), and record the optimal feature subset and the
worst feature subset.

Step 3: Perform the update of the feature subset us-
ing Equations (2) and (7) and recalculate the eval-
uation scores of each feature subset, if the updated
feature subset has higher scores, then replace it, oth-
erwise keep it unchanged.

Step 4: Select the feature subset with the best eval-
uation score and the worst feature subset from the
whole feature subset.

Step 5: Judge whether the algorithm is terminated
or not, if satisfied then output the current optimal
feature subset, otherwise return to Step 3.

Aiming at resolving the problem of the high dimen-
sional dataset, which affects the efficiency and ac-
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Figure 1
The steps of the feature selection of the network security
based on the TSO algorithm.
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curacy of the constructed early warning model, we
abstract the problem of selecting the features into an
optimization problem and make use of the TSO algo-
rithm to find a subset of features that is conducive
to the detection, to guarantee the detection accura-
cy and reduce the complexity of the data processing,
and to provide the front-end support for the con-
struction of the early warning model.

4. An Early Warning Model for
Industrial Network Security

Compared to the deep neural network, the machine
learning model’s shallow network structure reduces
the operation’s required performance, saves compu-
tational resources, and has high classification accu-
racy for multi-source data. The data to be processed
by the early warning model is text data, which re-
quires a high degree of real-time accuracy. If it can-
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not be analyzed accurately within a reasonable peri-
od to defend against cyber-attacks in advance, there
will be alag and lead to the inability to respond to cy-
ber-attacks promptly. Therefore, this paper’s main
concern is to focus on establishing an early warning
model based on machine learning.

4.1 The Design of the Model

In this paper, when a warning model is designed
for industrial network security, we mainly consid-
er the combination of the ELM and AE to propose a
model, since the gradient descent algorithm will be
implemented, which tends to result in low training
efficiency and being trapped in a local optimization
when there are too many nodes within the layers in
the network, and the classification accuracy of the
ELM for large-capacity data samples tends to be dif-
ficult to meet the actual demand. Therefore, the out-
put of the ELM can also be used as the input, which
can simplify the process and thus make ELM have
the function of AE so that the generalization perfor-
mance, training efficiency, and classification accura-
cy of the proposed ELM-AE can be improved.

The input sample capacity of the ELM is set to n,and
the number of input and output nodes are assigned
tom,then, the input matrix formed by the input vari-
ables can be denoted as

X={x,X,,...,x,| x€e R"} and x can also act as the output
variables. The ELM-AE implicit layer variables are
delineated as follows [11]:

h=g(@pp 4z X + Upppsgi) s 10)

where wy;,, ,- and a,;,, .- denote the input weights
and the input bias, respectively, both of which are
randomly generated. To ensure the generalization
performance of the ELM-AE, orthogonal operations
are performed on both, then [17]:

T _
Oprpr—ae " Pprv-ae =1 an

T
Cpy—ae " Xpm-ae =1

Equation (11) is attained. The hidden layer variable
Ny aap 18 Telated to the training output x*

J— ! «
Perpe g " Opiy_ap =X (12)



Information Technology and Control

Then, the Loss function is set as follows:

s e "2 +Clx=x

min LOSSELMJE = 5 13)

where C denotes the regularization parameter,
which regulates the generalization performance of
the ELM-AE. The optimization ay,,, ,, is resolved
based on the least squares method. Let

K=C'E+ HELM_AEHELM%E then

T
B KH,, X.n <n, ) 14)
aELM—AE -

T T
Hy e KH gy e Xon,>n,

where E denotes the unit matrix.

In this paper, an early warning model for industrial
network security based on ELM-AE is constructed
whose steps are given as follows:

Step 1: Obtain data samples and divide the whole
data set into the training set and test set of different
anomaly-type data.

Step 2: Use the training set to train ELM-AE and ob-
tain the trained ELM-AE detection model.

Step 3: Input the test set into the trained ELM-AE
detection model to obtain the detection results.

Step 4: After all the test sets have been detected, the
detection results are counted and the anomalies of
the data are analyzed.

Although the ELM-AE can complete the effective
classification of network security features to a cer-
tain extent to achieve early warnings, the ELM itself
will be not reliable due to the randomness of the link
weights leading to the final output results having
strong volatility, so this paper designed the I-WOA
algorithm used to achieve the parameter optimiza-
tion of the ELM.

4.2 The Optimization of the Model

WOA algorithm has the advantages of a simple
mechanism and few parameters, which can signifi-
cantly improve the operation efficiency of the model
when itis used to realize the parameter optimization
of the machine learning model, which is more com-
prehensive than the TSO algorithm, so this paper
chooses the WOA algorithm to be used in the reali-
zation of parameter searching of the ELM-AE.
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4.2.1 Basic Principles of WOA

The WOA belongs to a new type of intelligent optimi-
zation algorithm, which in essence constructs a grid
search scheme by imitating the behavior of humpback
whales in hunting fish and shrimp. Humpback whales
will first analyze and determine the location of the
prey by moving the spit bubbles to make the bubbles
surround the prey. Humpback whale hunting behav-
ioris mainly divided into the following 3 stages [6, 18]:

1 Preyhunting stage

Since the location of the prey is unknown, the
WOA should first assume that the existing opti-
mal solution is the location of the target prey or a
near point, and then gradually update its location:

S= |/1F* (t)- F(t)| (15)

Ft+)=F (t)-ns, (16)

where S denotes the rounding step, F(#+1) denotes
the position of the solution at the #+1-th iteration,
F*(t) denotes the position of the optimal solution
at the ¢-th iteration, and F(¢) denotes the position
of the solution at the #-th iteration. # and 4 repre-
sent random coefficient vectors. At each iteration,
when a better solution than the current optimal
solution is generated, F*(¢) is dynamically updat-
ed, 7 and A computed as follows:

20y —0
2t

o=2—-——, an
tmax

A=2y

where 0 characterizes the control parameter, the
iterative operation is gradually reduced from 2 to
0 linearly, ¢, represents the upper limit of itera-

tion. This paper is set to 500, y€[0,1] representing
the random value.
2 Bubble attack stage

In this stage there are 2 types of situations:

a Contraction of the prey range. At this time, the
new position of an individual can take the value
between the current individual position and the
optimal individual position, and the process is
consistent with Equation (16).
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b Spiral update method. Spiral updating of the po-
sition is performed to resolve for the individu-
al-prey spacing D:

F(t+1)=F"(t)+ De” cos(2xl) (18)

where D =|F*(t) — F(t)|, p denotes the logarith-
mic helix shape constant, and 7 represents a
random value in [-1,1].

Here, 0.5 is used as a baseline, and a random
probability pe[0,1] is generated to determine
the hunting method. When |d|<1 and p<0.5,
then the hunting range is contracted. When
|0|]<1 and p>0.5, then a spiral update is used.

3 Prey search phrase

The random search starts when |d|>1. Individu-
als are randomly screened to update the position
until the iteration limit is reached, and its search
expression is given as follows:

S=[AF,,, —F() (19)
F@t+)=F,,—nS, (20)
where F',, ,denotes a randomized position vector

and affects whether an individual carries out the
current phase or not.

4.2.2 Improvements to WOA

1 Chaotic initialization of populations

Since the initial population in the WOA is often
randomly generated, the imbalance of its distri-
bution will weaken the optimization efficiency.
Chaos theory, however, due to its nonlinearity
and dynamic randomness, can promote the di-
versity of initial populations, so that the particle
optimization region covers the whole domain and
does not deprive the original population of its
randomness. Therefore, this paper adopts Cubic
chaotic mapping to perform the initialization of
the population as follows:

X, =0ox,(1-x.) @1)

where x, denotes the chaotic sequence of the
humpback whale population and x,(0,1). ¢ de-
notes the regulation covariate where o€(1,5,3).
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2 Nonlinear regulation of control parameters

Adjusting 7 can correct the optimization region
of the WOA, and 7 is mainly affected by J, which
is proportional to the size of the optimization re-
gion. The convergence rate is relatively slow be-
cause of the 0 decreasing linearity in the WOA.
Therefore, nonlinear adjustment is introduced
to improve the optimization performance of the
WOA ensuring that the trend of 6 remains un-
changed, and the improvements are presented as
follows:

2
t
é‘(t) = d}1[lia/ - (5mizia/ - 5//‘/1(1/) -tan %[_j ) (22)

max

where J,,,,, and J;,,, denote the initial and final
values of the control parameters, respectively.
In the early stage of improvement, the decreas-
ing speed is slow and mainly realizes the global
optimization control, while in the later stage, the
value decreases faster and the algorithm is termi-

nated by fast convergence.

nal

3 Adaptive weighting factor

Inertia weight is a key parameter in the WOA con-
cerning the performance of global optimization
and local optimization, so the adaptive weight
factor is introduced in the WOA to complete the
updated regulation of individual positions:

2
4 L ( Qf))
2 ZLmalx ’ -

wt)y=w,, —(w

max

-w,,)-sin| —

where w(f) characterizes the current inertia
weight, w,,. and w,,, characterize the upper and
lower bounds of the inertia weight, respectively. At
the beginning stage, the inertia weights converge to
w,... and the focus is on realizing the global optimi-
zation, while at the later stage, the inertia weights
converge to w,,,, and the focus is on realizing the lo-

cal optimization to complete the operation.

Combining Equations (16) and (18), Equation
(24) is attained:

w-F'(t)-n-S,p<0.5

. . (24)
D-e"” -cos(2xl)+wF (t),p>0.5

FU+D={
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4.3 The Steps of the Proposed Model

The process of applying the I-WOA to the parame-
ter optimization of the ELM-AE to achieve the opti-
mized early warning model for industrial cybersecu-
rity system is presented as follows:

Step 1: Obtain data samples and divide a training set
and a test set of different anomaly-type data.

Step 2: Input the training set into the optimized
ELM-AE model to train the model

Step 3: Initialize the WOA population and popula-
tion parameters by Chaos theory.

Step 4: Calculate the fitness value of the WOA pop-
ulation.

Step 5: Assume that the existing optimal solution is
the location of the target prey or anear point, and de-
termine whether the current p-value is less than 0.5,
if so, contact the hunting range. At this time, the new
position of the individual can take the value between
the current individual position and the optimal indi-
vidual position, and vice versa, the position is updat-
ed in a spiral.

Step 6: Start a random search immediately, and ran-
domly screen individuals to update their positions
until the iteration limit is reached.

Step 7: Determine whether the termination condi-
tions are satisfied, if yes, terminate the optimization,
otherwise output the optimal link weight matrix
and bias matrix, and determine the optimal network
structure of the ELM-AE based on the output results.

Step 8: Input the test set data into the trained opti-
mal ELM-AE model to detect abnormal data.

5. Experimental Analysis

5.1 Data Sources and Experimental Settings

The dataset, UNSW-NB15 [26] is used, a cybersecu-
rity dataset proposed by the UNSW Cybersecurity
Laboratory in 2015 that is more in line with the char-
acteristics of modern networks. It is composed of a
mixture of real-life normal traffic and anomalous
traffic from contemporary attacks, containing one
type of normal traffic and nine types of anomalous
traffic. All the experiments are conducted under In-
tel(R) Core (TM) i9-10850K CPU @ 5.20GHz, 16GB
of RAM, 2TB of hard disk, and Windows 10 environ-
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ment, and the simulation experiments are run using
MatLab R2023A tool.

5.2 The Evaluation Indicators of The Model
Performance

To evaluate the proposed early warning model more
comprehensively, recall, accuracy, precision rates,
and F-score are selected. These indicators can be
calculated by the confusion matrix.

The recall rate (Rec) indicates the ratio of the num-
ber of samples in which the alert model determines
an actual cyber attack as a cyber attack to the total
number of samples of actual cyber attacks:

Rec = i p
TP + Fm @5

Accuracy rate (4cc) indicates the percentage of the
alerting model that judges normal data as normal
and cyber-attack data as cyber-attack:

TP+TN

Acc = .
TP + FN + FP+TN

(6)

Precision rate (Pre) indicates the ratio of the number
of samples in which the alert model judged a cyber
attack as a cyber attack to the number of samples in
which all were judged as cyber attacks:

P

Pre=——1 -
TP+ FP

@7
F-score (F) combines the accuracy and recall of the
proposed early warning model and can evaluate the
comprehensive performance of the algorithm by
Equation (28)

2
v @28)
Rec Pre

F=

5.3 The Analysis of the Model Testing’s Results

The UNSW-NB15 dataset was subjected to feature
selection using the TSO algorithm. The machine
learning models GBDT [30], Light-GBM [16], Ada-
Boost [28], ELM, ELM-AE, and WOA-ELM-AE are
picked for side-by-side comparisons to validate the
effectiveness of the proposed I-WOA-ELM-AE, as
shown in Figure 2.
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The classification results of the different models.
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Seven distinct models are employed to execute
multi-classification tasks on the UNSW-NB15 data-
set, focusing on ten diverse categories. The outcomes
of this classification are depicted in Figure 2. A thor-
ough examination of the experimental data reveals
that the proposed I-WOA-ELM-AE model demon-
strates generally superior performance compared to
conventional machine learning models in the context
of the cybersecurity data utilized for testing. Notably,
AdaBoost emerges as the least effective model in this
comparison. Further analysis indicates that models
leveraging the ELM-AE, particularly in the categories
of Fuzzers, DoS, Exploits, Generic, and Reconnais-
sance, exhibit a distinct advantage in terms of Recall
and F-score metrics. However, for categories such as
Analysis and Backdoor, the performance of the mod-
els is adversely affected, likely owing to an imbalance
in the distribution of data samples. This imbalance
results in diminished efficacy, as exemplified by the
AdaBoost algorithm, which registers a Recall and
F-score of 0. The proposed I-WOA-ELM-AE model,
while differing from other models, does not demon-
strate exceptional performance in these categories.

In categories with smaller sample sizes, such as Shell-
code and Worms, significant variability is observed
among the machine learning models. This is partic-
ularly evident in the Worms category, where both
GBDT and AdaBoost exhibit a Recall and F-score of 0.
In contrast, the proposed I-WOA-ELM-AE maintains
better performance, underscoring its stability even in
scenarios of limited data availability.

Table 2 presents a comprehensive summary of the
combined alert results generated by various algo-
rithms for each type of network security data. The
superior classification efficacy of the ELM-AE-

Table 1
Comprehensive test results for UNSW-NB 15.
Models Rec Pre Acc F-score
GBDT 62.84% 7545 86.78 6244
Light-GBM 50.76 52.24 84.25 52.06
AdaBoost 36.46 39.22 74.18 35.26
ELM 68.54 8371 89.88 7044
ELM-AE 69.77 8765 90.67 70.93
WOA-ELM-AE 7244 89.87 9144 71.59
IWOA-ELM-AE 74.87 92.64 97.62 7412
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based model over other models is highlighted. The
proposed I-WOA-ELM-AE, following optimization,
shows significant improvements across all indica-
tors, markedly outperforming other models. Col-
lectively, these findings suggest that the detection
capabilities of the proposed I-WOA-ELM-AE are
consistently high, thereby affirming its effectiveness
in the field of cybersecurity data classification.

To further test the model performance, the aver-
age time used for 20 operations of the seven models
was computed separately. The time statistics were
achieved by using the program’s automatic timing
statements, and a comparative analysis of compu-
tational efficiency among various machine learning
algorithms is presented. The results are shown in
Table 1. The ELM algorithm demonstrates a nota-
bly expedited computation time of only 37.41 sec-
onds. In stark contrast, algorithms such as GBDT,
Light-GBM, and AdaBoost exhibit considerably pro-
longed computation durations, each surpassing the
300-second threshold. Further examination reveals
that the ELM-AE, an enhanced version derived from
the foundational ELM, records a computation time
of 45.86 seconds. This duration, while marginally
longer than that of the ELM, remains significantly
lower than the aforementioned algorithms. Addi-
tionally, the integration of the WOA with the ELM-
AE referred to as the WOA-ELM-AE, results in a
computation time of 87.66 seconds. This outcome in-
dicates a pronounced iterative delay when the WOA
is employed for optimizing the ELM-AE. Subsequent
improvements to the WOA, leading to the creation of
the I-WOA, demonstrate a reduction in computation
time when applied to the ELM-AE (I-WOA-ELM-
AE), clocking in at 51.84 seconds. This reduced dura-
tion, in comparison to the WOA-ELM-AE, signifies a
substantial enhancement in optimization efficiency
attributed to the improvements in the WOA.

Even though the computation times of both I-WOA-
ELM-AE and ELM-AE exceed that of the original
ELM, it is imperative to consider their classification
performance. The proposed I-WOA-ELM-AE, inpar-
ticular, exhibits superior classification capabilities.
When evaluating the comprehensive performance
of these algorithms, it is evident that the enhanced
versions, despite their increased computational
time, offer considerable advantages, particularly in
terms of classification accuracy and efficiency. This
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suggests a favorable trade-off between computation-
al speed and classification performance, positioning
the enhanced algorithms as viable options in scenar-
ios where accuracy is paramount.

Table 2
The Comparison of Computing Efficiency.

Models Average time for 20 operations (s)
GBDT 318.6
Light-GBM 324.5
AdaBoost 365.2
ELM 3741
ELM-AE 45.86
WOA-ELM-AE 87.66
I-WOA-ELM-AE 51.84

The proposed I-WOA-ELM-AE exhibits superior
performance in terms of early warning for network
security threats. It demonstrates a remarkable ca-
pability to achieve high accuracy and efficiency in
its predictive capabilities. This enhanced accuracy
and efficiency are crucial for timely and reliable early
warning systems in network security issues, particu-
larly in the context of rapidly evolving cyber threats.
Moreover, the practicality of the proposed I-WOA-
ELM-AE in industrial network security scenarios
has been explored. In these environments, where the
stakes of network security breaches can be particu-
larly high, the proposed I-WOA-ELM-AE has shown
commendable performance. Its capability to provide
accurate and efficient early warnings makes it a valu-
able tool for maintaining the integrity and security
of industrial networks. The effectiveness of the pro-
posed I-WOA-ELM-AE in delivering precise early
warnings, combined with its efficiency in processing
and analyzing network security data, positions it as
a significant advancement in the field of network se-
curity. Its application in industrial contexts further
underscores its practicality and reinforces its rele-
vance in addressing contemporary network security
challenges. The findings suggest that the proposed
I-WOA-ELM-AE represents a notable contribution
to the development of a more robust and reliable
early warning model of network security systems,
particularly in an era where cyber threats become in-
creasingly sophisticated and pervasive.
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6. Conclusion

For real-time early warning requirements of indus-
trial network security, a feature selection method
for network security features based on the TSO al-
gorithm is proposed, which reduces the redundant
features of network security data and improves
the functionality of machine learning models. To
improve the accuracy and efficiency of the early
warning system for network security issues, the
ELM-AE is used to establish a basic warning mod-
el, and then I-WOA is used to realize the parame-
ter optimization of the ELM-AE for the parameter
selection problem of the ELM-AE, to design an
early warning model for industrial network securi-
ty issues, which result in a proposed model called
I-WOA-ELM-AE. Finally, the effectiveness of the
proposed algorithm is tested by experiments. The
adopted strategy has both high early warning accu-
racy and efficiency, which has important practical-
ity in the protection of industrial network security.
In the future, we will further study the applicable
security warning technology to complex intercon-
nected industrial networks considering encryp-
tion, introduce blockchain technology to realize
higher-level protection for network security issues,
and further improve the level of industrial network
security. The proposed model with 92.64% preci-
sion and 51.84 s average execution time excels over
other methods.
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