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In environments containing highly integrated devices, accurately monitoring the status of circuit breaker lockouts 
is essential for maintaining the stability of power systems. Traditional detection methods are often inadequate 
due to complex equipment configurations and severe operational challenges. This paper presents an enhanced de-
tection model, the AL-YOLOv9s, which improves the efficiency and accuracy of detecting circuit breaker lockouts. 
The AL-YOLOv9s model is based on the advanced YOLOv9s algorithm and incorporates an enhanced efficient 
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multi-scale attention module to boost feature extraction capabilities. It also integrates channel and spatial atten-
tion mechanisms to optimize the feature fusion process, thereby improving detection performance. Additionally, 
the model has been optimized to a size of 4.7M, making it suitable for lightweight field applications without com-
promising accuracy. Experimental results demonstrate that the AL-YOLOv9s model achieves high standards in 
accuracy and portability, thus offering an effective and practical solution for lockout detection.
KEYWORDS: Circuit breaker lockout, YOLOv9s, AL-YOLOv9s, Multi-scale attention mechanism, Channel 
attention, Spatial attention, Lightweight model, Object detection.

1. Introduction
In the era of rapid advancements in industrial and in-
formation technology, the integration of smart devices 
with Internet of Things (IoT) technologies is increas-
ingly driving the progression of industrial automation 
and intelligent manufacturing [2, 4]. Modern indus-
trial systems are characterized by highly integrated 
production lines, intelligent monitoring systems, and 
remote operation platforms [8]. Within these complex 
systems, core components such as sensors, actuators, 
and control units are pivotal for ensuring stable sys-
tem operations, enhancing production efficiency, and 
maintaining workplace safety. Consequently, the ac-
curate identification and real-time monitoring of these 
critical components are significant technological chal-
lenges in the industrial sector [9].
Particularly in the maintenance and operation of high-
ly integrated equipment, effective monitoring of the 
status of electrical equipment locks is crucial for en-
suring both equipment stability and personnel safety 
[3, 21]. Failures in accurately detecting these states can 
result in equipment malfunctions and serious safety 
incidents. In such settings, the role of target detection 
technology becomes critical. Various target detec-
tion algorithms have been widely applied to monitor 
the status of electrical equipment, providing precise 
and timely monitoring data [22, 23]. Advancements 
in artificial intelligence have led to the evolution of 
target detection from manual feature-based methods 
like HOG [16] to sophisticated deep learning-based 
algorithms such as Faster R-CNN, which utilizes Re-
gion Proposal Networks (RPN) for rapid and accurate 
target detection while maintaining high real-time 
performance [6, 7]. In highly integrated industrial en-
vironments, target detection confronts challenges in-
cluding device diversity, complex backgrounds, vary-
ing target sizes, and demands for real-time processing. 
However, applying generic target detection models to 
specific scenarios, like electrical lock identification in 

substations, often encounters obstacles such as large 
model sizes and poor portability, which can signifi-
cantly hinder detection efficiency and accuracy [1, 19].
YOLO (You Only Look Once) is a widely recognized 
target detection algorithm that stands out for its rap-
id and efficient performance [12]. A key advantage 
of the YOLO algorithm is its ability to achieve high 
detection rates rapidly while maintaining accuracy, 
thereby making it highly suitable for real-time video 
surveillance applications. Since its debut, the YOLO 
framework has evolved through multiple iterations 
[13], culminating in the latest version, YOLOv9 [11]. 
Each iteration has brought enhancements such as 
optimized network structures, increased detection 
accuracy and speed, and improved capability to de-
tect objects of varying sizes. Zhu et al. introduced the 
C2DEM-YOLO model, which integrates the C2Dense 
and EMA modules to significantly boost detection 
precision [24]. However, the practical applicability of 
this model in real-world settings remains to be vali-
dated, and its performance within deeper network 
architectures is still constrained. Hao et al. devel-
oped the YOLOv5-EMA model, which incorporates 
an EMA module to better detect small and occluded 
objects, though the model still lacks optimization for 
lightness and robustness [5]. Yan et al. created a light-
weight multi-object joint training model that utilizes 
complex network feature mappings to enhance infor-
mation entropy and employs thermal pixel method-
ology to address the imbalance between foreground 
and background, using pixel temperature to indicate 
the likelihood of object presence [20]. This model is 
well-suited for devices with limited computing re-
sources and surpasses traditional lightweight mod-
els and knowledge distillation methods in accuracy 
and reliability. Despite these benefits, there is room 
for improvement, especially in managing the added 
complexity of feature mapping, which could impact 
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overall model performance. Wang et al. designed 
the GF-YOLOv7 network model specifically for the 
recognition of substation bouncing locks [14]. This 
model integrates the MobileViT module and CBAM 
attention mechanism to achieve both lightness and 
enhanced performance. 
Xiao et al. built the DCFormer framework, replaced 
the multi-head attention module (MHA), the core 
component of Transformer, and proposed dynamical-
ly combinable multi-head attention (DCMHA). DCM-
HA releases the fixed binding of the search selection 
loop and the transformation loop of the MHA atten-
tion head, allowing them to be dynamically combined 
according to the input, fundamentally improving the 
expressive power of the model [18]. Wang et al. pro-
posed a content-aware mixer (CAMixer) to meet the 
needs of large image (2K-8K) super-resolution (SR) 
and overcome the shortcomings of existing methods 
[15]. CAMixer allocates convolution and deformable 
window attention in a content-aware manner, and 
uses a learnable predictor to generate offsets, classi-
fication masks, and convolutional attention for win-
dow distortion, thereby adaptively including more 
useful textures and improving the representation 
power of convolution. A global classification loss is 
introduced to improve the accuracy of the predictor. 
By stacking CAMixers, CAMixerSR is formed, which 
performs well in large image SR, lightweight SR and 
omnidirectional image SR.
Despite these advancements in specific tasks, these 
models still confront common challenges such as man-
aging model complexity, validating adaptability to re-
al-world environments, and generalization of the model.
This study employs the most recent installment from 
the YOLO series, YOLOv9, as the base model. It en-
hances the feature extraction capabilities of the back-
bone network through the integration of an improved 
spatial learning efficient attention module and em-
ploys a channel attention mechanism to guide feature 
fusion. In response to the needs for task portability 
and edge deployment, the network has been modified 
to achieve significant lightweight improvements.
The main contributions of this paper are summarized 
as follows:
 _ The EMA attention module has been enhanced and 

integrated into the YOLOv9 network to improve 
the feature extraction capabilities of the backbone 
network.

 _ Feature fusion in the proposed network is guided 
by both spatial and channel attention mechanisms.

 _ Addressing the challenge of lock recognition, an 
improved AL-YOLOv9s network is proposed. Ex-
perimental results indicate that the proposed net-
work achieves higher accuracy while significantly 
reducing model weight.

 _ The structure of this paper is organized as fol-
lows: Section 2 provides a detailed explanation of 
the YOLOv9 model and the self-attention mecha-
nisms. Section 3 elaborates on the AL-YOLOv9s 
algorithm, including the introduction of improved, 
efficient multi-scale, channel, and spatial atten-
tion modules to enhance feature extraction and 
optimize feature fusion, achieving a lightweight 
design. Section 4 presents a comparative analysis 
of the AL-YOLOv9s algorithm with other detection 
methods. Finally, Section 5 concludes the paper 
and outlines future research directions.

2. Related Works
2.1. YOLOv9 Object Detection Network
YOLOv9, released on February 21, 2024, by Chien-
Yao Wang, the author of YOLOv4 and YOLOv7, rep-
resents the latest advancement in detection networks. 
YOLOv9 addresses the issue of information loss during 
data transmission within deep networks by introduc-
ing programmable gradient information. This innova-
tive concept has led to the development of a General-
ized Efficient Layer Aggregation Network (GELAN) 
architecture for feature extraction. YOLOv9 preserves 
and extracts critical information for mapping data to 
targets with remarkable efficiency, achieving detection 
performance that equals or surpasses previous YOLO 
models while utilizing fewer parameters and reducing 
computational demands. Figure 1 provides a schematic 
of the YOLOv9 network structure.
At the input stage, YOLOv9 maintains consistency 
with YOLOv7 [13], continuing to utilize Mosaic data 
augmentation, adaptive anchor box calculations, and 
adaptive image scaling to enhance data quality for the 
input model. Modifications to the backbone network 
include the integration of CSPNet and ELAN fea-
tures to design the GELAN as the primary feature ex-
traction unit. The use of RepConv as the foundational 
convolution module, coupled with reparameteriza-
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Figure 1
YOLOv9 Network Structure

tion techniques, further bolsters feature extraction 
capabilities. The neck of the network retains the 
FPN+PAN structure for path aggregation but replaces 
the E-ELAN module with a GELAN layer. An auxilia-
ry reversible branch is added, incorporating elements 

from the CBNet composite backbone network to fa-
cilitate gradient information flow and aggregation. 
The prediction end continues to use three different 
types of prediction boxes for classification, location, 
and confidence of targets, employing non-maximum 
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suppression to eliminate redundant boxes. The inclu-
sion of the auxiliary reversible branch enhances the 
information fusion process.
YOLOv9 is designed for target detection tasks in 
various scenarios. To tailor the network for trans-
fer deployment, modifications have been made for 
lightweight operation and specific enhancements for 
bounce lock detection.

2.2. Channel Attention Mechanism
As illustrated in Figure 2, the Convolutional Block 
Attention Module (CBAM) attention mechanism 
[17] dynamically adjusts the weights of information, 
enhancing the neural network’s focus on pertinent 
details while minimizing attention to irrelevant data. 
This feature significantly improves the detector’s 
ability to allocate attention effectively across differ-
ent targets, enhancing the perception of useful infor-

Figure 2
Channel Attention Structure

mation.
The Channel Attention (CA) module, building on the 
principles of SENet, introduces a maxpool feature 
extraction method. This enhancement capitalizes on 
the inter-channel relationships to generate a channel 
attention map, focusing the neural network’s process-
ing power on the most informative features.
The Spatial Attention (SA) module, as depicted in 
Figure 3, exploits the spatial relationships between 
features. It performs parallel average pooling and max 

pooling operations along the channel axis. The outputs 
from these pooling operations are concatenated and 
then processed through a convolutional layer to pro-
duce the attention map, as detailed in Figure 3. The 
computational processes for both the channel atten-
tion map and the spatial attention map are as follows:
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2.3. Efficient Multi-Scale Attention (EMA)
In computer vision networks, attention mechanisms 
significantly enhance the salience of feature repre-
sentations. However, modeling inter-channel rela-
tionships through channel dimension reduction can 
sometimes adversely affect feature extraction. To 
address this, Ouyang et al. [10] proposed the Efficient 
Multi-Scale Attention (EMA) module, which mini-
mizes computational costs while preserving essential 
information.
As depicted in Figure 4, the EMA mechanism begins 
by dividing the input feature maps across the channel 
dimension into G groups. Each group represents a set 
of sub-features with distinct semantics. The mecha-
nism employs dual-path 1x1 branches and a single 3x3 
branch to derive various attention weights for these 
feature layers. The outputs from the 1x1 branches are 
processed through a sigmoid function, facilitating 
the fusion of two channel attention components. The 
attention weights are then refined using two-dimen-
sional global average pooling to encode global spatial 
information and align dimensions. This process cul-
minates in the aggregation of cross-spatial informa-

Figure 3
Spatial Attention Structure

Figure 4
Efficient Multi-Scale Attention
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tion through matrix dot product operations, and the 
final weighted spatial attentions are mapped through 
a sigmoid function. 
The detailed calculation steps for the EMA attention 
map are as follows:
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global spatial information [10]. This method calculates the averages for local areas, thus providing a uniform feature 
representation across the entire spatial domain. However, this approach might not adequately reflect the prominence of 
the most significant features within these areas. 

To address this limitation and enhance feature representation, the Improved Efficient Multi-scale Attention (IEMA) 
incorporates maximum pooling during the global spatial information encoding process. By selecting the maximum 
value from each local area through maximum pooling, it preserves the most salient features. The inspiration for 
integrating max pooling into IEMA comes from the channel attention mechanism in the Convolutional Block Attention 
Module (CBAM), where channel attention improves the feature maps generated by convolutional layers by focusing 
more on informative features, thus enhancing the model's overall discriminative capability. 

Adopting a similar strategy, IEMA aims to enhance the capabilities of the original EMA by providing a more 
detailed and focused spatial feature analysis. The combination of global average pooling and maximum pooling allows 
for a more comprehensive and detailed understanding of the spatial distribution in the data, which can lead to better 
performance in tasks requiring high-level spatial awareness and feature specificity. This hybrid pooling method, 
supported by channel attention principles, marks a significant evolution in the design of neural network attention 
mechanisms, aimed at improving accuracy and efficiency in processing multi-scale spatial data. 
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detailed understanding of the spatial distribution 
in the data, which can lead to better performance 
in tasks requiring high-level spatial awareness and 
feature specificity. This hybrid pooling method, sup-
ported by channel attention principles, marks a sig-
nificant evolution in the design of neural network 
attention mechanisms, aimed at improving accuracy 
and efficiency in processing multi-scale spatial data.
The computational process for IEMA is outlined as 
follows in Figure 5:
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3.2 Attention-Guided Feature Extraction and Fusion 

The computational process of attention mechanisms indicates that spatial attention prioritizes the significance of each 
locality within the feature layer, whereas channel attention focuses on the importance of each feature layer itself. In 
object detection tasks, the primary objective is to identify key targets within an image, where the relevance of different 
areas varies. Spatial attention thus guides the network to extract features from critical regions. This paper incorporates 
the IEMA attention mechanism into the YOLOv9 feature extraction network, guiding it to enhance the extraction and 
flow of key target features after shallow feature extraction, thereby increasing sensitivity to important targets. 

Meanwhile, the backbone network’s extracted feature layers contain rich semantic information, which varies 
across different layers in their contribution to target detection. Channel attention mechanisms are employed to guide 
feature fusion. To enhance network portability, the neck component has been modified to be more lightweight, 
focusing more effectively on feature fusion. 

3.3 AL-YOLOv9s Network Model 

The standard version of the YOLOv9 model is large, with a file size of 122.4 MB, which is not ideal for portability or 
real-time object detection. By adjusting the scaling ratios of the YOLO series and setting the network depth to 0.33 and 
width to 0.25, the YOLOv9s model is created with a significantly reduced size of 9.1 MB. This reduction greatly 
enhances detection speed and efficiency. 

In the YOLOv9s network, the integration of improved efficient multi-scale attention, spatial attention, and channel 
attention, along with lightweight modifications to the neck component, results in the AL-YOLOv9s network proposed 
in this paper. The network structure is illustrated in Figure 6. 
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Meanwhile, the backbone network’s extracted feature 
layers contain rich semantic information, which var-
ies across different layers in their contribution to tar-
get detection. Channel attention mechanisms are em-
ployed to guide feature fusion. To enhance network 
portability, the neck component has been modified 
to be more lightweight, focusing more effectively on 
feature fusion.

3.3. AL-YOLOv9s Network Model
The standard version of the YOLOv9 model is large, 
with a file size of 122.4 MB, which is not ideal for por-

Figure 6
AL-YOLOv9s Network Model

tability or real-time object detection. By adjusting 
the scaling ratios of the YOLO series and setting the 
network depth to 0.33 and width to 0.25, the YOLOv9s 
model is created with a significantly reduced size of 
9.1 MB. This reduction greatly enhances detection 
speed and efficiency.
In the YOLOv9s network, the integration of improved 
efficient multi-scale attention, spatial attention, 
and channel attention, along with lightweight mod-
ifications to the neck component, results in the AL-
YOLOv9s network proposed in this paper. The net-
work structure is illustrated in Figure 6.

4. Experimental Results
4.1. Experimental Environment and Data
The experimental dataset was sourced from video 
footage recorded in substation environments, from 
which 7,756 images with a resolution of 1920x1080 

dpi were extracted. These images feature four types 
of toggle locks, encompassing a total of eight distinct 
categories. To ensure the diversity of the dataset, we 
selected video clips under various conditions to cap-
ture different environmental changes. Each category 
has enough samples in the dataset to avoid class im-
balance issues. We performed standard processing on 
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each image, including cropping, scaling, and data aug-
mentation techniques such as random rotation, trans-
lation, flipping, and color adjustment, to increase data 
diversity and prevent model overfitting. Before divid-
ing the dataset, each image was manually annotated 
and then randomly split into training, validation, and 
test sets in an 8:1:1 ratio to ensure the effectiveness 
of model training and evaluation. The training set is 
used for model training, the validation set for tuning 
hyperparameters and model selection, and the test set 
for evaluating the final performance of the model.

4.2. Evaluation Metrics
In object detection, model performance is common-
ly assessed using Average Precision (AP) and the 
Mean Average Precision (mAP). AP is defined as the 
area under the curve that is formed by plotting Recall 
against Precision. The formula for calculation is ex-
pressed as follows:
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In this formula, Pr denotes precision, Re represents recall, TP stands for true positives, FP for false positives, FN 

for false negatives, and N is the number of categories detected. The F1-Score, also known as the balanced F score, is 

defined as the harmonic mean of precision and recall. 

4.3 Experimental Setup 

The experiments were conducted using an Ubuntu 20.04 operating system, powered by an Intel i9-10920X CPU with 

32GB of RAM and an NVIDIA GeForce RTX 3070 graphics card. The programming was executed in Python 3.8 using 

the Pytorch 1.8.0 deep learning framework. The hyperparameters were set as follows: an initial learning rate of 0.0031, 

decay factor of 0.12, momentum at 0.937, a batch size of 24, with training spanning 400 epochs. 

4.4 Model Comparison 

Table 1 Comparison for Algorithmic Model Complexity 

Baseline EMA IEMA AG 
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Layers Parameter Quantity 
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YOLOv9 
× × × × 

580 60512080 122.4 
264.0 

 
 
 
YOLOv9s 
 

× × × × 580 4218832 9.1 18.2 

× × √ × 620 4277396 9.3 18.3 

× × 
√ √ 620 2024316 4.7 

8.3 
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× √ × √ 589 1980664 4.6 
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√ × √ √ 628 2026940 4.7 
8.3 

× √ √ √ 629 2026940 4.7 
8.3 

 
From Table 1, it is evident that the integration of attention mechanisms significantly altered the number of layers 

in the network. A lightweight modification to the neck component notably reduced the number of network parameters, 
model size, and floating-point operations. The weight size of the AL-YOLOv9s model was reduced to just 4.7MB, 
enhancing its portability significantly. The AL-YOLOv9s model incorporates lightweight neck components and 
attention mechanisms, aimed at enhancing efficiency and accuracy without significantly increasing computational 
complexity. By utilizing attention mechanisms, the model can focus on the most relevant parts of the image, improving 
feature representation and reducing false positives and negatives. This leads to better precision, recall, and overall 
detection performance, especially in complex and high-resolution images. 
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In this formula, Pr denotes precision, Re represents 
recall, TP stands for true positives, FP for false pos-
itives, FN for false negatives, and N is the number of 
categories detected. The F1-Score, also known as the 
balanced F score, is defined as the harmonic mean of 
precision and recall.

4.3. Experimental Setup
The experiments were conducted using an Ubun-
tu 20.04 operating system, powered by an Intel i9-
10920X CPU with 32GB of RAM and an NVIDIA 
GeForce RTX 3070 graphics card. The programming 
was executed in Python 3.8 using the Pytorch 1.8.0 
deep learning framework. The hyperparameters were 
set as follows: an initial learning rate of 0.0031, decay 
factor of 0.12, momentum at 0.937, a batch size of 24, 
with training spanning 400 epochs.

4.4. Model Comparison
From Table 1, it is evident that the integration of at-
tention mechanisms significantly altered the number 
of layers in the network. A lightweight modification to 
the neck component notably reduced the number of 
network parameters, model size, and floating-point 
operations. The weight size of the AL-YOLOv9s mod-
el was reduced to just 4.7MB, enhancing its portabili-
ty significantly. The AL-YOLOv9s model incorporates 

Table 1
Comparison for Algorithmic Model Complexity

Baseline EMA IEMA AG Lightweight
Neck(LN) Layers Parameter Quantity Mode

Size/MB FLOPs/G

YOLOv9 × × × × 580 60512080 122.4 264.0

YOLOv9s

× × × × 580 4218832 9.1 18.2

× × √ × 620 4277396 9.3 18.3

× × √ √ 620 2024316 4.7 8.3

√ × × √ 588 1980664 4.6 8.2

× √ × √ 589 1980664 4.6 8.2

√ × √ √ 628 2026940 4.7 8.3

× √ √ √ 629 2026940 4.7 8.3
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Figure 7
Training Loss Comparison

lightweight neck components and attention mecha-
nisms, aimed at enhancing efficiency and accuracy 
without significantly increasing computational com-
plexity. By utilizing attention mechanisms, the mod-
el can focus on the most relevant parts of the image, 
improving feature representation and reducing false 
positives and negatives. This leads to better precision, 
recall, and overall detection performance, especially 
in complex and high-resolution images.

During the training, loss function curves for the 
YOLOv9s and its improved versions were monitored. 
As illustrated in Figure 7, the models initially showed 
a rapid decrease in loss, with minor fluctuations 
thereafter. By the 40th epoch, the average loss values 
stabilized at approximately 0.04, eventually converg-
ing to around 0.03, indicating effective convergence 
across all models.
The training results revealed that the highest accu-
racy achieved by AL-YOLOv9s was 0.99636, with a 
peak recall rate of 0.99886. The maximum mean Av-
erage Precision (mAP) at a confidence threshold of 
0.5 was 0.99500. As shown in Table 2 and Figure 8, 
AL-YOLOv9s demonstrated superior accuracy and 
performed best across various metrics compared to 
other models of similar scale.
As depicted in Figure 9, the AL-YOLOv9s model 
maintained comparable detection capabilities to the 
YOLOv9s. The comparison of the network parame-
ters is illustrated in the table below.
As demonstrated in Table 3, the AL-YOLOv9s mod-
el shows a marked improvement in accuracy over the 
YOLOv9s model, despite an increase in network layers 
and a decrease in model weight, contributing to a fast-
er detection performance. After reparameterization, 
the model weight was further reduced to just 4.7MB, 

Table 2
Comparison of Model Evaluation Metrics

Baseline EMA IEMA AG LightweightNeck Precision 
(%)

Recall 
(%) F1-Score mAP@0.5(%) mAP@0.5:0.95(%)

YOLOv9 × × × × - - - -

YOLOv9s

× × × × 99.363 99.830 99.596 99.487 77.626

× × √ × 99.539 99.993 99.766 99.500 77.728

× × √ √ 99.299 99.874 99.586 99.443 77.270

√ × × √ 99.454 99.640 99.547 99.500 77.073

× √ × √ 99.498 99.686 99.592 99.431 77.066

√ × √ √ 99.297 99.884 99.590 99.441 77.412

× √ √ √ 99.636 99.886 99.761 99.500 77.412
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(a) Comparison of Detection Accuracy (b) Comparison of Model Recall Rates

(c) Comparison of mAP@0.5 (d) Comparison of mAP@0.5:0.95

Figure 8
Training Metrics Comparison Curve

Class YOLOv9s AL-YOLOv9s

THA0

Figure 9
Detection Results for Toggle Locks using YOLOv9s and AL-YOLOv9s
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Class YOLOv9s AL-YOLOv9s

THA1

THB0

THB1

THC0

THC1
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Class YOLOv9s AL-YOLOv9s

THD0

THD1

Table 3
Comparative Evaluation Metrics for Network Models

Baseline EMA IEMA AG Lightweight
Neck

Misi 
dentification Accuracy (%) FPS Inference 

Time (ms)

YOLOv9 × × × × - - - -

YOLOv9s

× × × × 17 97.81 15.7 49306

× × √ × 15 98.06 14.2 54271

× × √ √ 31 96.00 16.6 46592

√ × × √ 27 96.52 18.3 42339

× √ × √ 21 97.29 18.1 42872

√ × √ √ 23 97.03 16.6 46666

× √ √ √ 12 98.45 16.5 46877

enhancing the model’s adaptability for deployment on 
various platforms and meeting the requirements for 
real-time detection in high-definition images.

5. Conclusions and Future Work
This study addresses the challenge of detecting pop-up 
locks in switchgear cabinets by building upon the lat-
est YOLOv9s model to develop an enhanced version, 

named AL-YOLOv9s. This advanced detection model 
integrates an efficient multi-scale attention mecha-
nism that significantly improves feature extraction 
capabilities. It incorporates both channel and spatial 
attention modules to refine feature fusion, along with a 
lightweight modification to the feature fusion network. 
These enhancements have achieved a notable increase 
in detection accuracy while maintaining the model 
size at just 4.7MB. The experimental results confirm 
that the AL-YOLOv9s model successfully meets the re-
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quirements for both detection accuracy and portability, 
effectively addressing the task of pop-up lock detection.
Future work will focus on improving the execution 
efficiency and real-time responsiveness of the AL-
YOLOv9s model, and studying improved attention 
mechanisms to enhance the adaptability and recog-
nition accuracy of the model in various real-world 
environments, thereby providing more powerful and 
reliable detection capabilities.
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