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In response to the failure of optical flow estimation to solve the tracking accuracy degradation caused by motion 
occlusion, this paper proposes an optical flow estimation method based on bidirectional consistency combined 
occlusion inference to improve the tracking accuracy degradation caused by motion occlusion. First, by utilizing 
the symmetry between forward and reverse optical flow mapping and occlusion mapping, the optical flow esti-
mation value, luminance, contrast, and structure are simultaneously used as constraints for occlusion detection. 
Then, a new dynamic weight loss function module was designed to supervise the training of the optical flow esti-
mation model. The endpoint error loss function is used and smooth L1 and gradient terms are introduced to obtain 
a continuous and smooth optical flow field, and binary cross entropy loss is used to solve the occlusion problem of 
consistency. Finally, experiments have shown that the proposed method outperforms FPCR Net, FlowNet3 and 
SCV algorithms in tracking accuracy on the MPI Sintel, Flying Chairs and KITTI datasets. Also, the proposed 
method achieves endpoint error values of 1.01 (Clean train), 1.07 (Final train), 0.88 (Flying Chairs), and 3.37  
(KITTI) on the above datasets, respectively, and has significant advantages in resisting occlusion.
KEYWORDS: Optical flow estimation, Bidirectional structural consistency, Occlusion detection, Dynamic weight.

1. Introduction
Optical flow estimation is based on the pixel relation-
ship between two adjacent frames in the video and 
searching for pixel displacement changes to determine 
the motion state of the target. Traditional differen-

tial-based optical flow estimation [4, 29, 38] requires 
multiple epochs and it is difficult to achieve both time-
liness and accuracy. Deep learning-based optical flow 
estimation [13, 22, 1, 31, 39, 40] outperforms traditional 
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optical flow estimation in terms of speed and accura-
cy in public optical flow databases (MPI Sintel/Clean 
[18], FlyingChairs [5]), but also faces degradation of 
tracking accuracy due to motion occlusion.
Occlusion can be classified as intraclass occlusion 
and interclass occlusion because the measured ob-
ject is hidden by the same type of object, or by fixed 
elements or other class objects. Occlusion is a key 
issue affecting the robustness of optical flow estima-
tion [32].
Conventional optical flow estimation uses non-coher-
ent motion for regularization to pass information from 
non-occluded regions to occluded regions [23]. How-
ever, when non-occluded regions are mislocalized, it 
leads to tracking failure. Unsupervised optical flow 
estimation learns the minimum photometric loss val-
ue between images from the unlabeled data. However, 
owing to the warp of the images, the minimum photo-
metric loss value still cannot determine the correct op-
tical flow in the occluded region [39, 28, 26].
In occlusion situations, when supervised optical flow 
estimation is trained the target may be completely or 
partially occluded, and differences in occlusion lo-
cation and degree cause errors and inconsistencies 
in the label [29], doubling the difficulty of tracking. 
Even the advanced supervised optical flow estima-
tion methods PWCNet [32] and FlowNet [17] face 
an occlusion problem. Flownet3 [15] uses interpola-
tion to learn the occlusion region to avoid errors or 
missing motion compensation information between 
the two parallax m+aps when computing the optical 
flow. Sun et al. [32] jointly optimized occlusion and 
optical flow estimation but did not consider the in-
trinsic connection between the two leading to over-
ly complex function construction, which affects the 
tracking speed of the final optical flow estimation. 
MirrorFlow [13] directly fuses the optical flow of 
the front and back terms in an optimization function 
that integrates the masking inference process in the 
function optimization process and uses a split-ep-
ochs method to obtain the final results. However, the 
excessive complexity and computational costs limit 
the application of this algorithm. As shown in Figure 
1, the FlowNet family of methods has the best end-
point error (EPE) values in the MPI Sintel database, 
but its motion edges are blurred.
In motion occlusion scenes, the edge blurring prob-
lem caused by motion occlusion is an important 

challenge in optical flow estimation. The edge in-
formation of the object is blurred due to occlusion, 
leading to poor performance of the optical flow 
estimation results in the occluded regions. When 
dealing with motion edges, traditional methods 
rely on the gradient information of the image for 
compensation, and the gradient information can be 
distorted in occlusion situations, resulting in edge 
blurring of the optical flow estimation. While deep 
learning methods improve overall edge detection 
ability through end-to-end training, the models still 
struggle to accurately capture edge information in 
the face of complex occlusions and fast motion. In 
summary, when facing the occluded regions, due to 
the interpolation errors, optical flow computation 
errors, and other factors, the existing occlusion pro-
cessing methods based on optical flow estimation 
not only increase the complexity of the algorithms, 
but also cause the edge blurring problem caused by 
motion occlusion. Therefore, how to improve the 
accuracy of optical flow estimation in the occluded 
regions while ensuring the computational efficiency 
is still an urgent research difficulty to be solved.
This research performs forward and backward passes 
by exchanging the input order of the front and back 
frames, and utilizes the estimation values of front and 
back optical flow, structure, brightness, and contrast 
consistency to perform occlusion inference, thereby 
improving the accuracy of the optical flow estimation 
in the occluded regions. A multi-loss function mech-
anism is designed to enhance the robustness of real 
images, avoid complex optimization process and im-
prove the robustness of the algorithm. The proposed 
optical flow estimation method with bidirectional 
consistency joint occlusion inference in this paper 
has occlusion and consistency detection ability, and 
extracts the occluded edge information of the motion 
target through enhancing the consistency detection. 
It is called the optical flow estimation method based 
on bidirectional consistency combined occlusion in-
ference, abbreviated as FB-Occ. As shown in Figure 
1, the optical flow effect map of the FB-Occ method is 
better and has a significant edge protection advantage 
in the occluded regions. 
The main contributions of this study are as follows:
1 A check method with optical flow estimation and 

bidirectional structural consistency is proposed, 
which combines optical flow and occlusion esti-
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mation, and uses the occlusion information output 
from the encoder-decoder and SSIM as the occlu-
sion detection result to improve the tracking accu-
racy in occlusion scenes.

2 By setting dynamic weights, the EPE loss, smooth 
L1 loss, gradient loss, and binary cross entropy loss 
are combined for supervised-learning optical flow 
estimation and occlusion estimation, reducing the 
effect of occlusion. 

3 Experiments on the MPI Sintel, Flying Chairs and 
KITTI datasets show that the proposed method is 
superior to existing methods in resisting occlusion.

The content structure of this article is as follows. Sec-
tion 1 introduces the existing problems of occlusion 
detection, as well as the structural arrangement and 
innovation points of this article. Section 2 provides an 
overview of the current research status of anti-occlu-
sion optical flow estimation algorithms. In Section 3, 
the main techniques of the proposed method are de-
scribed. Section 4 elaborates on the method present-
ed in this article, identifying training details and eval-
uation indicators. Experimental verification and data 
analysis are conducted. Section 5 summarizes the full 
text and prospects.

2. Related Work
Optical flow estimation based on convolution theory 
is a new concept for realizing object tracking, which 
can achieve end-to-end learning under the condition 
of a large amount of data with labeled samples. Oc-
clusion detection and optical flow estimation are two 
overlapping problems. This section summarizes the 
optical flow estimation based on convolutional neural 
networks and the methods used for object tracking 
under occlusion conditions by researchers.

2.1. Optical Flow Estimation Based on 
Convolutional Neural Network

FlowNet [9] is the first model to use deep learning for 
optical flow estimation. FlowNet2 [14] stacks basic 
models to improve the model capacity and perfor-
mance, whereas SpyNet [30] uses image pyramids 
and warping to build compact models. FlowNet3 [15] 
achieved motion edge retention in an occlusion case 
through superposition and warping. PWCNet [32] 
used the classical optical flow principle to construct 
a widely used effective model. LiteFlowNet [12] is 
based on the FlowNet algorithm, which constructs 
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optical flow estimation algorithms. In Section 
3, the main techniques of the proposed 
method are described. Section 4 elaborates on 
the method presented in this article, 
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indicators. Experimental verification and data 
analysis are conducted. Section 5 summarizes 
the full text and prospects. 

Figure 1  

Plot of optical flow output results for the cave_4 datasets in MPI Sintel. The validation results of the left image, ground 
truth, FlowNetS, FlowNetC, FlowNet2, and the algorithm FB-Occ in this paper are shown, where the red box at the 
bottom is a close-up view. 
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22.. RReellaatteedd  WWoorrkk  
Optical flow estimation based on convolution 
theory is a new concept for realizing object 
tracking, which can achieve end-to-end learning 
under the condition of a large amount of data with 
labeled samples. Occlusion detection and optical 
flow estimation are two overlapping problems. 
This section summarizes the optical flow 
estimation based on convolutional neural networks 
and the methods used for object tracking under 
occlusion conditions by researchers. 
22..11  OOppttiiccaall  FFllooww  EEssttiimmaattiioonn  BBaasseedd  oonn  
CCoonnvvoolluuttiioonnaall  NNeeuurraall  NNeettwwoorrkk 

FlowNet [9] is the first model to use deep 
learning for optical flow estimation. FlowNet2 
[14] stacks basic models to improve the model 
capacity and performance, whereas SpyNet 
[30] uses image pyramids and warping to 
build compact models. FlowNet3 [15] 
achieved motion edge retention in an 
occlusion case through superposition and 
warping. PWCNet [32] used the classical 
optical flow principle to construct a widely 
used effective model. LiteFlowNet [12] is 
based on the FlowNet algorithm, which 
constructs a lightweight network by reducing 
the number of convolutional layers and filter 

Figure 1 
Plot of optical flow output results for the cave_4 datasets in MPI Sintel. The validation results of the left image, ground 
truth, FlowNetS, FlowNetC, FlowNet2, and the algorithm FB-Occ in this paper are shown, where the red box at the bottom 
is a close-up view
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a lightweight network by reducing the number of 
convolutional layers and filter size to reduce com-
putational costs and memory usage. LiteFlowNet2 
[11] improves the accuracy of optical flow estimation 
based on variational methods and lightweight cascad-
ing. RAFT [34] introduced a feature refinement mod-
ule with shared weights to update the retrieval of rel-
evant optical flow fields and reduce the complexity of 
searching for feature information in high-resolution 
images. DICL [36] and SCV [17] respectively intro-
duce a multiscale matching module, and a K-neigh-
borhood matching method to calculate the correla-
tion of the same feature vector in two frames, which 
is used to reduce the tracking error value of each pixel.
Although convolutional neural networks have made 
significant progress in optical flow estimation, in re-
cent years, Vision Transformers (ViTs), as an emerg-
ing method, have demonstrated strong capabilities 
in multiple computer vision tasks. ViTs can better 
capture the global features of an image through the 
self-attention mechanism and perform well in tasks 
such as image classification [43, 35, 6], monocular 
depth estimation [10], and other tasks. This provides 
a new research direction for the further development 
of optical flow estimation methods.

2.2. Occlusion and Optical Flow Estimation
Occlusion detection and optical flow estimation are 
two overlapping problems, and the processing of oc-
clusion problems in object tracking mainly depends 
on whether the optical flow estimation is based on oc-
clusion estimation.

2.2.1. Based on Occlusion Estimation
The limitation of the image block-based algorithm [20] 
lies in the one-sided partitioning method. Too dense 
a division cannot use the neighborhood information, 
and too sparse a division may divide the occlusion re-
gion and non-occlusion region together, leading to the 
failure of the algorithm. Matching information-based 
methods [2, 7] have sparse matching points, and the 
coverage of object occlusion leads to the disappear-
ance of some features of the target. Thus, it is easy to 
judge the region where no occlusion occurs as the oc-
clusion region because of the difficulty in matching the 
model, resulting in false detection. The Epicflow [42] 
method based on optical flow divergence compensates 
for occluded optical flow information by interpolation, 
which can affect the judgment of the occluded region 
owing to factors such as interpolation error or optical 

flow calculation error. The PMC-PWC [8] proposed a 
parallel edge-preserving optical flow estimation with 
occlusion detection based on a multiscale context. 
SelFlow [25] used Noc-Model from the un-occluded 
region to learn reliable optical flow information and 
then used the reliable optical flow information learned 
by the Noc-Model to guide the OCC-Model to learn the 
optical flow of the occluded pixels. This method does 
not consider the intrinsic connection between the oc-
clusion problem and the optical flow estimation prob-
lem, leading to the construction of a function that is 
too complex and affects the speed of final optical flow 
estimation results.

2.2.2. Based on Non-occlusion Estimation
Non-occlusion estimation allows the algorithm to dis-
obey the consistency assumption to a certain extent, 
that is, forward and reverse optical flow estimates are 
estimated using asymmetric methods [3], followed by 
bidirectional consistency calibration, and finally, the 
insertion of the calibration values in the anomalous 
pixels. OccInpFlow [28] avoids the occlusion infer-
ence process and treats occlusion points as outliers 
when the consistency assumption is not considered. It 
reduces the sensitivity of the algorithm to outliers by 
improving the robustness of the network structure and 
the feature context linkage. MaskFlowNet [42] pro-
posed an asymmetric occlusion-aware feature-match-
ing module that learns coarse occlusion features and 
filters occlusion regions immediately after a feature 
warp. FPCR-Net [37] combines a feature pyramid with 
a residual reconstruction network. The pyramid warp 
module uses global and local multiscale correlations to 
form multi-level costs by aggregating features at differ-
ent scales. The residual reconstruction module recon-
structed more precise residual optical flow values at 
each stage.
In summary, the method based on occlusion estima-
tion can reliably detect occlusion, and the judgment of 
occlusion area information will increase the complex-
ity of the algorithm. At the same time, the limitations 
of the algorithm include insufficient density or sparsi-
ty to utilize neighborhood information, misjudgment, 
and other shortcomings. The method of not perform-
ing occlusion estimation is simple and fast, but its 
disadvantage is that it cannot accurately process the 
occluded parts of the image, which may lead to incor-
rect recognition or tracking of the position and shape 
of the object. This proposes an optical flow estimation 
method based on bidirectional consistency joint oc-
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clusion inference. This method uses the symmetry of 
bidirectional optical flow warp and occlusion warp, 
the optical flow estimation, brightness, contrast, and 
structure are taken as the constraints of occlusion de-
tection, and an optimization model of dynamic weight 
loss function is established. This method can reliably 
detect occlusion and improve tracking accuracy.

3. The Network Structure of the 
Method in this Article
A CNN-based optical flow estimation method is con-
structed using an encoder and decoder. The encoder 
uses a convolutional neural network to complete the 
image motion object feature extraction for the video 
sequences, and the decoder uses a deconvolution net-
work to complete the optical flow computation. Its 

calculation speed is fast, but its accuracy is not high in 
motion occlusion situations. As shown in Figure 2, to 
overcome the occlusion problem, this study proposes 
an optical flow estimation method based on bidirec-
tional consistent joint occlusion inference.
Given two adjacent RGB images {It, It + 1: P→R3 are 
two consecutive frames}, the optical flow value of for-
ward It→It+1 is If = (uf, vf)T, and the optical flow value 
of reverse It+1→It is Ib=(ub, vb)T. Figure 2 outlines the 
network architecture of the proposed method, which 
can be summarized into three parts: encoder-decoder, 
bidirectional structure consistency check based on 
occlusion detection, and model optimization based 
on dynamic weight loss function.

3.1. Encoder-decoder Construction
Figure 3 shows a diagram of the encoder-decoder net-
work architecture, with the structure underneath the 

Figure 2 
Structure diagram of optical flow estimation method based on bidirectional consistency combined occlusion inference
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33..11  EEnnccooddeerr--ddeeccooddeerr  CCoonnssttrruuccttiioonn  
Figure 3 shows a diagram of the encoder-decoder 
network architecture, with the structure 
underneath the orange column on the left as the 
encoder architecture. 

The structure below the pink column on the right 
side of Figure 3 is the decoder architecture, which 
contains 6 convolutional layers. Except for the first 
layer of convolution, each feature map contains 
three parts: 

(1) In a feature extraction network, a feature that 
matches its size.  

(2) Features obtained from the deconvolution of a 

previous small-size feature map. 

(3) And the features obtained from the 
conversion of the previous small-size feature 
map into a small-size optical flow field 
followed by deconvolution.  

Finally, after concatenating the three features, 
the step size is 2 to obtain the next size of the 
input feature block, the cycle continues, and 
the size of the image is scaled up until it is the 
same size as the input image. The activation 
function of each layer in the entire network is 
LeakyReLU, allowing any image size to be 
input.  
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33..22  BBiiddiirreeccttiioonnaall  CCoonnssiisstteenntt  CChheecckk  ffoorr  
OOcccclluussiioonn  DDeetteeccttiioonn  
In this section, bidirectional optical flow warp and 
occlusion warp are estimated jointly from two 
adjacent RGB images, taking full advantage of the 
symmetry of both. Considering bidirectional 
consistency means that the motion of the 
corresponding pixel of two adjacent frames is 
opposite, that is, forward occlusion corresponds to 
reverse de-occlusion. When occlusion exists, there 
is no corresponding feature vector between two 
adjacent frames. The threshold range of the image 
for the normalized pixels is then adjusted to [0,1]. 

As shown in Figure 2, the proposed encoder-
decoder is used to combine the input optical flow 
and structural similarity index for occlusion 

detection. The input of two adjacent RGB 
frames is passed through the encoder-
decoder, and the forward and reverse optical 
flow values are the output. The basic idea of 
determining whether an occlusion is detected 
by optical flow bidirectional consistency. 

2 2 2
1( )f b f bI I I Iσ σ+ < + + . (1) 

In Equation (1), If and Ib are the forward optical 
flow values and reverse optical flow values, 
respectively. Where σ and 1σ  are the 
regulation parameter: σ =0.01 and 1σ =0.5. In 
the absence of occlusion, the left side of 
Equation (1) tends to 0, marked Occ0=0. If 
Equation (1) is not satisfied, it is considered an 
occlusion and marked Occ0=1. 

Figure 4  

Structure diagram of bidirectional consistency check. 
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orange column on the left as the encoder architecture.
The structure below the pink column on the right side 
of Figure 3 is the decoder architecture, which con-
tains 6 convolutional layers. Except for the first layer 
of convolution, each feature map contains three parts:
1 In a feature extraction network, a feature that 

matches its size. 
2 Features obtained from the deconvolution of a pre-

vious small-size feature map.
3 And the features obtained from the conversion of 

the previous small-size feature map into a small-
size optical flow field followed by deconvolution. 

Finally, after concatenating the three features, the 
step size is 2 to obtain the next size of the input fea-
ture block, the cycle continues, and the size of the im-
age is scaled up until it is the same size as the input 
image. The activation function of each layer in the en-
tire network is LeakyReLU, allowing any image size to 
be input. 

3.2. Bidirectional Consistent Check for 
Occlusion Detection
In this section, bidirectional optical flow warp and 
occlusion warp are estimated jointly from two adja-
cent RGB images, taking full advantage of the sym-
metry of both. Considering bidirectional consistency 
means that the motion of the corresponding pixel of 
two adjacent frames is opposite, that is, forward oc-
clusion corresponds to reverse de-occlusion. When 
occlusion exists, there is no corresponding feature 
vector between two adjacent frames. The threshold 
range of the image for the normalized pixels is then 
adjusted to [0,1].

As shown in Figure 2, the proposed encoder-decoder 
is used to combine the input optical flow and struc-
tural similarity index for occlusion detection. The 
input of two adjacent RGB frames is passed through 
the encoder-decoder, and the forward and reverse op-
tical flow values are the output. The basic idea of de-
termining whether an occlusion is detected by optical 
flow bidirectional consistency.

2 2 2
1( )f b f bI I I Iσ σ+ < + + . (1)

In Equation (1), If and Ib are the forward optical flow 
values and reverse optical flow values, respectively. 
Where σ  and 1σ  are the regulation parameter: σ  =0.01 
and 1σ =0.5. In the absence of occlusion, the left side of 
Equation (1) tends to 0, marked Occ0=0. If Equation 
(1) is not satisfied, it is considered an occlusion and 
marked Occ0=1.
As shown in Figure 4, the basic idea of using the struc-
tural similarity index to determine whether there is 
occlusion is to compare the brightness, contrast, and 
structure of images in forward detection and back-
ward detection. If the image cannot return to its orig-
inal position, it is considered occlusion. 
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 

 
33..33  DDyynnaammiicc  WWeeiigghhtt  LLoossss  FFuunnccttiioonn  MMooddeell  
In the existing research, most scholars often use the 
L1 function of endpoint error as the loss function of 
optical flow estimation, but the L1 function has 
poor edge detection ability. This paper combines 
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flow estimation model. 

Most optical flow estimation methods based 
on convolutional neural networks use loss 
functions based on endpoint error (EPE) and 
use the L1 standard. 
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In Equation (6), Flowout(x,y) and Flowgt(x,y) 
represent the estimated and true values of the 
optical flow at pixel location (x,y)T. 1

represents the L1 parametric regularization 
operation. N is the number of valid pixel 
points. 

To obtain continuous and smooth optical flow 
field, so as to reduce motion edge noise and 
discontinuity, this paper adds a smooth term 
smooth L1 loss function, as in Equation (7). 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 
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function: 
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Figure 4 
Structure diagram of bidirectional consistency check

  

 

Figure 3  

Structure diagram of optical flow estimation method based on bidirectional consistency combined occlusion inference. 
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In this section, bidirectional optical flow warp and 
occlusion warp are estimated jointly from two 
adjacent RGB images, taking full advantage of the 
symmetry of both. Considering bidirectional 
consistency means that the motion of the 
corresponding pixel of two adjacent frames is 
opposite, that is, forward occlusion corresponds to 
reverse de-occlusion. When occlusion exists, there 
is no corresponding feature vector between two 
adjacent frames. The threshold range of the image 
for the normalized pixels is then adjusted to [0,1]. 

As shown in Figure 2, the proposed encoder-
decoder is used to combine the input optical flow 
and structural similarity index for occlusion 

detection. The input of two adjacent RGB 
frames is passed through the encoder-
decoder, and the forward and reverse optical 
flow values are the output. The basic idea of 
determining whether an occlusion is detected 
by optical flow bidirectional consistency. 
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In Equation (1), If and Ib are the forward optical 
flow values and reverse optical flow values, 
respectively. Where σ and 1σ  are the 
regulation parameter: σ =0.01 and 1σ =0.5. In 
the absence of occlusion, the left side of 
Equation (1) tends to 0, marked Occ0=0. If 
Equation (1) is not satisfied, it is considered an 
occlusion and marked Occ0=1. 

Figure 4  

Structure diagram of bidirectional consistency check. 
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As shown in Figure 4, the basic idea of using the 
structural similarity index to determine whether 
there is occlusion is to compare the brightness, 
contrast, and structure of images in forward 

detection and backward detection. If the 
image cannot return to its original position, it 
is considered occlusion. 
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 
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fIµ  and bIµ  represent the mean values. fIσ , 

bIσ  represents the standard deviation. f bI Iσ  is covari-
ance. C1, C2, and C3 are constants, and to ensure l(If, Ib), 
c(If, Ib), and s(If, Ib) stability, the general parameters  
α = β = γ =1 and C3=C2/2. It is obtained that:

 
 

 

( , ) [ ( , )] [ ( , )] [ ( , )]f b f b f b f bSSIM I I l I I c I I s I Iα β γ=  

 (2) 

1
2 2

1

2
2 2

2

3

3

2
( , ) ,

2
( , ) ,

( , )

f b

f b

f b

f b

f b

f b

I I
f b

I I

I I
f b

I I

I I
f b

I I

C
l I I

C

C
c I I

C

C
s I I

C

µ µ

µ µ

σ σ

σ σ

σ

σ σ

+
=

+ +

+
=

+ +

+
=

+

, 

(3) 
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covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 

1 2
2 2 2 2

1 2

(2 )(2 )
( , )

( )( )
f b f b

f b f b

I I I I
f b

I I I I

C C
SSIM I I

C C

µ µ µ

µ µ µ µ

+ +
=

+ + + +
, 

(4) 

where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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better supervise the training of the optical 
flow estimation model. 

Most optical flow estimation methods based 
on convolutional neural networks use loss 
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use the L1 standard. 

_ 1
0 0

1 ( , ) ( , )
W H

flow epe out gt
x y

L Flow x y Flow x y
N = =

= −∑∑ . (6) 
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represent the estimated and true values of the 
optical flow at pixel location (x,y)T. 1

represents the L1 parametric regularization 
operation. N is the number of valid pixel 
points. 

To obtain continuous and smooth optical flow 
field, so as to reduce motion edge noise and 
discontinuity, this paper adds a smooth term 
smooth L1 loss function, as in Equation (7). 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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where C1=(k1L)2, C2=(k2L)2, k1=0.01, k2=0.03. L=2d-1 is 
the dynamic range of pixel values 0-255, so d=bits per 
pixel=8.
If two eigenvectors tend to be linearly correlated, the 
equation tends to be 1, otherwise it approaches 0. The 
smaller the SSIM value, the greater the difference be-
tween the two point eigenvectors. According to Equa-
tion (4), the unmasked marker Occ1 =0 is obtained, 
and when the corresponding eigenvector is masked, 
the masked marker Occ1=1 is obtained.
As shown in Figure 2, this study’s occlusion estima-
tion network includes an encoder-decoder and a bidi-
rectional structure consistency checking framework. 
Consequently, the occlusion estimation results are as 
follows:
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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use the L1 standard. 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The symbol 
‘||’ indicates the ‘or’ operation, and when a value of 1 
exists for Occ0 or Occ1, the result is masking Occ=1; 
otherwise, it is 0.

3.3. Dynamic Weight Loss Function Model
In the existing research, most scholars often use the 
L1 function of endpoint error as the loss function of 
optical flow estimation, but the L1 function has poor 
edge detection ability. This paper combines the L1 
loss function, smooth L1 loss, gradient loss function, 
and occlusion loss function, and these four loss func-
tions are constrained with each other to form a new 
loss function to better supervise the training of the 
optical flow estimation model.
Most optical flow estimation methods based on con-
volutional neural networks use loss functions based 
on endpoint error (EPE) and use the L1 standard.
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 
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the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
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output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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In Equation (6), Flowout(x,y) and Flowgt(x,y) represent 
the estimated and true values of the optical flow at 
pixel location (x,y)T. 1  represents the L1 parametric 
regularization operation. N is the number of valid pix-
el points.
To obtain continuous and smooth optical flow field, so 
as to reduce motion edge noise and discontinuity, this 
paper adds a smooth term smooth L1 loss function, as 
in Equation (7).
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 

 
33..33  DDyynnaammiicc  WWeeiigghhtt  LLoossss  FFuunnccttiioonn  MMooddeell  
In the existing research, most scholars often use the 
L1 function of endpoint error as the loss function of 
optical flow estimation, but the L1 function has 
poor edge detection ability. This paper combines 

the L1 loss function, smooth L1 loss, gradient 
loss function, and occlusion loss function, and 
these four loss functions are constrained with 
each other to form a new loss function to 
better supervise the training of the optical 
flow estimation model. 

Most optical flow estimation methods based 
on convolutional neural networks use loss 
functions based on endpoint error (EPE) and 
use the L1 standard. 
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represent the estimated and true values of the 
optical flow at pixel location (x,y)T. 1

represents the L1 parametric regularization 
operation. N is the number of valid pixel 
points. 

To obtain continuous and smooth optical flow 
field, so as to reduce motion edge noise and 
discontinuity, this paper adds a smooth term 
smooth L1 loss function, as in Equation (7). 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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Inspired by reference [18], to improve the motion 
edge blurring and transition smoothing phenome-
non of Equation (7), this paper introduces a gradient 
term based on the endpoint error loss function, so as 
to better capture the details of the optical flow field, as 
shown in Equation (8):
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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the L1 loss function, smooth L1 loss, gradient 
loss function, and occlusion loss function, and 
these four loss functions are constrained with 
each other to form a new loss function to 
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flow estimation model. 
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on convolutional neural networks use loss 
functions based on endpoint error (EPE) and 
use the L1 standard. 
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represent the estimated and true values of the 
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To obtain continuous and smooth optical flow 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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loss function, and occlusion loss function, and 
these four loss functions are constrained with 
each other to form a new loss function to 
better supervise the training of the optical 
flow estimation model. 

Most optical flow estimation methods based 
on convolutional neural networks use loss 
functions based on endpoint error (EPE) and 
use the L1 standard. 
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In Equation (6), Flowout(x,y) and Flowgt(x,y) 
represent the estimated and true values of the 
optical flow at pixel location (x,y)T. 1

represents the L1 parametric regularization 
operation. N is the number of valid pixel 
points. 

To obtain continuous and smooth optical flow 
field, so as to reduce motion edge noise and 
discontinuity, this paper adds a smooth term 
smooth L1 loss function, as in Equation (7). 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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. (8)

In Equation (8), ▽x and ▽y represent the gradient 
values of the feature points in the horizontal and ver-
tical directions, respectively. Emphasize the optical 
flow differences near the image and motion boundar-
ies.
In addition, this study used the binary cross-entropy 
loss as a consistent occlusion loss function:
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
obtained that: 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 

0 1Occ Occ Occ= 

. (5) 

In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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loss function, and occlusion loss function, and 
these four loss functions are constrained with 
each other to form a new loss function to 
better supervise the training of the optical 
flow estimation model. 
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on convolutional neural networks use loss 
functions based on endpoint error (EPE) and 
use the L1 standard. 
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In Equation (6), Flowout(x,y) and Flowgt(x,y) 
represent the estimated and true values of the 
optical flow at pixel location (x,y)T. 1

represents the L1 parametric regularization 
operation. N is the number of valid pixel 
points. 

To obtain continuous and smooth optical flow 
field, so as to reduce motion edge noise and 
discontinuity, this paper adds a smooth term 
smooth L1 loss function, as in Equation (7). 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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where l(If, Ib), c(If, Ib), and s(If, Ib) denote the contrast 
of the luminance, contrast, and structure of If and Ib, 

respectively. fIµ and bIµ  represent the mean values. 
fIσ , bIσ  represents the standard deviation. f bI Iσ  is 

covariance. C1, C2, and C3 are constants, and to 
ensure l(If, Ib), c(If, Ib), and s(If, Ib) stability, the 
general parameters α=β=γ=1 and C3=C2/2. It is 
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where C1=(k1L)2，C2=(k2L)2，k1=0.01，k2=0.03. L=2d-
1 is the dynamic range of pixel values 0-255, so 
d=bits per pixel=8. 

If two eigenvectors tend to be linearly correlated, 
the equation tends to be 1, otherwise it approaches 
0. The smaller the SSIM value, the greater the 
difference between the two point eigenvectors. 
According to Equation (4), the unmasked marker 
Occ1=0 is obtained, and when the corresponding 
eigenvector is masked, the masked marker Occ1=1 
is obtained. 

As shown in Figure 2, this study’s occlusion 
estimation network includes an encoder-decoder 
and a bidirectional structure consistency checking 
framework. Consequently, the occlusion estimation 
results are as follows: 
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In Equation (5), Occ0 is the result of masking the 
output from the encoder-decoder, and Occ1 is the 
masking infor-mation output from SSIM. The 
symbol ‘


’ indicates the ‘or’ operation, and when a 

value of 1 exists for Occ0 or Occ1, the result is 
masking Occ=1; otherwise, it is 0. 
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represent the estimated and true values of the 
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represents the L1 parametric regularization 
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field, so as to reduce motion edge noise and 
discontinuity, this paper adds a smooth term 
smooth L1 loss function, as in Equation (7). 
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Inspired by reference [18], to improve the 
motion edge blurring and transition 
smoothing phenomenon of Equation (7), this 
paper introduces a gradient term based on the 
endpoint error loss function, so as to better 
capture the details of the optical flow field, as 
shown in Equation (8): 
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In Equation (8), ▽x and ▽y represent the 
gradient values of the feature points in the 
horizontal and vertical directions, 
respectively. Emphasize the optical flow 
differences near the image and motion 
boundaries. 

In addition, this study used the binary cross-
entropy loss as a consistent occlusion loss 
function: 
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where Occout is the occlusion estimated optical flow 
value and Occgt is the occlusion true optical flow value.
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value and Occgt is the occlusion true optical flow 
value. 
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In Equation (10), 0 1 2 3λ λ λ λ， ， ，  the weights of 
the different loss functions and the dynamic 
weighting method are used to calculate the 
weight values. The calculation is presented in 
the pseudo-code of algorithm L in Table 1.  
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44.. EExxppeerriimmeenntt  aanndd  DDaattaa  AAnnaallyyssiiss  
In this paper, the MPI Sintel Clean/Final [18], Flying 
Chairs [5] and KITTI [5] datasets are selected to 
carry out experiments to evaluate the algorithms 
proposed in this paper, and the specific parameters 
of the datasets are given in Table 2. In  

 

addition, the value of the bidirectional 
consistency detection algorithm and the 
dynamic loss function used for occlusion 
detection are analyzed through ablation 
experiments and the algorithms are evaluated 
for improvement of the endpoint error values. 

Table 2 

Indicators of specific parameters of the dataset. 

Datasets Sizes Number of training sets Number of testing sets 

MPI Sintel Clean 1920×1080 pixel 
1040 pairs 564 pairs 

MPI Sintel Final 1024×436 pixel 

Flying Chairs 227×227 pixel 22872 pairs 1175 pairs 

KITTI 1226×370 pixel 194 pairs 195 pairs 

 

As shown in Table 3, this study used an NVIDIA 
Quadro P5000 GPU to test the network on a 

PyTorch platform with a batch size of 8. Adam 
[21] is used as the optimization method, and 
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value. 
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Table 1
Algorithm L

Algorithm L. Calculate loss function

Input: Flowout(x,y) is an optical flow estimate. Flowgt(x,y) is 
the real value of optical flow. Occout(x,y) is to estimate the 
optical flow value of occlusion. Occgt(x,y) is occlusion real 
optical flow value.

Output: The calculated value of the loss function
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4. ( ) ( )__ ( , ), ,flow epe out gtFl low x yf Fle oe wp L yow x∇∇ ←

5. _ ( , )Occ Occ gt outflow L L Occ Occ←

6.  _ _ Smoothif flow epe flow L>

7. 0 1 1, _ / _ Smooththen flow epe flow Lλ λ← ←

8. 0 1 _ / _ , 1Smoothelse flow L flow epeλ λ← ←

9.  _ _if flow epe flow epe∇ >

10. 2 1then λ ←

11. 2 _ / _else flow epe flow epeλ ← ∇

12.  _ _Occif flow L flow epe>

13. 3 1then λ ←

14. 3 _ / _Occelse flow L flow epeλ ←

15. 

  

where Occout is the occlusion estimated optical flow 
value and Occgt is the occlusion true optical flow 
value. 
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In this paper, the MPI Sintel Clean/Final [18], Flying 
Chairs [5] and KITTI [5] datasets are selected to 
carry out experiments to evaluate the algorithms 
proposed in this paper, and the specific parameters 
of the datasets are given in Table 2. In  

 

addition, the value of the bidirectional 
consistency detection algorithm and the 
dynamic loss function used for occlusion 
detection are analyzed through ablation 
experiments and the algorithms are evaluated 
for improvement of the endpoint error values. 

Table 2 

Indicators of specific parameters of the dataset. 

Datasets Sizes Number of training sets Number of testing sets 

MPI Sintel Clean 1920×1080 pixel 
1040 pairs 564 pairs 

MPI Sintel Final 1024×436 pixel 

Flying Chairs 227×227 pixel 22872 pairs 1175 pairs 

KITTI 1226×370 pixel 194 pairs 195 pairs 

 

As shown in Table 3, this study used an NVIDIA 
Quadro P5000 GPU to test the network on a 

PyTorch platform with a batch size of 8. Adam 
[21] is used as the optimization method, and 

method are used to calculate the weight values. The 
calculation is presented in the pseudo-code of algo-
rithm L in Table 1. 

4. Experiment and Data Analysis
In this paper, the MPI Sintel Clean/Final [18], Flying 
Chairs [5] and KITTI [5] datasets are selected to carry 
out experiments to evaluate the algorithms proposed 
in this paper, and the specific parameters of the data-
sets are given in Table 2. In addition, the value of the 
bidirectional consistency detection algorithm and 
the dynamic loss function used for occlusion detec-
tion are analyzed through ablation experiments and 
the algorithms are evaluated for improvement of the 
endpoint error values.

As shown in Table 3, this study used an NVIDIA 
Quadro P5000 GPU to test the network on a PyTorch 
platform with a batch size of 8. Adam [21] is used as 
the optimization method, and the parameters ß1=0.9, 
ß2=0.999. The learning rate is set to 1e-5. Train 20k 
epochs to stop training, and save the training model as 
a verification model for testing. The total number of 
network parameters is approximately 149 MB.

Table 2
Indicators of specific parameters of the dataset

Datasets Sizes Number of 
training sets

Number of 
testing sets

MPI Sintel Clean 1920×1080 
pixel

1040 pairs 564 pairs
MPI Sintel Final 1024×436 

pixel

Flying Chairs 227×227 
pixel 22872 pairs 1175 pairs

KITTI 1226×370 
pixel 194 pairs 195 pairs

Table 3
Training Parameter Settings

Training parameters Short-cut process

Initial learning rate 0.00001

Batch size 8

Adam
ß1 0.9

ß2 0.009

Epochs 20k

Total number of parameters 149MB

4.1. Ablation Study
In this section, to prove the effectiveness of the pro-
posed bidirectional consistency and loss function, ab-
lation experiments within a single module and multi-
ple modules are conducted.

4.1.1. The Effectiveness of Bidirectional 
Consistency Detection
The bidirectional consistency detection modules for 
occlusion detection consist of two main parts. In the 
first part, the encoder-decoder takes the consistency 
of the output bidirectional optical flow value as the 
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constraint condition of occlusion detection, namely 
Occ0. The second part is based on SSIM occlusion 
detection by comparing the bidirectional luminance, 
contrast, and structure consistency as another con-
straint for occlusion detection, namely Occ1.
As shown in Table 4, the EPE values obtained when 
Occ0 and Occ1 are separately used for occlusion de-
tection in the Sintel Clean data sets are similar, and 

Table 4
Comparison of EPE values with and without bidirectional consistency detection testing. The best EPE values are in 
bold. Where ‘o’ is the no-change network, ‘Occ0’ is the masking result from the encoder-decoder output, and ‘Occ1’ is the 
masking information from the SSIM output

Dataset w/o w/Occ0 w/Occ1 w/Occ0+Occ1

Sintel Clean 4.50 3.78 3.83 3.51

Sintel Final 5.34 4.54 4.45 4.23

the EPE values are 3.78 and 3.83 respectively. The 
EPE value of the combination of the two increased by 
22% compared to the EPE value of the no-occlusion 
module. Figure 5 shows the schematic diagram of the 
optical flow estimation with different occlusion-de-
tection constraints. As the occlusion-detection con-
straints are enriched, the arm and background de-
marcation lines in the red matrix box become clearer.

4.1.2. Comparison of Different Loss Function 
Combinations
Table 5 shows the superimposed combinations of four 
loss functions, with the ‘w/o’ loss function the of L2 par-
adigm. In the Sintel Clean dataset, the dynamic weight-
ed multi-loss function proposed in this study improved 
the EPE value by 24.22% compared to the unaltered 

Figure 5 
An example of optical flow estimation with bidirectional consistency detection. The red rectangular box shows the 
enlarged image of details

  

 Left image  Ground Truth w/o

w/Occ0 w/Occ1 w/Occ0+Occ1
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Table 5 shows the superimposed combinations of 
four loss functions, with the 'w/o' loss function the 
of L2 paradigm. In the Sintel Clean dataset, the 
dynamic weighted multi-loss function proposed in 
this study improved the EPE value by 24.22% 
compared to the unaltered network. Figure 6 shows 

the schematic diagram of the optical flow, the 
overall motion trend of the red matrix is 
consistent, but the supervised models trained 
with different loss functions produce different 
details of the elbow joint edges. The second 
row and fourth column of this method have 
smooth and clear edges between the elbow 
joint edges and the background. 

Table 5 

Comparison of loss functions for different terms. The best value of EPE is in bold. Where 'o' is the no-change 
network, 'epe' is the end-point error loss function, 'sm' is the smooth L1 loss, 'ed ' is the gradient loss function, 
'Oc' is the occlusion loss function. 

Dataset w/o w/epe w/epe+sm w/epe+sm+ed w/epe+sm+ed+Oc 
Sintel Clean 4.50 3.78 3.64 3.61 3.55 
Sintel Final 5.34 5.33 5.29 5.25 5.23 

Figure 6  

Example of multiple loss function optical flow estimation. The red rectangular box is the image after detail enlargement. 

 Left image
The first frame 

 Ground Truth

w/epe w/epe+sm w/epe+sm+ed w/epe+sm+ed
+Oc

w/o Left image
The second frame 
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This study proposes two modules: a bidirectional 
consistency check module for occlusion detection 
(to for improving object tracking accuracy in 
occlusion scenes), and a dynamic weight loss 
function model (for supervised learning of optical 
flow estimation and occlusion estimation to 
mitigate the effect of occlusion). As shown in Table 
6 and Figure 7, the variation in EPE values and 

example plots of optical flow estimation with 
certain modules enabled are illustrated. As 
modules stack gradually, the training time 
increases, while the EPE value decreases. The 
EPE value of the whole network decreased by 
3.49 compared with the baseline. As the 
number of modules increased, the overall 
trend of the foot movement direction and 
speed became closer to the real optical flow 
value. 

Table 6 

Comparison of multi-module ablation experiments. The black body is the best value of EPE. where 'o' is the change-free 
network, 'Occ' is the bidirectional consistency checking module for occlusion detection, and 'Loss' is the dynamic weight 
loss function. 

Table 5
Comparison of loss functions for different terms. The best value of EPE is in bold. Where ‘o’ is the no-change network, ‘epe’ is the 
end-point error loss function, ‘sm’ is the smooth L1 loss, ‘ed ‘ is the gradient loss function, ‘Oc’ is the occlusion loss function

Dataset w/o w/epe w/epe+sm w/epe+sm+ed w/epe+sm+ed+Oc

Sintel Clean 4.50 3.78 3.64 3.61 3.55

Sintel Final 5.34 5.33 5.29 5.25 5.23

network. Figure 6 shows the schematic diagram of the 
optical flow, the overall motion trend of the red matrix 
is consistent, but the supervised models trained with 
different loss functions produce different details of the 
elbow joint edges. The second row and fourth column 
of this method have smooth and clear edges between 
the elbow joint edges and the background.



Information Technology and Control 2025/1/54228

Figure 6 
Example of multiple loss function optical flow estimation. The red rectangular box is the image after detail enlargement

  

 Left image  Ground Truth w/o

w/Occ0 w/Occ1 w/Occ0+Occ1
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Table 5 shows the superimposed combinations of 
four loss functions, with the 'w/o' loss function the 
of L2 paradigm. In the Sintel Clean dataset, the 
dynamic weighted multi-loss function proposed in 
this study improved the EPE value by 24.22% 
compared to the unaltered network. Figure 6 shows 

the schematic diagram of the optical flow, the 
overall motion trend of the red matrix is 
consistent, but the supervised models trained 
with different loss functions produce different 
details of the elbow joint edges. The second 
row and fourth column of this method have 
smooth and clear edges between the elbow 
joint edges and the background. 
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network, 'epe' is the end-point error loss function, 'sm' is the smooth L1 loss, 'ed ' is the gradient loss function, 
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This study proposes two modules: a bidirectional 
consistency check module for occlusion detection 
(to for improving object tracking accuracy in 
occlusion scenes), and a dynamic weight loss 
function model (for supervised learning of optical 
flow estimation and occlusion estimation to 
mitigate the effect of occlusion). As shown in Table 
6 and Figure 7, the variation in EPE values and 

example plots of optical flow estimation with 
certain modules enabled are illustrated. As 
modules stack gradually, the training time 
increases, while the EPE value decreases. The 
EPE value of the whole network decreased by 
3.49 compared with the baseline. As the 
number of modules increased, the overall 
trend of the foot movement direction and 
speed became closer to the real optical flow 
value. 

Table 6 

Comparison of multi-module ablation experiments. The black body is the best value of EPE. where 'o' is the change-free 
network, 'Occ' is the bidirectional consistency checking module for occlusion detection, and 'Loss' is the dynamic weight 
loss function. 

4.1.3. Effectiveness of Different Module 
Selections
This study proposes two modules: a bidirectional 
consistency check module for occlusion detection 
(to for improving object tracking accuracy in occlu-
sion scenes), and a dynamic weight loss function 
model (for supervised learning of optical flow estima-
tion and occlusion estimation to mitigate the effect 
of occlusion). As shown in Table 6 and Figure 7, the 

Table 6
Comparison of multi-module ablation experiments. The black body is the best value of EPE. where ‘o’ is the change-free network, 
‘Occ’ is the bidirectional consistency checking module for occlusion detection, and ‘Loss’ is the dynamic weight loss function

Dataset w/o w/o+Occ w/o+Occ+Loss

Sintel Clean 4.50 1.26 1.01

Sintel Final 5.34 3.00 1.07

Figure 7 
Example of multi-module optical flow estimation. The red rectangular box is the image after detail enlargement

variation in EPE values and example plots of optical 
flow estimation with certain modules enabled are il-
lustrated. As modules stack gradually, the training 
time increases, while the EPE value decreases. The 
EPE value of the whole network decreased by 3.49 
compared with the baseline. As the number of mod-
ules increased, the overall trend of the foot movement 
direction and speed became closer to the real optical 
flow value.

 
 

 

Dataset w/o w/o+Occ w/o+Occ+Loss 
Sintel Clean 4.50 1.26 1.01 
Sintel Final 5.34 3.00 1.07 

Figure 7  

Example of multi-module optical flow estimation. The red rectangular box is the image after detail enlargement. 

 Left image  Ground Truth w/o w/o+Occ w/o+Occ+Loss
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In this section, the proposed FB-Occ method is run 
on the dataset of MPI-Sintel and Flying Chairs, and 
the EPE values are compared with FlowNet class 
algorithm(FlowNetS(2017), FlowNet2(2018), 
FlowNet3(2019)), supervised algo-
rithm(MaskFlow(2020), ScopeFlow(2020), 
LiteFlowNet2(2020), DICL(2020), RAFT(2020), 
SCV(2021), PMC-PWC(2021)), and unsupervised 
algorithm(DDFlow(2019), Epicflow(2019), 
SelFlow(2019), SimFlow(2020), UFlow(2020), Oc-
cInpFlow(2020), UPFlow(2021), FPCR-Net(2022)). 

As shown in Table 7, on the Sintel Clean and Final 
training sets, the proposed method in this paper 
obtains the best EPE values compared to the optical 
flow estimation methods in the table, with EPE 
values of 1.01 and 1.07, respectively. On the Sintel 
Clean training set, compared to FPCR-Net 
(unsupervised best value), SCV (supervised best 
value), and FlowNet3 (best value of the FlowNet 
family of algorithms), the EPE values improve by 
1.23, 0.28, and 0.46, respectively. On the Sintel Final 
training set, compared to UPFlow (unsupervised 

best), PMC-PWC (supervised best), and 
FlowNet3 (best of the FlowNet family of 
algorithms), the EPE values improve by 1.60, 
1.34, and 1.05, respectively. The EPE value on 
the Flying Chairs dataset is 0.88. On the KITTI 
2012 dataset, the EPE value of the proposed 
method is superior to most methods, but 
inferior to the unsupervised SelFlow and 
OccInpFlow methods. Among them, the EPE 
value of the proposed method increases by 
89.33% compared to the best unsupervised 
OccInpFlow method and decreases by 17.60% 
compared to the best supervised FlowNet2 
method. 

The algorithms used in this study are 
compared to FlowNetS, as shown in Figure 8. 
It can be seen that the FB-Occ network 
proposed in this study achieves better 
performance and better preservation of the 
edge detail between the motion-obscured 
foreground and background. However, the 
finer edges produced by the movement are 
not effectively pre-served, and further 
research will be conducted in the future. 

Table 7 

Validates the network EPE results on the MPI Sintel, Flying Chairs and KITTI datasets; "-" indicates that 
results are not reported. The best values for different classifications are in bold. 

Type Method Sintel Clean Sintel Final Flying Chairs KITTI 
EPE 
train 

EPE 
test 

EPE 
train 

EPE 
test 

EPE 
 test 

EPE 
train 

U
ns

up
er

vi
se

d 

FPCR-Net [37] 2.24 - 3.50 - - 4.32 
Epicflow [42] 3.54 7.00 4.99 8.51 2.94 2.51 
SelFlow [25] 2.96 6.56 4.06 6.57 . 1.97 

OccInpFlow [28] 2.82 5.79 4.13 7.28 2.62 1.78 
SimFlow [16] 2.86 5.92 3.57 6.92 - - 
UFlow [19] 2.50 5.21 3.39 6.50 - - 

UPFlow [27] 2.33 4.68 2.67 5.32 - - 
DDFlow [24] 2.92 6.18 3.98 7.40 2.97 - 

Su
pe

rv
is

ed
 

FlowNetS [9] 4.50 7.42 5.45 8.43 2.71 8.26 
FlowNet2 [14] 2.02 3.96 3.14 6.02 1.68 4.09 
FlowNet3 [15] 1.47 4.34 2.12 5.67 - - 
ScopeFlow [3] 3.59 - 4.10 - - - 

LiteFlowNet2 [11] 2.24 - 3.78 - 2.63 - 
DICL [36] 1.94 - 3.77 - - - 
RAFT [34] 1.43 - 2.71 - - - 
SCV [17] 1.29 - 2.95 - - - 

4.2. Comparison to the State of the Art
In this section, the proposed FB-Occ meth-
od is run on the dataset of MPI-Sintel and Fly-
ing Chairs, and the EPE values are compared 
with FlowNet class algorithm(FlowNetS(2017), 
FlowNet2(2018), FlowNet3(2019)), supervised al-
go-rithm(MaskFlow(2020), ScopeFlow(2020), 
LiteFlowNet2(2020), DICL(2020), RAFT(2020), 
SCV(2021), PMC-PWC(2021)), and unsupervised 
algorithm(DDFlow(2019), Epicflow(2019), SelF-

low(2019), SimFlow(2020), UFlow(2020), Oc-cInp-
Flow(2020), UPFlow(2021), FPCR-Net(2022)).
As shown in Table 7, on the Sintel Clean and Final 
training sets, the proposed method in this paper ob-
tains the best EPE values compared to the optical flow 
estimation methods in the table, with EPE values of 
1.01 and 1.07, respectively. On the Sintel Clean train-
ing set, compared to FPCR-Net (unsupervised best 
value), SCV (supervised best value), and FlowNet3 
(best value of the FlowNet family of algorithms), the 
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EPE values improve by 1.23, 0.28, and 0.46, respec-
tively. On the Sintel Final training set, compared to 
UPFlow (unsupervised best), PMC-PWC (supervised 
best), and FlowNet3 (best of the FlowNet family of 
algorithms), the EPE values improve by 1.60, 1.34, 
and 1.05, respectively. The EPE value on the Flying 
Chairs dataset is 0.88. On the KITTI 2012 dataset, the 
EPE value of the proposed method is superior to most 
methods, but inferior to the unsupervised SelFlow 
and OccInpFlow methods. Among them, the EPE val-
ue of the proposed method increases by 89.33% com-

pared to the best unsupervised OccInpFlow method 
and decreases by 17.60% compared to the best super-
vised FlowNet2 method.
The algorithms used in this study are compared to 
FlowNetS, as shown in Figure 8. It can be seen that 
the FB-Occ network proposed in this study achieves 
better performance and better preservation of the 
edge detail between the motion-obscured foreground 
and background. However, the finer edges produced 
by the movement are not effectively pre-served, and 
further research will be conducted in the future.

Table 7
Validates the network EPE results on the MPI Sintel, Flying Chairs and KITTI datasets; “-” indicates that results are not 
reported. The best values for different classifications are in bold

Type Method
Sintel Clean Sintel Final Flying Chairs KITTI

EPE 
train

EPE 
test

EPE 
train

EPE 
test

EPE
 test

EPE
train

Unsuper-
vised

FPCR-Net [37] 2.24 - 3.50 - - 4.32

Epicflow [42] 3.54 7.00 4.99 8.51 2.94 2.51

SelFlow [25] 2.96 6.56 4.06 6.57 . 1.97

OccInpFlow [28] 2.82 5.79 4.13 7.28 2.62 1.78

SimFlow [16] 2.86 5.92 3.57 6.92 - -

UFlow [19] 2.50 5.21 3.39 6.50 - -

UPFlow [27] 2.33 4.68 2.67 5.32 - -

DDFlow [24] 2.92 6.18 3.98 7.40 2.97 -

Supervised

FlowNetS [9] 4.50 7.42 5.45 8.43 2.71 8.26

FlowNet2 [14] 2.02 3.96 3.14 6.02 1.68 4.09

FlowNet3 [15] 1.47 4.34 2.12 5.67 - -

ScopeFlow [3] 3.59 - 4.10 - - -

LiteFlowNet2 [11] 2.24 - 3.78 - 2.63 -

DICL [36] 1.94 - 3.77 - - -

RAFT [34] 1.43 - 2.71 - - -

SCV [17] 1.29 - 2.95 - - -

PMC-PWC [8] 1.53 3.17 2.41 4.56 - -

FB-Occ (Ours) 1.01 3.32 1.07 3.66 0.88 3.37
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Figure 8 
Example of MPI-Sintel optical flow estimation

4.3. Timing and Parameter Counts

As shown in Figure 9, this method is timed on the MPI 
dataset using an NVIDIA Quadro P5000 GPU. The 
y-axis represents the EPE value, the red solid circle 
represents the unsupervised optical flow estimation 
method, the blue solid circle represents the super-
vised optical flow estimation method, and FB-Occ is 
the method proposed in this paper. The time and pa-
rameters used to compare FB-OCC are obtained from 
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while maintaining the occlusion detection accuracy 
and significantly improving the accuracy of optical 
flow estimation without significantly in-creasing the 
time consumption, with the best overall performance.

5. Conclusions
This study proposes an optical flow estimation meth-
od based on bidirectional consistency combined oc-
clusion inference to improve the edge blurring prob-
lem of motion objects caused by occlusion. First, by 
swapping two adjacent RGB frames as two inputs, 
they are simultaneously inputted to an encoder-de-
coder. Then, the output bidirectional optical flow 
values are used as constraints on the optical flow and 
SSIM bidirectional consistency of the occlusion de-
tection, which is used to mitigate the accuracy deg-
radation caused by occlusion. Finally, the supervised 
training of the optical flow estimation network based 
on bidirectional consistency joint occlusion infer-

ence is completed by using dynamic weight multiple 
loss function combination. Experiments are carried 
out on the Sintel Clean/Final training set, Flying 
Chairs and KITTI dataset. Experimental results show 
that compared with the state of the art, the proposed 
method achieves the highest EPE value and the in-
ference time is 14 frames/s. Future research will use 
lightweight network architectures to enhance re-
al-time processing ability, utilize the advantages of 
bidirectional consistency and occlusion inference to 
improve the accuracy of 3D optical flow estimation, 
and extend this method to 3D scenes, especially for 
applications in medical imaging or virtual reality. In 
this way, it helps to solve the motion blurring and oc-
clusion problems in the volume data, improving the 
effect of 3D reconstruction and accurate diagnosis.
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