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With the rapid growth of modern road construction mileage, timely maintenance of roads is crucial for driving 
safety. However, traditional road defect detection methods suffer from high costs and low detection efficiency. 
To address these issues, this paper proposes a road defect detection algorithm based on YOLOv8-GRW. Firstly, 
in the backbone network, a new convolutional structure GSPConv, improved based on GhostConv and space-
to-depth (SPD), is proposed to preserve the fine details of road defect features and enhance the model’s feature 
extraction ability. Secondly, in the feature fusion, the RepGFPN fusion method, improved based on GhostConv, 
is adopted, effectively reducing the model complexity brought by RepGFPN and enhancing the model’s fea-
ture fusion capability. Finally, the WNIoU loss function is introduced, adding the Normalized Wasserstein Dis-
tance (NWD) metric to the WIoU loss function to solve the bounding box regression balance problem between 
high-quality and low-quality samples, enhancing the performance of small object detection. Experimental re-
sults show that compared to the original YOLOv8n algorithm, the improved model increases detection accura-
cy by 3.6%, F1 score by 2.2%, mAP@0.5 by 2.6%, and achieves a detection speed of 200 FPS, demonstrating the 
effectiveness of the proposed improvements in road defect detection.
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1. Introduction
Roads are essential infrastructure in social life, play-
ing a vital role in promoting economic development, 
social connectivity, and living convenience. However, 
with the increasing traffic flow and the influence of 
environmental factors, roads frequently suffer from 
defects like cracks and potholes [10]. Road defects 
not only severely affect driving comfort but can also 
cause further vehicle damage and even lead to traffic 
accidents [35]. Thus, efficient and accurate methods 
for detecting pavement defects are critical for road 
maintenance.
Early road defect detection mainly depended on man-
ual visual inspection, which is not only inefficient and 
expensive but also has safety concerns [37]. Further-
more, the detection results are susceptible to subjec-
tive factors, leading to unreliable accuracy. With the 
development of image processing technologies and 
machine learning, researchers have progressively 
explored using grayscale threshold, texture analysis, 
edge detection, and other image processing technol-
ogies combined with machine learning algorithms to 
carry out road defect detection tasks [18, 45, 22]. For 
example, Huang et al. [11] applied digital image pro-
cessing technology to capture and preprocess imag-
es of road surfaces, extracting crack features using 
edge detection and morphological operations, and 
achieved automatic crack detection and classifica-
tion through designed algorithms. Jakštys et al. [12] 
utilized 2D images captured by a single smart device 
camera, identifying and approximating road pothole 
contours based on features such as color, shape, and 
structure, thus achieving detection and contour map-
ping of road potholes. Azhar et al. [2] and colleagues 
trained a Naive Bayes Classifier (NBC) to learn HOG 
features and combined it with the Normalized Graph 
Cut Segmentation (NGCS) algorithm, achieving de-
tection and localization of potholes on asphalt roads. 
Additionally, automated road detection vehicles 
equipped with high-precision detection devices such 
as laser scanners and radar have shown good results 
in road defect detection [7]. However, these tradition-
al methods typically depend on significant human 
resources and costly equipment, and the detection 
outcomes are easily influenced by environmental fac-
tors, resulting in unstable detection, high costs, and 
inefficiency.

In recent years, with the rapid development of deep 
learning technology, many researchers have started 
applying object detection models to pavement mea-
surement and damage detection. Currently, object 
detection technology is generally divided into two 
categories: two-stage detection models represented 
by Faster R-CNN [29], R-FCN [4], and Mask R-CNN 
[9], and single-stage detection models represented 
by RetinaNet [24], EfficientDet [34], SSD [25], and 
YOLO [26, 27, 28, 3, 6, 19, 38].
Two-stage detection models mainly involve two pro-
cesses: firstly, a region extractor proposes candidate 
regions that might contain objects, and then a classi-
fication network classifies these regions to determine 
the object’s category and position. Although two-stage 
models have higher accuracy, their detection speed 
is lower, which fails to meet real-time requirements. 
Single-stage models view object detection as a re-
gression task, bypassing the complex region selection 
process and directly extracting the target’s category 
probability and location coordinates from the image, 
significantly boosting detection speed and aligning 
better with real-time detection scenarios. However, 
compared to two-stage detection models, single-stage 
detection models perform worse in terms of object 
detection accuracy and localization precision. 
As one of the classic single-stage detection algo-
rithms, the YOLO algorithm offers substantial ad-
vantages in detection efficiency. Researchers have 
applied it to road damage detection, resulting in im-
provements in both detection efficiency and cost 
for road defect detection. Zhang et al. [41] improved 
the YOLOv3 algorithm by pretraining on datasets 
with similar geometric shapes and combining batch 
normalization and focal loss to enhance detection 
accuracy. Their research results indicate that this 
method outperforms the original YOLOv3 and Fast-
er R-CNN algorithms. Jiang et al. [13] proposed the 
RDD-YOLOv5 model based on drone detection. This 
model integrates Transformer structures and explicit 
visual centers to capture long-distance dependencies 
and aggregate key features with self-attention, while 
introducing Gaussian error linear units to enhance 
the model’s nonlinear fitting capability, thereby im-
proving road crack detection capabilities. Sun et al. 
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[32] achieved an enhancement in YOLOv8’s accura-
cy for road defect detection by introducing the SPD-
Conv module, utilizing the ASF-YOLO feature fusion 
method, and improving the C2f structure, among 
other approaches. However, the above research often 
encounters issues such as environmental constraints 
and model complexity. For example, drones cannot 
perform road inspections under conditions of tree ob-
structions or low-altitude limitations. The improved 
target detection model is highly complex, making it 
unsuitable for deployment on vehicle-mounted edge 
devices, and its detection frame rate does not meet  
real-time detection requirements.
To address the above issues, considering the actu-
al work requirements comprehensively, this paper 
selects the YOLOv8n model from the YOLO series, 
which balances accuracy and lightweight design, 
as the baseline model. Considering that defects like 
cracks and potholes vary in size and shape, limiting 
the model’s ability to learn defect features, and the 
complex road surface environment makes the detec-
tion of defects like cracks susceptible to environmen-
tal factors such as lighting and rain, leading to missed 
detections and false positives in the target detection 
model, this paper proposes YOLOv8-GRW. Specifi-
cally, to improve the model’s feature extraction abil-
ity, we designed the GSPConv convolutional module 
to assist the model in capturing rich defect feature 
information. For the feature fusion, we adopted the 
RepGFPN enhanced with improved GhostConv, 
which strengthened the model’s feature interaction 
and optimized its convolution-based cross-scale fea-
ture fusion ability. To distinguish it from the original 
method, this method is referred to as GRepGFPN 
in the subsequent content. Finally, we designed the 
WNIoU loss function to enhance the model’s general-
ization ability and improve its detection accuracy for 
some small objects. The main contributions of this 
paper are as follows:
1 We introduced the GSPConv convolutional mod-

ule mainly to replace traditional convolution in 
the backbone network. Unlike traditional convo-
lutions, this module effectively prevents the loss 
of fine features during network propagation, pre-
serves fine-grained information, and strengthens 
the model’s feature extraction ability.

2 We introduced an improved RepGFPN feature fu-
sion method to achieve more comprehensive infor-

mation exchange between high-level semantic in-
formation and low-level spatial information. This 
method enhances the fusion capability of weak 
features across different scales, introduces Ghost-
Conv to replace the traditional convolution in Rep-
GFPN, and effectively reduces the model complex-
ity brought by RepGFPN while maintaining nearly 
unchanged detection accuracy.

3 We designed the WNIoU loss function to focus the 
bounding box regression on ordinary quality an-
chors, while introducing NWD to enhance the de-
tection capability of smaller defects, significantly 
improving regression accuracy.

The remainder of this paper is organized as follows: 
Section 2 discusses related work, Section 3 describes 
the proposed improvements, Section 4 presents the 
experimental results and analysis, and Section 5 con-
cludes the paper.

2. Related Work
In recent years, the rapid development of machine 
learning technology has significantly advanced the 
construction of smart cities [16], particularly in the 
transportation field. Stanulov et al. [31] combined 
multiple machine learning algorithms, such as Long 
Short-Term Memory (LSTM), Support Vector Re-
gression (SVR), and Random Forest (RF), to compre-
hensively evaluate the hourly passenger volume of 
flights, providing strong support for future passenger 
traffic prediction in the aviation industry. Lakhan et 
al. [17] built a multi-agent reinforcement learning 
framework based on biometric ticketing data through 
information fusion, proposing a biometric ticketing 
authentication algorithm suitable for various trans-
portation environments, paving a new path for the 
development of smart transportation.
With the in depth research in deep learning tech-
nology, neural network-based target detection tech-
niques primarily use Convolutional Neural Networks 
(CNNs) to train on large volumes of images, effec-
tively extracting key features from the images, en-
abling rapid and accurate detection of target objects, 
and thus have been widely applied in scenarios such 
as traffic monitoring and road detection. As one of 
the most widely used single-stage target detection 
algorithms, the YOLOv8 model, with its efficient de-
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tection speed, simple architecture, and convenient 
deployment, has become the preferred solution in 
the target detection field for balancing accuracy and 
speed and has been widely applied in various trans-
portation scenarios. For example, Karim et al. [15] 
proposed a vehicle classification and counting meth-
od based on the single-stage YOLOv8 model for traffic 
analysis in their research. This achieved efficient de-
tection and classification of target objects in complex 
traffic environments.
Distinct from other YOLO detection models, the 
main features of the YOLOv8 algorithm are as fol-
lows: In the backbone network, Conv and C2f mod-
ules are primarily used for feature extraction from 
input images. C2f, modeled after the ELAN structure 
in YOLOv7, achieves multi-branch cross-layer con-
nections through the Bottleneck module, enriching 
the gradient flow information of the model. Then, 
the SPPF module combines features extracted with 
different receptive fields through parallel and serial 
pooling of various kernel sizes and inputs them into 
the network neck. In the network neck, YOLOv8 
adopts the traditional FPN[23]-PAN[20](Feature 
Pyramid Network-Path Aggregation Network) fea-
ture fusion structure to perform feature fusion, in-
troducing lateral connections and cascade operations 
to effectively integrate features from different levels, 
constructing a feature pyramid that effectively en-
compasses multi-scale information. In the output 
layer, YOLOv8 replaces the Anchor-based approach 
used in YOLOv5 with Anchor-Free, reducing the cost 
of parameter tuning. It uses the currently mainstream 
decoupled head structure, decoupling classification 
and regression tasks. The detection head uses the 
TaskAlignedAssigner [5] method to determine posi-
tive and negative sample assignments, selecting posi-
tive samples based on weighted classification and re-
gression scores. Regarding loss calculation, YOLOv8 
abandons the objectness loss typically used in YOLO 
models, focusing instead on calculating classification 
and regression losses. The classification loss is com-
puted using Binary Cross Entropy (BCE) [43], while 
the regression branch leverages Distribution Focal 
Loss (DFL) [21] and CIoU [44] loss functions. These 
three losses are weighted in certain proportions to 
derive the final loss value, enabling the model to more 
effectively learn features during training. Compared 
to earlier generations of the YOLO series, YOLOv8 ex-

hibits superior overall performance. In this paper, we 
further enhance YOLOv8, capitalizing on its notable 
advantages in road defect detection.

3. Methodology
In this section, we present the specific implementation 
details of the proposed enhancement methodology for 
the YOLOv8-GRW model. Distinct from the original 
YOLOv8, firstly, in the backbone network, we replaced 
the standard convolution in YOLOv8 with the GSP-
Conv convolution module; secondly, in the network 
neck, we utilized the GRepGFPN feature fusion meth-
od; and finally, we introduced the WNIoU regression 
loss function. The structure of the improved YOLOv8-
GRW model is illustrated in Figure 1.

3.1. GSPConv
The YOLOv8 backbone network primarily utilizes 
multiple standard convolutions and C2f modules for 
feature extraction from the input feature maps. How-
ever, the objects of study in this paper, such as road 
cracks and holes, vary significantly in shape and size, 
making their features relatively challenging to extract. 
Traditional stacked convolutional layers consume 
substantial network parameters and computational 
resources but fail to adapt effectively to complex sce-
narios. To address this issue, we propose the GSPConv 
structure, specifically designed to enhance feature ex-
traction within the backbone network more efficiently. 
The detailed architecture of GSPConv integrates the 
GhostNet convolution module [8], it eliminates the 
convolutional strides in GhostConv and instead utiliz-
es an SPD operation [33] for downsampling.
The operational procedure depicted in Figure 2 elu-
cidates the process by which the given feature map, 
with dimensions S×S×C1, undergoes initial feature 
extraction through conventional convolution using a 
minimal set of kernels. This step generates intrinsic 
feature maps. Subsequently, each channel of the in-
trinsic feature maps undergoes grouped convolution, 
serving as a cost-effective linear transformation. 
The grouped convolution eliminates inter-channel 
correlations, thereby avoiding the generation of re-
dundant features typically associated with standard 
convolution and significantly reducing parameter 
count and computational overhead. These intrinsic 
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weighted in certain proportions to derive the final
loss value, enabling the model to more effectively
learn features during training. Compared to earlier 
generations of the YOLO series, YOLOv8 exhibits

superior overall performance. In this paper, we fur-
ther enhance YOLOv8, capitalizing on its notable 
advantages in road defect detection.

Figure 1 
YOLOv8-GRW model structure. 
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3. Methodology 
In this section, we present the specific implementa-
tion details of the proposed enhancement methodol-
ogy for the YOLOv8-GRW model. Distinct from the
original YOLOv8, firstly, in the backbone network, 
we replaced the standard convolution in YOLOv8 
with the GSPConv convolution module; secondly, in
the network neck, we utilized the GRepGFPN fea-
ture fusion method; and finally, we introduced the
WNIoU regression loss function. The structure of the 
improved YOLOv8-GRW model is illustrated in
Figure 1. 

3.1 GSPConv 
The YOLOv8 backbone network primarily utilizes 
multiple standard convolutions and C2f modules for
feature extraction from the input feature maps. How-

ever, the objects of study in this paper, such as road  

cracks and holes, vary significantly in shape and 
size, making their features relatively challenging to 
extract. Traditional stacked convolutional layers con-
sume substantial network parameters and computa-
tional resources but fail to adapt effectively to com-
plex scenarios. To address this issue, we propose the
GSPConv structure, specifically designed to enhance
feature extraction within the backbone network more
efficiently. The detailed architecture of GSPConv in-
tegrates the GhostNet convolution module [8], it 
eliminates the convolutional strides in GhostConv 
and instead utilizes an SPD operation [33] for 
downsampling. 

The operational procedure depicted in Figure 2 elu-
cidates the process by which the given feature map,
with dimensions S×S×C1, undergoes initial feature 
extraction through conventional convolution using a 
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feature maps are then combined with their linearly 
transformed counterparts to create intermediate 
feature maps with dimensions S×S×C2. These inter-
mediate feature maps are further processed through 
an SPD operation, which transforms spatial infor-
mation into depth information while preserving the 
fine-grained features of the target. The SPD opera-
tion sequences and slices the features of the generat-
ed intermediate feature maps S×S×C2 as illustrated 
in Equation (1).
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Subsequently, the sliced sub-features are concatenat-
ed along the channel dimension, resulting in the final 
feature map with dimensions S×S×C3. 

The GSPConv module initially utilizes a combina-
tion of standard and grouped convolutions to pro-
duce intermediate feature maps. This approach not 

only preserves intrinsic features that are essential for 
model accuracy, but also results in a reduction in 
both the number of parameters and computational 
overhead. However, in scenarios where images con-
tain a significant amount of redundant pixel infor-
mation, traditional convolutional strides or pooling 
operations can filter out this redundancy, allowing 
the model to learn target features more effectively. 
Yet, these methods face difficulties in challenging 
scenarios, as stride convolutions or pooling downsa-
mpling can lead to the loss of fine details. This issue 
is particularly critical in the context of road defect 
detection, where defects vary greatly in size and 
shape, and features such as cracks are elongated and 
have low visible resolution. Traditional convolution-
al strides can cause the model to lose fine-grained in-
formation within narrow cracks, resulting in missed 
detections. Therefore, GSPConv implements SPD 
operation for downsampling in the processing of in-
termediate feature maps. While applying SPD to tra-
ditional convolutions would significantly increase 
both computational and parameter burdens, the 
GSPConv introduces a minimal number of parame-
ters and computations. preventing the loss of fine de-
tails during network propagation. This significantly 
reduces the incidence of missed detections and fur-
ther enhances the network’s capability to extract fea-
tures.
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GSPConv module structure.
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3.2 GRepGFPN 
The Feature Pyramid Network (FPN) is specifically 
designed to aggregate features of different resolu-
tions that are extracted from the backbone network. 
YOLOv8 incorporates an FPN-PAN structure, which 
combines Path Aggregation Network (PAN) with 
FPN. Within this structure, FPN aggregates features 
outputted from various layers of the backbone net-
work. To address the limitations of unidirectional in-
formation flow, an additional bottom-up path aggre-
gation network is added. However, this bottom-up 
approach may result in insufficient interaction be-
tween high-level semantic information and low-level 
spatial information. High-level semantic information 

is typically utilized for understanding object catego-
ries and overall structure, while low-level spatial in-
formation contains details and positional data of ob-
jects. The lack of effective interaction between these 
two types of information can lead to inaccurate spa-
tial localization in detection outcomes, thereby limit-
ing the model's accuracy and robustness. 

Therefore, this study utilizes the Efficient-RepGFP-
N, an efficient layer aggregation network proposed 
by DAMO-YOLO [40], as the network's neck. This 
method enhances the feature pyramid used for object 
detection by more effectively integrating multi-scale 
features. Building upon the GFPN [14], Efficient-
RepGFPN optimizes the topology and fusion meth-
ods. It employs different channel counts for features 

(1)

Subsequently, the sliced sub-features are concatenat-
ed along the channel dimension, resulting in the final 
feature map with dimensions S×S×C3.
The GSPConv module initially utilizes a combination 
of standard and grouped convolutions to produce in-
termediate feature maps. This approach not only pre-
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serves intrinsic features that are essential for model 
accuracy, but also results in a reduction in both the 
number of parameters and computational overhead. 
However, in scenarios where images contain a signifi-
cant amount of redundant pixel information, tradition-
al convolutional strides or pooling operations can filter 
out this redundancy, allowing the model to learn target 
features more effectively. Yet, these methods face diffi-
culties in challenging scenarios, as stride convolutions 
or pooling downsampling can lead to the loss of fine 
details. This issue is particularly critical in the con-
text of road defect detection, where defects vary great-
ly in size and shape, and features such as cracks are 
elongated and have low visible resolution. Traditional 
convolutional strides can cause the model to lose fine-
grained information within narrow cracks, resulting in 
missed detections. Therefore, GSPConv implements 
SPD operation for downsampling in the processing 
of intermediate feature maps. While applying SPD to 
traditional convolutions would significantly increase 
both computational and parameter burdens, the GSP-
Conv introduces a minimal number of parameters and 
computations. preventing he loss of fine details during 
network propagation. This significantly reduces the in-
cidence of missed detections and further enhances the 
network’s capability to extract features.

3.2. GRepGFPN
The Feature Pyramid Network (FPN) is specifically 
designed to aggregate features of different resolu-
tions that are extracted from the backbone network. 
YOLOv8 incorporates an FPN-PAN structure, which 
combines Path Aggregation Network (PAN) with 
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FPN. Within this structure, FPN aggregates features 
outputted from various layers of the backbone net-
work. To address the limitations of unidirectional 
information flow, an additional bottom-up path ag-
gregation network is added. However, this bottom-up 
approach may result in insufficient interaction be-
tween high-level semantic information and low-level 
spatial information. High-level semantic information 
is typically utilized for understanding object catego-
ries and overall structure, while low-level spatial in-
formation contains details and positional data of ob-
jects. The lack of effective interaction between these 
two types of information can lead to inaccurate spa-
tial localization in detection outcomes, thereby limit-
ing the model’s accuracy and robustness.
Therefore, this study utilizes the Efficient-RepGFPN, 
an efficient layer aggregation network proposed by DA-
MO-YOLO [40], as the network’s neck. This method 
enhances the feature pyramid used for object detection 
by more effectively integrating multi-scale features. 
Building upon the GFPN [14], Efficient-RepGFPN op-
timizes the topology and fusion methods. It employs 
different channel counts for features at different scales, 
eliminates the Queen-Fusion upsampling operation, 
and incorporates features from different scales using 
the CSPStage module, which is inspired by re-param-
eterization ideas and ELAN connections. The specific 
structure is illustrated in the Figure 3.
Additionally, this paper replaces conventional con-
volutions in RepGFPN with GhostConv to reduce the 
computational and parameter load of this feature fu-
sion approach. By utilizing GRepGFPN, the model’s 
accuracy is further enhanced with only a minimal in-
crease in parameter count.
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3.3 WNIoU Loss Function 
Loss functions are commonly employed to quantify 
the disparity between the model's predicted output 
and the actual labels. The regression loss function 
utilized in YOLOv8 applies CIoU, which is contin-
gent on the minimum bounding box dimensions. 
However, this approach may not effectively accom-
modate the significant scale variations often encoun-
tered in object detection tasks. In our dataset, targets 
exhibit substantial differences in scale, and there is 
considerable variation in the quality of anchor boxes 
among samples, posing a challenge for gradient up-
dates during training. 

To tackle these challenges, we propose the WNIoU 
loss function as a substitute for the CIoU loss func-
tion. Tong et al. [36] introduced the WIoU loss func-
tion, with WIoU v1 establishing a boundary loss 
based on attention mechanisms. This biases anchor 
box selection towards boxes that closely match the 
target's height, thereby enhancing detection accurac-
y. The computational formula is illustrated in Equati-
on (2). 
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compassing both the actual and predicted boxes. 

WIoU v2 and WIoU v3 improve upon the original 
WIoU loss function by incorporating a focus mecha-
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WIoU v1, WIoU v2 introduces a monotonic focusing 
coefficient to construct the loss function. By using 
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WiseIoU v3 introduces a quality assessment metric 
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focusing coefficient 𝛽 to adjust gradient gains. This 
adjustment enables the model to allocate more atten-
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caused by low-quality samples. By dynamically ad-
justing gradient gains, the model effectively balances 
its sensitivity to various quality anchor boxes, thereby 
enhancing the overall performance of the detection 
system. The computational formula is presented in 
Equation (4).
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In this context, 𝛽𝛽𝛽𝛽 represents the quality of the bound-
ing box, with lower values indicating higher quality. 
The parameters α and 𝛿𝛿𝛿𝛿 are considered as hyperpara-
meters. 

This paper primarily utilizes the dynamic non-
monotonic focusing mechanism of WIoU v3 to as-
sess the quality of anchor boxes. High-quality and 
low-quality anchor boxes are allocated smaller gra-
dient gains, enhancing the model's generalization ca-
pabilities while mitigating adverse gradients caused 
by low-quality data. Anchor boxes of average quality  
are assigned larger gradient gains, focusing more on 
boundary box regression losses on these average-
quality anchor boxes. This mechanism prevents 
harmful gradients caused by low-quality road defect 
data, addressing the challenge of balancing boundary 
box regression between high and low-quality data 
and further improving model performance. 

Loss functions based on IoU and its extensions are 
highly sensitive to positional deviations in small de-
fects, which poses a challenge for the detection of 
small objects. The NWD [39] introduces a new met-
ric for evaluating the detection of small objects, with 
the computational formula presented in Equation (5). 
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In this context, [cx,cy,w,h] represents the coordinates 
of the bounding box, where C  is a constant value.  
W2

2( Na,Nb) denotes the Wasserstein distance metric. 

Consequently, building upon the foundation of 
WIoU v3, this paper introduces the NWD metric to 
improve the detection of relatively small defects that 
are present in limited quantities within the dataset. 
This leads to the development of the WNIoU loss 
function, for which the computational formula is 
presented in Equation (6). 
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4.1. Dataset
This study utilizes the open-source road defect data-
set RDD2022 [1], which contains road images from 
various countries. Considering the heterogeneity 
of the data, the dataset was cleansed and filtered to 
remove images taken from a top-down perspective. 
After analysis and processing, the types of defects 
studied include longitudinal cracks (D00), transverse 
cracks (D10), alligator cracks (D20), and potholes 
(D40), as illustrated in Figures 4(a), 4(b), 4(c), and 
4(d). The dataset comprises a total of 34,007 images. 
For the experiments, the dataset was randomly divid-
ed into training, validation, and testing sets in a 7:1:2 
ratio relative to the total dataset.

4.2. Experimental Environment
The experimental environment for this study was set 
up on an Ubuntu 20.04 system, with CUDA version 
11.6, using the Pytorch 1.13.0 deep learning framework, 
and Python 3.8 programming language. The com-
puting resources included a 13th generation Intel(R) 
Core(TM) i7-13700K CPU and an NVIDIA GeForce 
RTX 4090 (24G) GPU. YOLOv8n served as the base-
line for all experiments, which were conducted under 
consistent hyperparameters. The specific settings for 
these hyperparameters can be found in Table 1.

Table 1
Hyper Parameter Setting

Hyperparameter Values

epoch 300

Imagesize 640*640

Learning Rate 0.01

Optimizer SGD

Momentum 0.937

Weight_decay 0.0005

4.3. Evaluation Indicators
To accurately assess the performance of the model 
in detecting road defects, this study utilizes the F1 
score as a key evaluation metric. The F1 score is a 
weighted average of precision (P) and recall (R). The 
calculations for precision and recall are based on the 
model’s performance on the test set, where correctly 

classified positive samples are True Positives (TP), 
incorrectly classified positive samples are False Pos-
itives (FP), correctly classified negative samples are 
True Negatives (TN), and incorrectly classified neg-
ative samples are False Negatives (FN). The formulas 
for calculating precision and recall are presented in 
Equations (7)-(8), respectively, while the formula for 
the F1 score is shown in Equation (9).
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AP (Average Precision) and mAP (Mean Average 
Precision) are metrics utilized to evaluate the accura-
cy and robustness of a model. Higher mAP values 
indicate superior overall detection performance 
across all categories. The specific calculations for 
AP and mAP are presented in Equations (10)-(11), 
respectively. The term 'Parameter' refers to the size 
of the model's parameters, reflecting its complexity. 
GFLOPs (Giga Floating-point Operations Per Sec-
ond) represent the number of floating-point opera-
tions performed per second, commonly used to as-
sess the computational performance of a model dur-
ing inference or training. FPS (Frames Per Second) 
is employed to measure inference speed, indicating 
how many frames per second the model can process. 

1

0
= ( )AP P R dR∫                                                     (10)

1m

N

i
i

AP
AP

N
==
∑

                                                     (11) 

In these calculations, 𝑁𝑁𝑁𝑁 represents the total number 
of categories. 

4.4 Improvement Experiments 
To validate the improvement effects of the feature 
fusion methods, this study conducted comparative 
experiments involving the original feature fusion ap-
proach, RepGFPN, and GRepGFPN within the 
backbone network enhanced by GSPConv. The ex-
perimental results are presented in Table 2. Both 
RepGFPN and GRepGFPN demonstrated enhance-
ments over the traditional FPN-PAN structure, with 
improvements observed in both F1 score and 
mAP@0.5. The introduction of the RepGFPN fea-
ture fusion structure allows for effective exchange of 
high-level semantic information and low-level spa-
tial information, providing more efficient infor-
mation transfer and enhancing the model's detection 
capabilities and overall recognition accuracy. Further 
improvements with the cost-effective GhostConv in 
GRepGFPN maintained similar performance levels 
to RepGFPN. This not only strengthened the net-
work's feature fusion capability but also reduced pa-
rameter size and computational load introduced by 
RepGFPN. The experimental results demonstrate 
that the optimized feature fusion methods achieved a 
better balance between model size and performance, 
with increases of 0.7% and 0.5% in F1 score and 
mAP@0.5, respectively. 
 
Table 2 
Comparison of feature fusion methods experiment. 

Feature  
Fusion 

F1 mAP@
0.5 

Para 
/M 

GFLOPs 

FPN-PAN 0.542 0.532 3.08 10.0 
RepGFPN 0.551 0.537 3.41 10.4 

GRepGFPN 0.549 0.537 3.19 9.9 
 
To further validate the efficacy of the WNIoU loss 
function for detection tasks, this study incorporates 
advanced convolutional and feature pyramid net-
works, namely GSPConv and GRepGFPN, respec-
tively. A comparative analysis was conducted amo-
ng several bounding box regression loss functions 
including CIoU, EIoU [42], GIoU [30], WIoUv1, 
WIoUv2, WIoUv3, and the proposed WNIoU. As 
shown in Table 3. To further ascertain the optimal 
value for the δ hyperparameter in WNIoU, this study 
conducted comparative experiments by setting δ to 
0.01, 0.02, 0.03, and 0.04. As illustrated in Figure 5, 
the experimental results show that the model 
achieves optimal performance when the WNIoU hy-
perparameter δ is set to 0.02. 

(7)
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AP (Average Precision) and mAP (Mean Average Pre-
cision) are metrics utilized to evaluate the accuracy 
and robustness of a model. Higher mAP values indi-
cate superior overall detection performance across all 
categories. The specific calculations for AP and mAP 
are presented in Equations (10)-(11), respectively. 
The term ‘Parameter’ refers to the size of the model’s 
parameters, reflecting its complexity. GFLOPs (Giga 
Floating-point Operations Per Second) represent the 
number of floating-point operations performed per 
second, commonly used to assess the computational 
performance of a model during inference or training. 
FPS (Frames Per Second) is employed to measure in-
ference speed, indicating how many frames per sec-
ond the model can process.
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Positives (FP), correctly classified negative samples 
are True Negatives (TN), and incorrectly classified 
negative samples are False Negatives (FN). The 
formulas for calculating precision and recall are pre-
sented in Equations (7)-(8), respectively, while the 
formula for the F1 score is shown in Equation (9). 

TPP
TP FP

=
+

                                                          (7) 

TPR
TP FN

=
+

                                                         (8) 

21 P RF
P R
× ×

=
+

                                                        (9) 

AP (Average Precision) and mAP (Mean Average 
Precision) are metrics utilized to evaluate the accura-
cy and robustness of a model. Higher mAP values 
indicate superior overall detection performance 
across all categories. The specific calculations for 
AP and mAP are presented in Equations (10)-(11), 
respectively. The term 'Parameter' refers to the size 
of the model's parameters, reflecting its complexity. 
GFLOPs (Giga Floating-point Operations Per Sec-
ond) represent the number of floating-point opera-
tions performed per second, commonly used to as-
sess the computational performance of a model dur-
ing inference or training. FPS (Frames Per Second) 
is employed to measure inference speed, indicating 
how many frames per second the model can process. 

1

0
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                                                     (11) 

In these calculations, 𝑁𝑁𝑁𝑁 represents the total number 
of categories. 

4.4 Improvement Experiments 
To validate the improvement effects of the feature 
fusion methods, this study conducted comparative 
experiments involving the original feature fusion ap-
proach, RepGFPN, and GRepGFPN within the 
backbone network enhanced by GSPConv. The ex-
perimental results are presented in Table 2. Both 
RepGFPN and GRepGFPN demonstrated enhance-
ments over the traditional FPN-PAN structure, with 
improvements observed in both F1 score and 
mAP@0.5. The introduction of the RepGFPN fea-
ture fusion structure allows for effective exchange of 
high-level semantic information and low-level spa-
tial information, providing more efficient infor-
mation transfer and enhancing the model's detection 
capabilities and overall recognition accuracy. Further 
improvements with the cost-effective GhostConv in 
GRepGFPN maintained similar performance levels 
to RepGFPN. This not only strengthened the net-
work's feature fusion capability but also reduced pa-
rameter size and computational load introduced by 
RepGFPN. The experimental results demonstrate 
that the optimized feature fusion methods achieved a 
better balance between model size and performance, 
with increases of 0.7% and 0.5% in F1 score and 
mAP@0.5, respectively. 
 
Table 2 
Comparison of feature fusion methods experiment. 

Feature  
Fusion 

F1 mAP@
0.5 

Para 
/M 

GFLOPs 

FPN-PAN 0.542 0.532 3.08 10.0 
RepGFPN 0.551 0.537 3.41 10.4 

GRepGFPN 0.549 0.537 3.19 9.9 
 
To further validate the efficacy of the WNIoU loss 
function for detection tasks, this study incorporates 
advanced convolutional and feature pyramid net-
works, namely GSPConv and GRepGFPN, respec-
tively. A comparative analysis was conducted amo-
ng several bounding box regression loss functions 
including CIoU, EIoU [42], GIoU [30], WIoUv1, 
WIoUv2, WIoUv3, and the proposed WNIoU. As 
shown in Table 3. To further ascertain the optimal 
value for the δ hyperparameter in WNIoU, this study 
conducted comparative experiments by setting δ to 
0.01, 0.02, 0.03, and 0.04. As illustrated in Figure 5, 
the experimental results show that the model 
achieves optimal performance when the WNIoU hy-
perparameter δ is set to 0.02. 

(11)

In these calculations, 𝑁 represents the total number 
of categories.

4.4. Improvement Experiments
To validate the improvement effects of the feature 
fusion methods, this study conducted compara-
tive experiments involving the original feature fu-
sion approach, RepGFPN, and GRepGFPN with-
in the backbone network enhanced by GSPConv. 
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The experimental results are presented in Table 
2. Both RepGFPN and GRepGFPN demonstrat-
ed enhancements over the traditional FPN-PAN 
structure, with improvements observed in both F1 
score and mAP@0.5. The introduction of the Rep-
GFPN feature fusion structure allows for effective 
exchange of high-level semantic information and 
low-level spatial information, providing more effi-
cient information transfer and enhancing the mod-
el’s detection capabilities and overall recognition 
accuracy. Further improvements with the cost-ef-
fective GhostConv in GRepGFPN maintained sim-
ilar performance levels to RepGFPN. This not only 
strengthened the network’s feature fusion capability 
but also reduced parameter size and computational 
load introduced by RepGFPN. The experimental re-
sults demonstrate that the optimized feature fusion 
methods achieved a better balance between model 
size and performance, with increases of 0.7% and 
0.5% in F1 score and mAP@0.5, respectively.
To further validate the efficacy of the WNIoU loss 
function for detection tasks, this study incorporates 
advanced convolutional and feature pyramid net-
works, namely GSPConv and GRepGFPN, respec-

Table 2
Comparison of feature fusion methods experiment

Feature Fusion F1 mAP@0.5 Para/M GFLOPs

FPN-PAN 0.542 0.532 3.08 10.0

RepGFPN 0.551 0.537 3.41 10.4

GRepGFPN 0.549 0.537 3.19 9.9

tively. A comparative analysis was conducted amo-
ng several bounding box regression loss functions 
including CIoU, EIoU [42], GIoU [30], WIoUv1, 
WIoUv2, WIoUv3, and the proposed WNIoU. As 
shown in Table 3. To further ascertain the optimal 
value for the δ hyperparameter in WNIoU, this study 
conducted comparative experiments by setting δ 
to 0.01, 0.02, 0.03, and 0.04. As illustrated in Fig-
ure 5, the experimental results show that the model 
achieves optimal performance when the WNIoU hy-
perparameter δ is set to 0.02.
The above experimental findings demonstrated that 
the introduction of the WIoU loss function effec-
tively mitigates the adverse gradients generated by 

Table 3
Comparison of loss function

Loss function P R F1 mAP@0.5 Para/M GFLOPs

CIoU 0.586 0.516 0.549 0.537 3.19 9.9

EIoU 0.577 0.522 0.548 0.531 3.19 9.9

GIoU 0.580 0.524 0.551 0.533 3.19 9.9

WIoU v1 0.584 0.520 0.550 0.536 3.19 9.9

WIoU v2 0.594 0.506 0.547 0.533 3.19 9.9

WIoU v3 0.599 0.515 0.554 0.539 3.19 9.9

WNIoU 0.613 0.510 0.557 0.544 3.19 9.9

 
 

 

The above experimental findings demonstrated that 
the introduction of the WIoU loss function effective-
ly mitigates the adverse gradients generated by low-
quality samples. This is particularly evident when 
there is significant overlap between the detection and 
target boxes, which serves to alleviate the penalties 
associated with geometric discrepancies. Conse-
quently, this reduction in penalties diminishes the 
negative impact of low-quality samples on the mod-
el's generalization abilities. The WNIoU loss func-
tion exhibited superior overall performance.  Within 

the WIoU series, WIoU v3 demonstrated a notable 
increase in detection precision by 1.3% over the 
CIoU loss function. Furthermore, the incorporation 
of a minor proportion of the NWD metric, despite a 
slight decrease in recall, led to an enhancement in 
detection precision by an additional 1.4%.  The F1 
score improved by 0.3%, the mAP@0.5 improved by 
0.5%, indicating a more balanced performance be-
tween precision and recall, thereby substantiating the 
effectiveness of the modifications made to the loss 
function.
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GIoU 0.580 0.524 0.551 0.533 3.19 9.9 

WIoU v1 0.584 0.520 0.550 0.536 3.19 9.9 
WIoU v2 0.594 0.506 0.547 0.533 3.19 9.9 
WIoU v3 0.599 0.515 0.554 0.539 3.19 9.9 
WNIoU 0.613 0.510 0.557 0.544 3.19 9.9 

 

Figure 5 
Effect of WNIoU Hyperparameter δ. 

 
              

4.5 Ablation Experiment 
In order to further validate the efficacy of the en-
hanced algorithm, a series of ablation experiments 
were conducted in this study. The experimental find-
ings are depicted in table 4, indicating that the intro-
duction of GSPConv led to an increase of 0.07M pa-
rameters and 1.7 GFLOPs computational load, re-

sulting in a 1.4% increase in mAP@0.5 and a 0.7% 
increase in F1 score, demonstrating its significant 
impact on performance improvement. Moreover, 
when only the GRepGFPN and WNIoU modules 
were introduced, mAP@0.5 decreased by 0.7% 
compared to using only GSPConv, highlighting 
GSPConv's ability to retain fine information and en-
hance object detection performance within the back-

Figure 5
Effect of WNIoU Hyperparameter δ
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low-quality samples. This is particularly evident 
when there is significant overlap between the detec-
tion and target boxes, which serves to alleviate the 
penalties associated with geometric discrepancies. 
Consequently, this reduction in penalties diminish-
es the negative impact of low-quality samples on the 
model’s generalization abilities. The WNIoU loss 
function exhibited superior overall performance.  
Within the WIoU series, WIoU v3 demonstrated 
a notable increase in detection precision by 1.3% 
over the CIoU loss function. Furthermore, the in-
corporation of a minor proportion of the NWD met-
ric, despite a slight decrease in recall, led to an en-
hancement in detection precision by an additional 
1.4%.  The F1 score improved by 0.3%, the mAP@0.5 
improved by 0.5%, indicating a more balanced per-
formance between precision and recall, thereby sub-
stantiating the effectiveness of the modifications 
made to the loss function.

4.5. Ablation Experiment
In order to further validate the efficacy of the en-
hanced algorithm, a series of ablation experiments 
were conducted in this study. The experimental find-
ings are depicted in Table 4, indicating that the in-
troduction of GSPConv led to an increase of 0.07M 
parameters and 1.7 GFLOPs computational load, 
resulting in a 1.4% increase in mAP@0.5 and a 0.7% 
increase in F1 score, demonstrating its significant im-
pact on performance improvement. Moreover, when 
only the GRepGFPN and WNIoU modules were in-
troduced, mAP@0.5 decreased by 0.7% compared to 
using only GSPConv, highlighting GSPConv’s abili-
ty to retain fine information and enhance object de-
tection performance within the backbone network. 
Following successive introductions of the GRepGF-

PN module and WNIoU loss function, there was ul-
timately an increase by 2.6% and 2.2%, respectively, 
for mAP@0.5 and F1 score compared to the original 
model. It shows that GRepGFPN is more conducive to 
feature extraction and WNIoU loss function is more 
conducive to feature learning ability in model train-
ing.
Through the ablation experiment, the sequential in-
troduction of GSPConv, GRepGFPN, and WNIoU im-
provement methods resulted in successive enhance-
ments in the model’s mAP@0.5 and F1 score based on 
previous ones, thus demonstrating the effectiveness 
of different module improvements.

4.6. Comparative Experiment
To more effectively assess the performance of the 
improved algorithm, this study conducted compar-
ative experiments with Faster RCNN, YOLOX-tiny, 
YOLOv5s, YOLOv6n, YOLOv7-tiny, YOLOv8n, and 
YOLOv9s. The results of the experiments are pre-
sented in Table 5. Additionally, this study provided 
a visual comparison of the metrics from the experi-
mental processes of various YOLO series versions, as 
illustrated in Figure 6. 
As shown in Figure 6, YOLOv8-GRW, apart from its 
significant advantage in overall detection accuracy, can 
more effectively balance precision and recall, indicat-
ing that the improved model enhances the overall mod-
el’s robustness and practicality, while the well-per-
forming YOLOv5 and YOLOv9 cannot simultaneously 
balance precision and recall. According to Table 5, the 
F1 scores of Faster RCNN, YOLOX-tiny, YOLOv5s, and 
YOLOv9 are higher than the original YOLOv8 model 
by 1.0%, 1.2%, 0.9%, and 1.0%, respectively. Moreover, 
YOLOv9s has an mAP@0.5 that is 1.9% higher than 
the original YOLOv8. Despite the YOLOv8 model hav-

Table 4
Results of ablation experiment

GSPConv GRepGFPN WNIoU F1 mAP@0.5 Para/M GFLOPs

0.535 0.518 3.01 8.1

√ 0.542 0.532 3.08 9.8

√ √ 0.542 0.525 3.12 8.2

√ √ 0.549 0.537 3.19 9.9

√ √ √ 0.557 0.544 3.19 9.9

mailto:mAP@0.5
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Table 5 
Comparison results of different algorithms

Model P R F1 mAP@0.5 FPS Para/M GFLOPs

Faster-RCNN 0.584 0.509 0.545 0.503 18 41.48 94.3

YOLOX-tiny 0.611 0.495 0.547 0.489 69 5.06 6.45

YOLOv5s 0.571 0.520 0.544 0.515 192 7.20 16.5

YOLOv6n 0.580 0.486 0.526 0.505 185 4.70 11.4

YOLOv7-tiny 0.567 0.478 0.519 0.490 144 6.02 13.2

YOLOv8n 0.577 0.499 0.535 0.518 213 3.01 8.1

YOLOv9s 0.615 0.490 0.545 0.537 94 4.23 18.3

ours 0.613 0.510 0.557 0.544 200 3.19 9.9

Figure 6
Training metrics of various YOLO models 
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Figure 7 
Comparison of Confusion Matrices between the Original YOLOv8 Model and the YOLOv8-GRW Model. 
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ing notable advantages in terms of lightweight and 
optimal frame rate, it also shows more serious issues 
with false detections and missed detections. After ap-
plying the improvement methods proposed in this pa-
per, YOLOv8-GRW achieved better performance than 
Faster RCNN, YOLOX-tiny, YOLOv5s, and YOLOv9s, 
with F1 scores higher by 1.2%, 1.0%, 1.3%, and 1.2%, and 
mAP@0.5 values higher by 4.1%, 5.5%, 2.9%, and 0.7%, 
respectively, achieving the best results. 
Although the YOLOv8-GRW model’s parameters in-
creased by 0.18M and its computational load by 1.8 
GFLOPs compared to the original YOLOv8, its detec-
tion speed still reached 200FPS, fulfilling real-time 
detection needs. Simultaneously, accuracy increased 
by 3.6%, recall by 1.1%, mAP@0.5 by 2.6%, and F1 score 
by 2.2%. Among all the compared models, YOLOv8-
GRW demonstrated the best performance, making it 
the most effective model for road defect detection.

4.7. Visualization Analysis
This study analyzes the confusion matrices of the 
YOLOv8-GRW model compared to the original model, 
as shown in Figure 7. YOLOv8-GRW shows improve-
ments across various defect categories, with the most 

Figure 7
Comparison of Confusion Matrices between the Original YOLOv8 Model and the YOLOv8-GRW Model

significant enhancement observed in the D40 catego-
ry, where it improved by 5%. To more vividly demon-
strate the effectiveness of the YOLOv8-GRW model, 
this paper conducted a visual comparison with the 
original model. The comparative results, depicted in 
Figure 8, indicate that YOLOv8-GRW has effectively 
increased the accuracy rate of defect detection across 
all categories. The issues of missed detections prev-
alent in the original model have been addressed to 
some extent, and robustness has also been improved.
For example, Figure 8(i) accurately detects fine lon-
gitudinal cracks at the furthest point as well as trans-
verse cracks at the closest point. Figure 8(l) identifies 
a greater variety of defect categories. Furthermore, the 
categorization and localization of defects have become 
more precise. Figure 8( j) illustrates that a large area 
of crazing is detected, which is not merely confined 
to small-scale crazing and potholes. The model also 
precisely identifies and locates smaller and shadowed 
defect targets, as seen in Figure 8(k), where YOLOv8-
GRW accurately recognizes small potholes under ve-
hicle shadows and more distant potholes, showcasing 
the model’s enhanced robustness and validating the 
effectiveness of the improvements made in this study.

 
 

 

Training metrics of various YOLO models. 

 
 

Figure 7 
Comparison of Confusion Matrices between the Original YOLOv8 Model and the YOLOv8-GRW Model. 

        
（1）Confusion Matrix of the original YOLOv8 model                 （2）Confusion Matrix of the YOLOv8-GRW model 

           

 

 

 

 

Figure 8 

(1) Confusion Matrix of the original YOLOv8 model (2) Confusion Matrix of the YOLOv8-GRW model



303Information Technology and Control 2025/1/54

Figure 8
Comparison of performance between the original YOLOv8 model and the YOLOv8-GRW model

5. Conclusion
This paper proposes a road defect detection method 
based on YOLOv8-GRW. By introducing GSPConv 
convolution into the backbone network, the fine in-
formation of road defects is significantly retained 
during downward propagation, enhancing the mod-
el’s perception of different information. In the neck of 
the network, the RepGFPN feature fusion structure is 
employed to efficiently integrate multi-scale features, 
and GhostConv is introduced to make the feature 
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structure more lightweight, enhancing feature fusion 
while preserving computational efficiency. WNIoU 
is incorporated into the loss function, leading the 
model to focus more on samples of ordinary quality, 
improving its generalization capability, and enhanc-
ing its ability to detect smaller targets. Following the 
improvements made to the network’s backbone, neck, 
and loss function, the F1 score increased by 2.2 per-
centage points, mAP@0.5 improved by 2.6 percent-
age points, and detection speed reached 200 FPS. 
The improved YOLOv8 model not only meets the re-
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al-time detection requirements, making it suitable for 
deployment on edge devices, but also significantly im-
proves the average accuracy of road defect detection, 
reducing the issues of missed and false detections in 
target box detection, providing a new solution for re-
lated scenarios.
However, the proposed method has certain limita-
tions, such as a single data source and a lack of defect 
detection data in extreme conditions, which necessi-
tates further improvement in model robustness. Fur-
thermore, the model’s accuracy in complex environ-
ments still has significant potential for enhancement. 
In future work, we will introduce more data from dif-
ferent environments and weather conditions to help 

the model better adapt to various real-world situa-
tions. Additionally, we are considering the introduc-
tion of attention mechanisms, particularly self-atten-
tion mechanisms, to strengthen the model’s focus on 
key areas, thereby further improving its robustness 
and precision.
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