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With the popularization of digital twin techniques in power substations, assessment and verification of electrical 
equipment 3D models in digital twins according to as-built LiDAR point clouds become essential for the quality 
assurance of the designed substation models. However, computing the shape and texture differences between a 
3D model and its corresponding point cloud is challenging due to the difficulty in aligning cross-source equip-
ment point clouds with local geometric shape variations. In this paper, we propose a 3D model verification method 
based on overlap-aware cross-source point cloud registration. The key of the method is an overlap attention-based 
point cloud registration network with grouped KPConv, attention mechanism, and overlap-weighted circle loss. It 
improves the registration accuracy against local geometric shape variations between 3D models and LiDAR point 
clouds. In addition, due to the lack of real-world point cloud samples of electrical equipment, a novel point cloud 
augmentation method is employed for generating synthetic point clouds for improving the sim-to-real generaliza-
tion capability of the network. Based on the pose alignment of the 3D model and the corresponding point cloud, a 
facet-level computing method is proposed for model differentiation and colorization. Experimental results using 
real-world point clouds of power substation equipment validate the performance of the proposed method. 
KEYWORDS: Point cloud registration; Deep learning; Attention; 3D model verification; Electrical equipment.
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1. Introduction
With the emergence of the Digital Twin (DT) technol-
ogy in the power grid, the quality assessment of elec-
trical equipment 3D models in a digital twin of power 
substation is increasingly important. In particular, 
the reality gap between the electrical equipment DT 
model and its corresponding as-built point cloud re-
quires 3D model verification before the DT model can 
be transferred from the design department to the op-
eration department of a power substation. 
Currently, the verification of the designed substation 
equipment model mainly relies on manual check-
ing according to regulations and specifications. This 
results in low efficiency in the verification of digital 
twins. Using the as-built point cloud obtained from 
LiDAR scans [22], the apparent difference between 
real-world equipment and its corresponding digital 
twin model can be computed. In this paper, we fo-
cus on automated apparent verification of electrical 
equipment models in terms of reality gaps in shape 
and texture, which are two major concerns in model 
verification tasks. 
A key issue is that, as the real-world point clouds of 
electrical equipment are extracted from the LiDAR 
scan in a substation scene, the pose of equipment rel-
ative to its DT model is unknown. Therefore, the key 
prerequisite for the automatic verification of equip-
ment models is to accurately align the point cloud of 
equipment to its model. This allows for a comparison 
between the two in the same scale and coordinate 
system. Although there is wide literature about point 
cloud registration methods, registering point clouds 
for electrical equipment poses significant challenges 
for the following reasons. 
First, aligning a DT model with the corresponding 
point cloud requires cross-source registration [7, 10, 
28]. However, the point distributions of the pairwise 
discretized model and LiDAR point cloud are une-
ven. Traditional FPFH [34], SIFT [14], DCA [4] and 
other feature-based registration methods are limited 
in accuracy because of the uneven point cloud densi-
ty. In contrast, the deep learning-based registration 
methods outperform traditional hand-engineered 
feature-based methods in accuracy. However, the 
major challenge in deep learning-based point cloud 
registration methods for electrical equipment is the 

lack of point cloud datasets for training registration 
networks, which hinders their generalization ability.
Second, due to the complex geometric structures of 
electrical equipment, there are inevitable local ge-
ometric shape deviations between DT models and Li-
DAR point clouds. While the source and target point 
clouds are assumed identical for most existing point 
cloud registration methods, they are partially differ-
ent in our case. For traditional point cloud registra-
tion methods such as ICP [8] and most deep-learning-
based methods [16, 1, 2], such local shape deformation 
will confuse the registration process, ultimately re-
sulting in a decrease in registration accuracy. There-
fore, awareness of the overlap region is essential for 
electrical equipment point cloud registration. 
Another problem is shape and texture assessment for 
the aligned DT model and point cloud. The reality gaps 
in shape and texture are two major concerns in model 
verification because the shape and texture variances 
between real-world equipment and its DT model are 
mostly common. As a 3D model can be discretized by 
sampling, a straightforward approach is to directly dif-
ferentiate the point cloud generated from the 3D model 
discretization and the LiDAR point cloud. However, 
direct point cloud differentiation will lead to shape-ir-
relevant errors due to the uneven point density distri-
bution of the two sources of point clouds. 
In this paper, a DT electric equipment model verifi-
cation method is proposed based on overlap-aware 
cross-source point cloud registration. The key of the 
method is a deep point cloud registration network 
with grouped KPConv, attention mechanism, and 
overlap-weighted circle loss for aligning cross-source 
point clouds of electrical equipment. The network 
improves the registration robustness against local ge-
ometric shape variations between the DT model and 
its LiDAR point cloud. Using the registration result, a 
model differentiation and colorization method based 
on facet-point correspondence is also proposed. 
The rest of this paper is organized as follows. In Sec-
tion 3, the overall method is briefly described. In Sec-
tion 4, the proposed GKANet network for point cloud 
registration is described in detail, and in Section 5 the 
model verification method is described. In Section 6, 
the experiments are described with result analysis, 
followed by a conclusion of the paper.
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2. Related Works 
The verification of 3D models of electrical equipment 
is crucial because of the deviation between the elec-
trical equipment 3D models and their as-built point 
cloud. This is an important quality assurance process 
of the designed substation models. In addition, 3D 
model verification of electrical equipment also plays 
a significant role in equipment status monitoring and 
maintenance, as some electrical equipment such as 
power pylons may have the risk of shape deformation 
during long-term operation.
Compared with time-consuming and laborious man-
ual verification, automated model verification pro-
vides a more appealing approach. A similar task is 
point cloud-based deformation analysis, which aims 
to determine geometric changes of objects related to 
a reference model. In [31], a novel method for mea-
suring 3D deformation based on image-guided point 
cloud registration is proposed. However, [31] only fo-
cuses on in-plane 3D displacement while we empha-
size estimating the 3D rotational and 3D translational 
displacement. 
Although point cloud-based deformation analysis has 
been widely applied to structural objects [33, 25, 19] 
and industrial objects, its application in smart grids 
is relatively rare. In [16], the measurement and eval-
uation of the shape deformation of electrical equip-
ment is achieved by a local invariant feature-based 
method. However, the method in [16] does not con-
sider the partial overlap problem and the registration 
method remains the conventional SAC-IA algorithm 
for coarse registration, followed by ICP [8] for fine 
registration.
At present, non-deep-learning-based algorithms of 
point cloud registration include point-based methods 
and feature-based methods. The point-based registra-
tion methods, such as ICP [8], 4PCS [29], Super4PCS 
[12], CICP [9], and Teaser++ [27], are generally more 
computationally costly. In contrast, the feature-based 
registration methods are more efficient in computa-
tion. They extract FPFH [22], SIFT [14], DCA [4], or 
other semantic features [19] for matching the corre-
spondence points and registering the point clouds.
Meanwhile, as deep learning methods have shown 
advantages in point cloud analysis [18, 3], they are 
also promising in point cloud registration. Deep 

learning-based methods [24, 5, 1, 6] exhibit tremen-
dous potential in registering point clouds that con-
tain repetitive and symmetrical features, because of 
their capability to learn more robust feature repre-
sentations. PCRNet [15] uses PointNet for extract-
ing global features. Compared with PointNetLK [1], 
PCRNet has better generalization capability but is 
less robust to noise. D3Feat [2] is developed based 
on the point cloud feature extraction network KP-
Conv to compute local features. PREDATOR [6], 
also based on D3Feat, combines the Transformer 
attention mechanism and designs an overlapping at-
tention module. Thanks to the use of cross-attention 
and self-attention mechanisms, PREDATOR can si-
multaneously obtain both local and global informa-
tion on point clouds, inferring which points may be 
located in overlapping regions. 

3. Method Overview 
The overview of the model verification method is de-
picted in Figure 1. Using the point cloud generated by 
the 3D LiDAR sensory system, electric equipment is 
segmented from the substation point cloud and rec-
ognized as one of the objects in the model library. 

Figure 1
Overview of the method
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Figure 1 Overview of the method. 

 
(a) 

 
(b) 

Figure 2 Extracting electrical equipment point cloud 
from a substation scene.  

 
 

4. GKANet for Point Cloud 
Registration   

The overall structure of the registration network is 
divided into three main parts: the Encoder, Overlap 
Attention Module, and Decoder. The role of the 
Encoder is to effectively encode and compress the two 
point clouds P  and Q  for registration, resulting in a 

set of superpoints P  and Q  that represent the 
key features of the original data, as well as their 
respective feature descriptors PX   and QX  . The 
Overlap Detection Module uses LDGCNN to 
extract features and project them onto the 
overlap scores and cross-overlap scores, 
computed on superpoints.  

The Decoder is responsible for translating the 
conditional features and overlap scores into 
feature descriptors, overlap scores, and 
matchability scores for each point. The overall 
structure of the GKANet network is illustrated 
in Figure 3. 

4.1. Encoder with Grouped KPConv   

The encoder begins with a voxel grid filter to 
downsample the raw point cloud. This step 
produces a source point cloud P and a target 
point cloud Q with reasonable point density. 
This effectively reduces the complexity and 
computational load of subsequent processing. 
Then the encoder uses a set of grouped ResNet 
blocks and strided convolutions to extract 
features from P and Q , and perform 
downsampling, aggregating the raw points into 
superpoint sets P  and Q . In this way, each 
superpoint can represent a patch within the 
point cloud. 
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Figure 3 The overall structure of the proposed 
GKANet. 
 

Compared with [6], the structure of grouped 
convolutions [26] with Kernel Point Convolution 
[21] is introduced. The structure is characterized 
by the splitting-transforming-aggregating 
mechanism. Figure 4 shows the structure of a 
ResNeXt block with KPConv, characterized by 
the splitting-transforming-aggregating 
mechanism. For an input with n channels, 32 
convolution path groups are split to sequentially 
perform 1X1, 3X3, and 1X1 convolutions, then 
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This is implemented by ground plane removal, pow-
er line removal, octree-based connected-component 
labeling for segmentation, and 3D shape recognition. 
In particular, the shape recognition is achieved by 
extracting the ESF descriptor [17] of an equipment 
point cloud and comparing it with that of all models 
in the model library. Figure 2(a) shows an example 
of a power substation and Figure 2(b) is the result of 
electric equipment segmentation. 

Figure 2
Extracting electrical equipment point cloud from a 
substation scene
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4. GKANet for Point Cloud 
Registration   

The overall structure of the registration network is 
divided into three main parts: the Encoder, Overlap 
Attention Module, and Decoder. The role of the 
Encoder is to effectively encode and compress the two 
point clouds P  and Q  for registration, resulting in a 

set of superpoints P  and Q  that represent the 
key features of the original data, as well as their 
respective feature descriptors PX   and QX  . The 
Overlap Detection Module uses LDGCNN to 
extract features and project them onto the 
overlap scores and cross-overlap scores, 
computed on superpoints.  

The Decoder is responsible for translating the 
conditional features and overlap scores into 
feature descriptors, overlap scores, and 
matchability scores for each point. The overall 
structure of the GKANet network is illustrated 
in Figure 3. 

4.1. Encoder with Grouped KPConv   

The encoder begins with a voxel grid filter to 
downsample the raw point cloud. This step 
produces a source point cloud P and a target 
point cloud Q with reasonable point density. 
This effectively reduces the complexity and 
computational load of subsequent processing. 
Then the encoder uses a set of grouped ResNet 
blocks and strided convolutions to extract 
features from P and Q , and perform 
downsampling, aggregating the raw points into 
superpoint sets P  and Q . In this way, each 
superpoint can represent a patch within the 
point cloud. 
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Compared with [6], the structure of grouped 
convolutions [26] with Kernel Point Convolution 
[21] is introduced. The structure is characterized 
by the splitting-transforming-aggregating 
mechanism. Figure 4 shows the structure of a 
ResNeXt block with KPConv, characterized by 
the splitting-transforming-aggregating 
mechanism. For an input with n channels, 32 
convolution path groups are split to sequentially 
perform 1X1, 3X3, and 1X1 convolutions, then 

(a)

The key of the method is a point cloud registration 
network, GKANet, that aligns the pairwise model and 
point cloud of specific electric equipment. Based on 
the registration result, the model differentiation and 
colorization are achieved by establishing correspon-
dence between a triangular facet in the model and the 
corresponding points in the point cloud.

4. GKANet for Point Cloud 
Registration
The overall structure of the registration network is di-
vided into three main parts: the Encoder, Overlap At-
tention Module, and Decoder. The role of the Encoder 
is to effectively encode and compress the two point 
clouds P  and Q  for registration, resulting in a set of 
superpoints P′ and Q′ that represent the key features 
of the original data, as well as their respective fea-
ture descriptors PX ′ and QX ′. The Overlap Detection 
Module uses LDGCNN to extract features and pro-
ject them onto the overlap scores and cross-overlap 
scores, computed on superpoints. 
The Decoder is responsible for translating the con-
ditional features and overlap scores into feature de-
scriptors, overlap scores, and matchability scores for 
each point. The overall structure of the GKANet net-
work is illustrated in Figure 3.

(b)

Figure 3
The overall structure of the proposed GKANet
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Figure 1 Overview of the method. 
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Figure 2 Extracting electrical equipment point cloud 
from a substation scene.  
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Compared with [6], the structure of grouped 
convolutions [26] with Kernel Point Convolution 
[21] is introduced. The structure is characterized 
by the splitting-transforming-aggregating 
mechanism. Figure 4 shows the structure of a 
ResNeXt block with KPConv, characterized by 
the splitting-transforming-aggregating 
mechanism. For an input with n channels, 32 
convolution path groups are split to sequentially 
perform 1X1, 3X3, and 1X1 convolutions, then 

4.1. Encoder with Grouped KPConv 
The encoder begins with a voxel grid filter to down-
sample the raw point cloud. This step produces a 
source point cloud P  and a target point cloud Q  with 
reasonable point density. This effectively reduces the 
complexity and computational load of subsequent 
processing. Then the encoder uses a set of grouped 
ResNet blocks and strided convolutions to extract 
features from P  and Q, and perform downsampling, 
aggregating the raw points into superpoint sets P′  
and Q′. In this way, each superpoint can represent a 
patch within the point cloud.
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(a)

(b)

Compared with [6], the structure of grouped convo-
lutions [26] with Kernel Point Convolution [21] is in-
troduced. The structure is characterized by the split-
ting-transforming-aggregating mechanism. Figure 4 
shows the structure of a ResNeXt block with KPConv, 
characterized by the splitting-transforming-aggregat-
ing mechanism. For an input with n channels, 32 con-
volution path groups are split to sequentially perform 
1X1, 3X3, and 1X1 convolutions, then aggregating to 
output n/2 channels. This grouped convolution struc-
ture effectively enhances the network’s performance 
while reducing the computational load. KPConv [21] 
is used to convolve directly in three-dimensional 
space, thus better capturing the spatial structure and 
features of the point clouds. GAM (Global Attention 
Mechanism) [11] is employed to enable the encoder to 
more effectively discern the essential characteristics 
within the point cloud data.
Using the encoder, point clouds P  and Q  are aggre-
gated into superpoint sets P′  and Q′  after passing 
through the encoder composed of stacked ResNeXt 
blocks. PX ′  and QX ′  represent the corresponding 
features, respectively.

4.2. Overlap Attention Module 

Before establishing connections between the source 
superpoints and the target superpoints, the Linked 
Dynamic Graph CNN (LDGCNN) [32] is employed 
to extract features. Compared with DGCNN [23], 
LDGCNN links the features of different levels of the 
dynamic graph for capturing edge features. Linking 
hierarchical structure features can avoid gradient 
vanishing in deep neural networks. It also removes 
the transformation network in DGCNN and uses 
MLP instead for extracting transform invariant fea-
tures. Therefore, LDGCNN reduces the complexity of 
the network and improves the computational speed, 
compared with DGCNN. 
For a point ip , a local feature if  is extracted on the lo-
cal graph centralized on ip  with the edges ie  between 
the central point and its K  neighbours.

  

aggregating to output n/2 channels. This grouped 
convolution structure effectively enhances the 
network's performance while reducing the 
computational load. KPConv [21] is used to convolve 
directly in three-dimensional space, thus better 
capturing the spatial structure and features of the 
point clouds. GAM (Global Attention Mechanism) [11] 
is employed to enable the encoder to more effectively 
discern the essential characteristics within the point 
cloud data. 

Using the encoder, point clouds P  and Q  are 
aggregated into superpoint sets P′  and Q′  after 
passing through the encoder composed of stacked 
ResNeXt blocks. PX ′  and QX ′  represent the 
corresponding features, respectively. 
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4.2. Overlap Attention Module   

Before establishing connections between the source 
superpoints and the target superpoints, the Linked 
Dynamic Graph CNN (LDGCNN) [32] is employed 
to extract features. Compared with DGCNN [23], 
LDGCNN links the features of different levels of the 
dynamic graph for capturing edge features. Linking 
hierarchical structure features can avoid gradient 
vanishing in deep neural networks. It also removes 
the transformation network in DGCNN and uses 
MLP instead for extracting transform invariant 
features. Therefore, LDGCNN reduces the 
complexity of the network and improves the 
computational speed, compared with DGCNN.  

For a point ip , a local feature if  is extracted on the 
local graph centralized on ip  with the edges ie  
between the central point and its K  neighbours. 
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The overlap detection module determines whether 
the superpoints from two separate point clouds 
overlap using pairwise comparisons. If a superpoint 
i  in P′  matches a superpoint in Q′ , we may 
assume that superpoint i  is likely to be situated 
within the overlapping region.  

We leverage the self-attention mechanism of 
Transformer to enable each superpoint to exploit 
the information from all other superpoints, thereby 
better determining whether it is in the overlap area. 
In particular, the query vector Q , key vector K  and 
value vector V  can be defined as follows: 

, ,Q K V
X X XQ = W F K W F V W F= = , (4) 

where QW , KW and VW are learnable weight 
matrices, XF  is the feature of the point cloud X . Then, 
we obtain a co-contextual feature iz  using the 
attention mechanism of the Transformer model. 
This new feature vector contains shared 
information about the superpoint sets P′  and Q′  
and can reflect whether the superpoint is located in 
the overlap region. The new feature vector iz  is 
then explicitly updated for local context 
information through an LDGCNN with a similar 
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LDGCN extracts the hidden feature vector ( , )
ji ip e

using MLP with parameters 'c cw , '( )c c Cw +  and 'cb

Figure 4
ResNeXt block structure with KPConv

  

aggregating to output n/2 channels. This grouped 
convolution structure effectively enhances the 
network's performance while reducing the 
computational load. KPConv [21] is used to convolve 
directly in three-dimensional space, thus better 
capturing the spatial structure and features of the 
point clouds. GAM (Global Attention Mechanism) [11] 
is employed to enable the encoder to more effectively 
discern the essential characteristics within the point 
cloud data. 

Using the encoder, point clouds P  and Q  are 
aggregated into superpoint sets P  and Q  after 
passing through the encoder composed of stacked 
ResNeXt blocks. PX   and QX   represent the 
corresponding features, respectively. 
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4.2. Overlap Attention Module   

Before establishing connections between the source 
superpoints and the target superpoints, the Linked 
Dynamic Graph CNN (LDGCNN) [32] is employed 
to extract features. Compared with DGCNN [23], 
LDGCNN links the features of different levels of the 
dynamic graph for capturing edge features. Linking 
hierarchical structure features can avoid gradient 
vanishing in deep neural networks. It also removes 
the transformation network in DGCNN and uses 
MLP instead for extracting transform invariant 
features. Therefore, LDGCNN reduces the 
complexity of the network and improves the 
computational speed, compared with DGCNN.  

For a point ip , a local feature if  is extracted on the 
local graph centralized on ip  with the edges ie  
between the central point and its K  neighbours. 
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The overlap detection module determines whether 
the superpoints from two separate point clouds 
overlap using pairwise comparisons. If a superpoint 
i  in P  matches a superpoint in Q , we may 
assume that superpoint i  is likely to be situated 
within the overlapping region.  

We leverage the self-attention mechanism of 
Transformer to enable each superpoint to exploit 
the information from all other superpoints, thereby 
better determining whether it is in the overlap area. 
In particular, the query vector Q , key vector K  and 
value vector V  can be defined as follows: 

, ,Q K V
X X XQ =W F K W F V W F  , (4) 

where QW , KW and VW are learnable weight 
matrices, XF  is the feature of the point cloud X . Then, 
we obtain a co-contextual feature iz  using the 
attention mechanism of the Transformer model. 
This new feature vector contains shared 
information about the superpoint sets P  and Q  
and can reflect whether the superpoint is located in 
the overlap region. The new feature vector iz  is 
then explicitly updated for local context 
information through an LDGCNN with a similar 
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aggregating to output n/2 channels. This grouped 
convolution structure effectively enhances the 
network's performance while reducing the 
computational load. KPConv [21] is used to convolve 
directly in three-dimensional space, thus better 
capturing the spatial structure and features of the 
point clouds. GAM (Global Attention Mechanism) [11] 
is employed to enable the encoder to more effectively 
discern the essential characteristics within the point 
cloud data. 

Using the encoder, point clouds P  and Q  are 
aggregated into superpoint sets P′  and Q′  after 
passing through the encoder composed of stacked 
ResNeXt blocks. PX ′  and QX ′  represent the 
corresponding features, respectively. 
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Figure 4  ResNeXt block structure with KPConv 
 

4.2. Overlap Attention Module   

Before establishing connections between the source 
superpoints and the target superpoints, the Linked 
Dynamic Graph CNN (LDGCNN) [32] is employed 
to extract features. Compared with DGCNN [23], 
LDGCNN links the features of different levels of the 
dynamic graph for capturing edge features. Linking 
hierarchical structure features can avoid gradient 
vanishing in deep neural networks. It also removes 
the transformation network in DGCNN and uses 
MLP instead for extracting transform invariant 
features. Therefore, LDGCNN reduces the 
complexity of the network and improves the 
computational speed, compared with DGCNN.  

For a point ip , a local feature if  is extracted on the 
local graph centralized on ip  with the edges ie  
between the central point and its K  neighbours. 

1 2

( ( , ))
max{ ( , ), ( , ),..., ( , )}

K

i e i i

i i i i i i

f f G p e
h p e h p e h p e

= =
    (1) 

LDGCN extracts the hidden feature vector 
( , )
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The overlap detection module determines whether 
the superpoints from two separate point clouds 
overlap using pairwise comparisons. If a superpoint 
i  in P′  matches a superpoint in Q′ , we may 
assume that superpoint i  is likely to be situated 
within the overlapping region.  

We leverage the self-attention mechanism of 
Transformer to enable each superpoint to exploit 
the information from all other superpoints, thereby 
better determining whether it is in the overlap area. 
In particular, the query vector Q , key vector K  and 
value vector V  can be defined as follows: 

, ,Q K V
X X XQ = W F K W F V W F= = , (4) 

where QW , KW and VW are learnable weight 
matrices, XF  is the feature of the point cloud X . Then, 
we obtain a co-contextual feature iz  using the 
attention mechanism of the Transformer model. 
This new feature vector contains shared 
information about the superpoint sets P′  and Q′  
and can reflect whether the superpoint is located in 
the overlap region. The new feature vector iz  is 
then explicitly updated for local context 
information through an LDGCNN with a similar 

(2)

  

aggregating to output n/2 channels. This grouped 
convolution structure effectively enhances the 
network's performance while reducing the 
computational load. KPConv [21] is used to convolve 
directly in three-dimensional space, thus better 
capturing the spatial structure and features of the 
point clouds. GAM (Global Attention Mechanism) [11] 
is employed to enable the encoder to more effectively 
discern the essential characteristics within the point 
cloud data. 

Using the encoder, point clouds P  and Q  are 
aggregated into superpoint sets P′  and Q′  after 
passing through the encoder composed of stacked 
ResNeXt blocks. PX ′  and QX ′  represent the 
corresponding features, respectively. 
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Figure 4  ResNeXt block structure with KPConv 
 

4.2. Overlap Attention Module   

Before establishing connections between the source 
superpoints and the target superpoints, the Linked 
Dynamic Graph CNN (LDGCNN) [32] is employed 
to extract features. Compared with DGCNN [23], 
LDGCNN links the features of different levels of the 
dynamic graph for capturing edge features. Linking 
hierarchical structure features can avoid gradient 
vanishing in deep neural networks. It also removes 
the transformation network in DGCNN and uses 
MLP instead for extracting transform invariant 
features. Therefore, LDGCNN reduces the 
complexity of the network and improves the 
computational speed, compared with DGCNN.  

For a point ip , a local feature if  is extracted on the 
local graph centralized on ip  with the edges ie  
between the central point and its K  neighbours. 
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The overlap detection module determines whether 
the superpoints from two separate point clouds 
overlap using pairwise comparisons. If a superpoint 
i  in P′  matches a superpoint in Q′ , we may 
assume that superpoint i  is likely to be situated 
within the overlapping region.  

We leverage the self-attention mechanism of 
Transformer to enable each superpoint to exploit 
the information from all other superpoints, thereby 
better determining whether it is in the overlap area. 
In particular, the query vector Q , key vector K  and 
value vector V  can be defined as follows: 

, ,Q K V
X X XQ = W F K W F V W F= = , (4) 

where QW , KW and VW are learnable weight 
matrices, XF  is the feature of the point cloud X . Then, 
we obtain a co-contextual feature iz  using the 
attention mechanism of the Transformer model. 
This new feature vector contains shared 
information about the superpoint sets P′  and Q′  
and can reflect whether the superpoint is located in 
the overlap region. The new feature vector iz  is 
then explicitly updated for local context 
information through an LDGCNN with a similar 

(3)

The overlap detection module determines whether 
the superpoints from two separate point clouds over-
lap using pairwise comparisons. If a superpoint i  in 
P′  matches a superpoint in Q′, we may assume that 

superpoint i  is likely to be situated within the over-
lapping region. 
We leverage the self-attention mechanism of Trans-
former to enable each superpoint to exploit the in-
formation from all other superpoints, thereby better 
determining whether it is in the overlap area. In par-
ticular, the query vector Q , key vector K  and value 
vector V  can be defined as follows:

  

aggregating to output n/2 channels. This grouped 
convolution structure effectively enhances the 
network's performance while reducing the 
computational load. KPConv [21] is used to convolve 
directly in three-dimensional space, thus better 
capturing the spatial structure and features of the 
point clouds. GAM (Global Attention Mechanism) [11] 
is employed to enable the encoder to more effectively 
discern the essential characteristics within the point 
cloud data. 

Using the encoder, point clouds P  and Q  are 
aggregated into superpoint sets P′  and Q′  after 
passing through the encoder composed of stacked 
ResNeXt blocks. PX ′  and QX ′  represent the 
corresponding features, respectively. 
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Figure 4  ResNeXt block structure with KPConv 
 

4.2. Overlap Attention Module   

Before establishing connections between the source 
superpoints and the target superpoints, the Linked 
Dynamic Graph CNN (LDGCNN) [32] is employed 
to extract features. Compared with DGCNN [23], 
LDGCNN links the features of different levels of the 
dynamic graph for capturing edge features. Linking 
hierarchical structure features can avoid gradient 
vanishing in deep neural networks. It also removes 
the transformation network in DGCNN and uses 
MLP instead for extracting transform invariant 
features. Therefore, LDGCNN reduces the 
complexity of the network and improves the 
computational speed, compared with DGCNN.  

For a point ip , a local feature if  is extracted on the 
local graph centralized on ip  with the edges ie  
between the central point and its K  neighbours. 
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The overlap detection module determines whether 
the superpoints from two separate point clouds 
overlap using pairwise comparisons. If a superpoint 
i  in P′  matches a superpoint in Q′ , we may 
assume that superpoint i  is likely to be situated 
within the overlapping region.  

We leverage the self-attention mechanism of 
Transformer to enable each superpoint to exploit 
the information from all other superpoints, thereby 
better determining whether it is in the overlap area. 
In particular, the query vector Q , key vector K  and 
value vector V  can be defined as follows: 

, ,Q K V
X X XQ = W F K W F V W F= = ,  (4) 

where QW , KW and VW are learnable weight 
matrices, XF  is the feature of the point cloud X . Then, 
we obtain a co-contextual feature iz  using the 
attention mechanism of the Transformer model. 
This new feature vector contains shared 
information about the superpoint sets P′  and Q′  
and can reflect whether the superpoint is located in 
the overlap region. The new feature vector iz  is 
then explicitly updated for local context 
information through an LDGCNN with a similar 

(4)

where QW , KW  and VW  are learnable weight ma-
trices, XF  is the feature of the point cloud X . Then, 
we obtain a co-contextual feature iz  using the at-
tention mechanism of the Transformer model. This 
new feature vector contains shared information 
about the superpoint sets P′  and Q′  and can reflect 
whether the superpoint is located in the overlap 
region. The new feature vector iz  is then explicit-
ly updated for local context information through 
an LDGCNN with a similar structure, resulting in 
the final latent feature encoding. The latent fea-
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Apart from the Overlap-weighted Circle Loss ocL , 
two other loss functions are also employed, 
including the Overlap Loss oL [6], and the 
Matchability Loss mL [6]. The total loss is formed by 
a weighted sum of these three losses: 
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Although we found that the Circle Loss [21] and the 
Overlap Loss are helpful for network convergence 
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becomes more important in the later stages as it 
directly influences the final matching performance. 
Therefore, we gradually increase the value of mλ  
during the training to augment the weight of the 
Matchability Loss. 
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Although we found that the Circle Loss [21] and the 
Overlap Loss are helpful for network convergence in 
the early stages of training, the Matchability Loss be-
comes more important in the later stages as it directly 
influences the final matching performance. There-
fore, we gradually increase the value of mλ  during the 
training to augment the weight of the Matchability 
Loss.

5. Model Verification Based 
on Cross-source Point Cloud 
Registration 

5.1. Model Differentiate
Model differentiation is performed to highlight the 
differences between the model and the point cloud of 
equipment with distinct colors. The process of model 
differencing is shown in Algorithm 1. 
Denote M as the equipment models and P as the cor-
responding point cloud. First, the equipment models 
are discretized using grid sampling based on Pois-
son-disk distribution, resulting in the target point 
cloud D. We then perform point cloud registration 
between P and D to obtain the alignment transform. 
As shown in Line 3, we then transform P to the coor-
dinate of D to align the two, resulting in a transformed 
point cloud Pt. In Line 4 to 5, a triangular facet Planej 
is selected from M, in which N points { }, 1,...,in i N=
are randomly sampled. In line 7 to 11, for each point 
ni, a neighborhood search with radius r is conducted 
in Pt. In Line 13 to 15, if the number of sampled points 
with neighboring points is lower than a threshold Nλ , 
Planej is considered as a redundant facet and high-

lighted in red. In Line 17 to 22, for each point in Pt, a 
neighborhood radius search is performed in D. If no 
neighboring points are found, the point is highlighted 
in red as a missing part in the model.

Algorithm 1: Model and Point Cloud Differentiate

Input: M: Equipment model to be verified; P: 
Corresponding point cloud; r: search radius; 
Output: Highlight the difference between the model 
and the point cloud
1: ( )PoissonDiskD M=

2: ),(AlignT D P=  
3: *tP T P=
4: For each Planej in M do
5:     Randomly sample N points
6:     The number of sample points with neighbors in  

     Pt: 0Count =
7:     For each sample point ni do
8:         Neighborhood radius search in Pt 

9:         IF Neighborhood_point_found then
10:             Count + + ;
11:         End if
12:     End for
13:     If Count < Nλ  then
14:         Planej  is a redundant facet
15:     End if 
16: End for
17: For eachn Pt in Pti do
18:     Neighborhood radius search in D
19:     If Neighborhood_point_NotFound then
20:        Pt is missing in the model 
21:     End if
22: End for

5.2. Model Colorization

The colorization of the model aims at situations 
where the 3D equipment model lacks textures. It in-
volves aligning two point clouds and then coloring 
the corresponding facets of the model by querying the 
colors of the point cloud at the corresponding posi-
tions. The steps are outlined in Algorithm 2.
Similar to the model differencing method, first, point 
cloud P is transformed to point D’s coordinate, result-
ing Pt. Then, based on the alignment of the model and 
the point cloud, the sampled points of the model fac-
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ets are retrieved from the corresponding points in Pt.
First, a triangular facet Planej is selected from M, as 
shown in Lines 4-9 of Algorithm 2. Next, the angle 
bisector line of the triangle is extracted. For this pur-
pose, the incenter O of the triangle is computed based 
on the coordinates of its vertices. The lengths of the 
line segments connecting the incenter and the three 
vertices are computed. Among the three connecting 
lines, the longest line segment is selected as the angle 
bisector line. Then, five equidistant points are sam-
pled along this line segment. A schematic diagram 
is shown in Figure 5. The incenter of the triangle is 
computed as shown in Equation (9), where a, b, and 
c represent the vertices of the triangle, and la, lb, and lc 
are the lengths of the corresponding edges.
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to 11, for each point in , a neighborhood search 
with radius r  is conducted in tP . . In Line 13 to 
15, if the number of sampled points with 
neighboring points is lower than a threshold Nλ , 

jPlane  is considered as a redundant facet and 
highlighted in red. In Line 17 to 22, for each point 
in tP , a neighborhood radius search is performed 
in D . If no neighboring points are found, the 
point is highlighted in red as a missing part in the 
model. 

 

Algorithm 1: Model and Point Cloud 
Differentiate 

Input: M : Equipment model to be verified；
P : Corresponding point cloud ； r : search 
radius;       

Output: Highlight the difference between the 
model and the point cloud 

1: ( )PoissonDiskD M=  

2: ),(AlignT D P=   

3: *tP T P=  

4: For each jPlane  in M  do 

5:     Randomly sample N points 

6:     The number of sample points with 
neighbors in tP : 0Count =  

7:     For each sample point in  do 

8:         Neighborhood radius search in tP  

9:         IF Neighborhood_point_found then 

10:             Count + + ; 

11:         End if 

12:     End for 

13:     If Count < Nλ  then 

14:         jPlane  is a redundant facet 

15:     End if  

16: End for 

17: For each tP  in tiP  do 

18:     Neighborhood radius search in D  

19:     If Neighborhood_point_NotFound then 

20:        tP  is missing in the model  

21:     End if 

22: End for 

 

5.2. Model Colorization 

The colorization of the model aims at situations 
where the 3D equipment model lacks textures. It 
involves aligning two point clouds and then 
coloring the corresponding facets of the model 
by querying the colors of the point cloud at the 
corresponding positions. The steps are outlined 
in Algorithm 2. 

Similar to the model differencing method, first, 
point cloud P  is transformed to point D ’s 
coordinate, resulting tP . Then, based on the 
alignment of the model and the point cloud, the 
sampled points of the model facets are retrieved 
from the corresponding points in tP . 

First, a triangular facet jPlane  is selected from 
M , as shown in Lines 4-9 of Algorithm 2. Next, 
the angle bisector line of the triangle is extracted. 
For this purpose, the incenter O  of the triangle 
is computed based on the coordinates of its 
vertices. The lengths of the line segments 
connecting the incenter and the three vertices are 
computed. Among the three connecting lines, the 
longest line segment is selected as the angle 
bisector line. Then, five equidistant points are 
sampled along this line segment. A schematic 
diagram is shown in Figure 5. The incenter of the 
triangle is computed as shown in Equation (9), 
where a , b , and c  represent the vertices of the 
triangle, and al , bl , and cl  are the lengths of the 
corresponding edges. 

* * *= a b cl a l b l cO
a b c
+ +
+ +

           (9) (9)

Figure 5
Sampling the angle bisector line of a triangular facet
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Figure 5 Sampling the angle bisector line of a triangular

 facet 

After the five points are sampled along the angle 
bisector line of jPlane . For each of the five points, 

a nearest neighbor search is conducted in tP  to 
find 10 neighboring points. The resulting 50 
points are recorded as a point set E . In Line 10-
16, E  is projected to jPlane . For each candidate 

point ip , we compute u  and v  according to 
Equation (10). If 0 1, 0 1, 1u v u v      , 
point ip  is considered within the triangle and 
added to the point set iF .  
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In Line 17, all points within the triangle are 
discovered and their average color is taken to 
colorize the triangular facet jPlane . By doing 
this, the textless model M  can be colorized 
according to the real-world observation of the 
equipment’s point cloud.  

 

Algorithm 2: Point Cloud-guided Model 
Colorization 
Input: M : Textureless equipment model；
P : Corresponding point cloud； r : search 
radius;       
Output: M  with textures 
1: ( )PoissonDiskD M //Model 
discretization 
2: ),(AlignT D P  //Transform P  to 
align with D  
3: *tP T P  

4: For each jPlane  in M  do 
5:     Compute the center of the triangle 
O  
6:     Compute the angle bisector line 
7:     Sample five points on the angle 
bisector line to form a set A  
8:     For all points in A  do 
9:         Neighborhood radius search in tP  
to obtain the point set E  
10:     End if 
11:     Project E  to jPlane  

12:     For each projected point ip  do 

13:         
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14:         If 0 1, 0 1, 1u v u v       
then 
15:             Add ip  to the point set iF  
16:         End if 
17:     End for 
18:     Use the average color of the points in 

iF  to render jPlane  
19: End for 

  
 

 
6. Experiments 

6.1. Data Preparation for Training GKANet 

We collected the LiDAR point cloud data in a 
500KV power substation in Nanjing, China. 
An equipment model library including 400 
models such as lightning arrester, circuit 
breaker, gantry and electric reactor were also 
collected (as shown in Figure 6) from the 
digital twin of the substation. To perform the 
cross-source point cloud registration, the 3D 
models of the electrical equipment were 
resized for normalization. The 3D models 
were further discretized using grid sampling 
based on Poisson-disk distribution, as shown 
in Figure 7.  

 

After the five points are sampled along the angle bisec-
tor line of Planej. For each of the five points, a nearest 
neighbor search is conducted in Pt to find 10 neighbor-
ing points. The resulting 50 points are recorded as a 
point set E. In Line 10-16, E is projected to Planej. For 
each candidate point pi, we compute u and v accord-
ing to Equation (10). If 0 1,0 1, 1u v u v≤ ≤ ≤ ≤ + ≤ , 
point pi is considered within the triangle and added to 
the point set Fi. 
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After the five points are sampled along the angle 
bisector line of jPlane . For each of the five points, 

a nearest neighbor search is conducted in tP  to 
find 10 neighboring points. The resulting 50 
points are recorded as a point set E . In Line 10-
16, E  is projected to jPlane . For each candidate 

point ip , we compute u  and v  according to 
Equation (10). If 0 1,0 1, 1u v u v≤ ≤ ≤ ≤ + ≤ , 
point ip  is considered within the triangle and 
added to the point set iF .  
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In Line 17, all points within the triangle are 
discovered and their average color is taken to 
colorize the triangular facet jPlane . By doing 
this, the textless model M  can be colorized 
according to the real-world observation of the 
equipment’s point cloud.  

 

Algorithm 2: Point Cloud-guided Model 
Colorization 
Input: M : Textureless equipment model；
P : Corresponding point cloud； r : search 
radius;       
Output: M  with textures 
1: ( )PoissonDiskD M= //Model 
discretization 
2: ),(AlignT D P=  //Transform P  to 
align with D  
3: *tP T P=  

4: For each jPlane  in M  do 
5:     Compute the center of the triangle 
O  
6:     Compute the angle bisector line 
7:     Sample five points on the angle 
bisector line to form a set A  
8:     For all points in A  do 
9:         Neighborhood radius search in tP  
to obtain the point set E  
10:     End if 
11:     Project E  to jPlane  

12:     For each projected point ip  do 

13:         
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14:         If 0 1,0 1, 1u v u v≤ ≤ ≤ ≤ + ≤  
then 
15:             Add ip  to the point set iF  
16:         End if 
17:     End for 
18:     Use the average color of the points in 

iF  to render jPlane  
19: End for 
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We collected the LiDAR point cloud data in a 
500KV power substation in Nanjing, China. 
An equipment model library including 400 
models such as lightning arrester, circuit 
breaker, gantry and electric reactor were also 
collected (as shown in Figure 6) from the 
digital twin of the substation. To perform the 
cross-source point cloud registration, the 3D 
models of the electrical equipment were 
resized for normalization. The 3D models 
were further discretized using grid sampling 
based on Poisson-disk distribution, as shown 
in Figure 7.  

 

(10)

In Line 17, all points within the triangle are discovered 
and their average color is taken to colorize the trian-
gular facet Planej. By doing this, the textless model M  
can be colorized according to the real-world observa-
tion of the equipment’s point cloud. 

Algorithm 2: Point Cloud-guided Model 
Colorization

Input: M: Textureless equipment model; P: 
Corresponding point cloud; r: search radius;      
Output: M with textures
1: ( )PoissonDiskD M= //Model discretization
2: ),(AlignT D P=  //Transform P to align with D
3: *tP T P=
4: For each  Planej  in M do
5:     Compute the center of the triangle O
6:     Compute the angle bisector line
7:     Sample five points on the angle bisector line to 

form a set A
8:     For all points in A do
9:         Neighborhood radius search in Pt to obtain the 

point set E
10:     End if
11:     Project E to Planej

12:     For each projected point pi do

13:         
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14:         If 0 1,0 1, 1u v u v≤ ≤ ≤ ≤ + ≤  then
15:             Add pi to the point set Fi 
16:         End if
17:     End for
18:     Use the average color of the points in Fi to 

render Planej

19: End for

6. Experiments

6.1. Data Preparation for Training GKANet
We collected the LiDAR point cloud data in a 500KV 
power substation in Nanjing, China. An equipment 



991Information Technology and Control 2024/4/53

model library including 400 models such as lightning 
arrester, circuit breaker, gantry and electric reactor 
were also collected (as shown in Figure 6) from the 
digital twin of the substation. To perform the cross-
source point cloud registration, the 3D models of the 
electrical equipment were resized for normaliza-
tion. The 3D models were further discretized using 
grid sampling based on Poisson-disk distribution, as 
shown in Figure 7. 

Figure 6
Equipment DT model library

  

 
Figure 6 Equipment DT model library 

 

 
Figure 7 Discretization of power equipment 3D model 

 

To improve the robustness of the network against 
the geometrical shape variations of the source and 
target electrical equipment, we developed a series 
of data augmentation operations for generating 
synthetic point clouds. Firstly, Gaussian noise was 
added to the point cloud to simulate LIDAR 
sensor noises. Then, some small parts were 
deleted from the point cloud at random positions 
to simulate occlusion and incomplete LIDAR 
scanning, which are common in practice. The 
electrical equipment 3D point cloud after random 
deletion is shown in Figure 8. Additionally, we 
also generated some small parts of point clouds 
with other objects and added them to the point 
cloud at random positions, as shown in Figure 9. 
This step takes into account the shape variance of 
real-world electrical equipment instances. Finally, 
rotations and translations were applied to the 
point cloud to simulate the device's different 
positions and orientations in the scene. In the end, 
a total of 10400 point cloud samples were 
obtained. 

 
Figure 8 Models with random deletion of small parts 

 
Figure 9 Models with random addition of small parts 

6.2. Registration Results 

The experiment was performed on a computer 
with Intel(R) i7 7700K and NVIDIA GTX 
2080Ti. In the training of the network, we use 
SGD as the optimizer, and we set 
momentum=0.98, learning rate=0.01, ExpLR as 
the scheduler with 0.99  .  
During the testing phase, we used real-world 
point cloud data as the source data and point 
clouds obtained by sampling the 3D models as 
the target data. The transformation matrix 
obtained through manual alignment was 
considered as the ground truth. Isotropic 
Rotation Error (IRE) and Isotropic Translation 
Error (ITE) [30] were selected as the evaluation 
metrics. We further define those pairwise 
samples with IRE < 5°and ITE < 0.5m as a 
valid sample. Therefore, we can define mean 
IRE, mean ITE, and Precision as follows: 
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where TN denotes the total number of test 
samples, CN is the number of valid test 
samples, C represents the set of valid 
samples, R i  and R t  respectively denotes the 
predicted rotation matrix and translation 
vector of the i th test sample, and GT

iR  and 
GT
it represent the ground truth, respectively. 

Note that our source and target point clouds 
were not identical, and thus both shape 
variation and the registration error can be the 
cause of the reprojection error. Therefore, the 
classic RMSE metric is not suitable for 
evaluating the registration accuracy in this 
case. 

To improve the robustness of the network against 
the geometrical shape variations of the source and 
target electrical equipment, we developed a series 
of data augmentation operations for generating syn-
thetic point clouds. Firstly, Gaussian noise was added 
to the point cloud to simulate LIDAR sensor noises. 
Then, some small parts were deleted from the point 
cloud at random positions to simulate occlusion and 
incomplete LIDAR scanning, which are common in 
practice. The electrical equipment 3D point cloud af-
ter random deletion is shown in Figure 8. Additional-
ly, we also generated some small parts of point clouds 

Figure 7
Discretization of power equipment 3D model
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with Intel(R) i7 7700K and NVIDIA GTX 
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SGD as the optimizer, and we set 
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where TN denotes the total number of test 
samples, CN is the number of valid test 
samples, C represents the set of valid 
samples, R i  and R t  respectively denotes the 
predicted rotation matrix and translation 
vector of the i th test sample, and GT

iR  and 
GT
it represent the ground truth, respectively. 

Note that our source and target point clouds 
were not identical, and thus both shape 
variation and the registration error can be the 
cause of the reprojection error. Therefore, the 
classic RMSE metric is not suitable for 
evaluating the registration accuracy in this 
case. 

with other objects and added them to the point cloud 
at random positions, as shown in Figure 9. This step 
takes into account the shape variance of real-world 
electrical equipment instances. Finally, rotations and 
translations were applied to the point cloud to simu-
late the device’s different positions and orientations 
in the scene. In the end, a total of 10400 point cloud 
samples were obtained.
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where TN denotes the total number of test 
samples, CN is the number of valid test 
samples, C represents the set of valid 
samples, R i  and R t  respectively denotes the 
predicted rotation matrix and translation 
vector of the i th test sample, and GT

iR  and 
GT
it represent the ground truth, respectively. 

Note that our source and target point clouds 
were not identical, and thus both shape 
variation and the registration error can be the 
cause of the reprojection error. Therefore, the 
classic RMSE metric is not suitable for 
evaluating the registration accuracy in this 
case. 
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where TN denotes the total number of test 
samples, CN is the number of valid test 
samples, C represents the set of valid 
samples, R i  and R t  respectively denotes the 
predicted rotation matrix and translation 
vector of the i th test sample, and GT

iR  and 
GT
it represent the ground truth, respectively. 

Note that our source and target point clouds 
were not identical, and thus both shape 
variation and the registration error can be the 
cause of the reprojection error. Therefore, the 
classic RMSE metric is not suitable for 
evaluating the registration accuracy in this 
case. 
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where TN  denotes the total number of test samples, 
CN is the number of valid test samples, C  represents 

the set of valid samples, R i  and R t  respectively de-
notes the predicted rotation matrix and translation 
vector of the i th test sample, and GT

iR  and GT
it  rep-

resent the ground truth, respectively. Note that our 
source and target point clouds were not identical, and 
thus both shape variation and the registration error 
can be the cause of the reprojection error. Therefore, 
the classic RMSE metric is not suitable for evaluating 
the registration accuracy in this case.
Firstly, the effectiveness of our data augmentation 
process was tested and the registration results are 
shown in Figure 10 and Table 1. Our registration 
network was trained on synthetic point clouds ob-
tained from model discretization with or without 
data augmentation, and tested on the point clouds of 
real-world electrical equipment. However, most ex-
isting works train and test the registration network 
in one source of data. Therefore, our registration ac-
curacy is generally lower than other similar works, 
e.g., [16] and [30]. The results in Figure 10 and Table 
1 indicate that the point cloud augmentation can gen-
erate training data that is similar to real-world cases, 
thereby improving the sim-to-real generalization ca-
pability of the point cloud registration network. 

Table 1
Registration accuracy with or without data augmentation 
during training

Training  
Method

Rot. 
Error(°)

Trans. Error
( m)

Precision
(%)

w. o. DataAugment 5.370 0.889 68.9%

w. DataAugment 1.236 0.106 81.5%

Figure 10
Comparison of point cloud registration with or without 
data augmentation
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Then we compared the accuracy of the 
improved registration network with ICP [22] 
and the SOTA deep point cloud registration 
network Predator [6]. The registration results 
are shown in Figure 11 and the registration 
accuracy is shown in Tables 2-3. “SAC-
IA+ICP” in the second line in Tables 2-3 
indicate the SAC-IA algorithm based on the 
SHOT descriptor for coarse registration and 
ICP for fine registration. The first row of Figure 
11 demonstrates an example of an identical 
shape between the model and the point cloud, 
while the last four rows indicate the situation 
with shape deviation.  

Table 2  
Accuracy of point cloud registration when 
pairwise objects are identical 
Training Method Rot. Error(°) 

ICP 1.358e-02 
SAC-IA+ICP 1.276e-04 

Predator 1.557e-04 
GKANet 1.039e-04 

Table 3   
Accuracy of point cloud registration when pairwise 
objects are with shape deviation 

Training 
Method 

Rot. 
Error (°) 

Trans. 
Error 
( m) 

Precision 
(%) 

ICP 5.754 0.316 51.0% 
SAC-IA+ICP 1.653 0.228 70.5% 

Predator 1.515 0.186 73.2% 
GKANet 1.236 0.106 81.5% 

 

When the source equipment and target 
equipment are of identical shape (as shown in 
the first row of Figure 11), the accuracy shown 
in Table 2 indicates that all four methods 
achieve registration high accuracy. ICP 
algorithm occasionally fails to align symmetric 
objects such as the lightning arrester, as 
shown in Figure 11(b), and thus its accuracy is 
higher than the other three methods. We 
employ traditional RMSE metric for this case: 
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Table 3  
Accuracy of point cloud registration when pairwise objects 
are with shape deviation

Training 
Method

Rot. Error 
(°)

Trans. Error
( m)

Precision
(%)

ICP 5.754 0.316 51.0%

SAC-IA+ICP 1.653 0.228 70.5%

Predator 1.515 0.186 73.2%

GKANet 1.236 0.106 81.5%

an identical shape between the model and the point 
cloud, while the last four rows indicate the situation 
with shape deviation. 
When the source equipment and target equipment 
are of identical shape (as shown in the first row of Fig-
ure 11), the accuracy shown in Table 2 indicates that 
all four methods achieve registration high accuracy. 
ICP algorithm occasionally fails to align symmetric 
objects such as the lightning arrester, as shown in 
Figure 11(b), and thus its accuracy is higher than the 
other three methods. We employ traditional RMSE 
metric for this case:
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where N  is the number of reference point, ip  denotes 
for a target point, and iq  represents a nearest point 
corresponding to ip  in the source point cloud. 
But when the paired model and point cloud belong to 
the same equipment category but have local geomet-
rical shape deviation, the point cloud registration er-
rors of all four methods are generally higher, as illus-
trated in Table 3. Figure 10(d)(g) and Figure 11 (e)(i)
(m) depict examples of such deviations. As shown in 
Figure 11(q), outliers that do not belong to equipment 
will also bring about registration errors. In addition, 
the electrical equipment is generally larger than daily 
objects. That’s why the errors in our experiment seem 
higher than in other similar studies. Nevertheless, ex-
periment results validate that our improved registra-
tion network (with data augmentation) outperforms 
the ICP algorithm and Predator in dealing with re-
al-world electrical equipment point clouds under the 
condition of shape deviation and noise. Note that in 
this case, we use the mean IRE and mean ITE metric. 
The reason is that the traditional RMSE metric will 
contain the reprojection error caused by the shape 
variance. Therefore, the RMSE metric is only taken 
as the evaluation metric of identical shape cases.

6.3. Model Verification Results
Figure 12 presents an example of the model verifica-
tion results. Figure 12(a) depicts the point cloud of 
a lightning arrester extracted from the actual scene, 
with colored texture. 
Figure 12(b) displays the textureless 3D model of 
the lightning arrester. The two have roughly similar 
shapes but deviations in some local shape details. 

Figure 11
A comparison with other point cloud registration methods

  

belong to the same equipment category but have 
local geometrical shape deviation, the point cloud 
registration errors of all four methods are generally 
higher, as illustrated in Table 3. Figure 10(d)(g) and 
Figure 11 (e)(i)(m) depict examples of such 
deviations. As shown in Figure 11(q), outliers that 
do not belong to equipment will also bring about 
registration errors. In addition, the electrical 
equipment is generally larger than daily objects. 
That’s why the errors in our experiment seem 
higher than in other similar studies. Nevertheless, 
experiment results validate that our improved 
registration network (with data augmentation) 
outperforms the ICP algorithm and Predator in 
dealing with real-world electrical equipment point 
clouds under the condition of shape deviation and 
noise. Note that in this case, we use the mean IRE 
and mean ITE metric. The reason is that the 
traditional RMSE metric will contain the 
reprojection error caused by the shape variance. 
Therefore, the RMSE metric is only taken as the 
evaluation metric of identical shape cases. 

Shape 
difference

Shape 
difference

Shape 
difference

Shape 
difference

Outliers

identical shape

misalignment

 

 
Figure 11  A comparison with other point cloud 
registration methods 
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Figure 12 presents an example of the model 
verification results. Figure 12(a) depicts the point 
cloud of a lightning arrester extracted from the 
actual scene, with colored texture.  
Figure 12(b) displays the textureless 3D model of 
the lightning arrester. The two have roughly 
similar shapes but deviations in some local 
shape details. Based on their alignment, Figure 
12(c) and (d) illustrate the difference between the 
model and the point cloud, with the 
discrepancies automatically highlighted in red. 
Figure 12(e) and (f) demonstrate the automatic 
coloring of the textureless 3D model according to 
the observed texture of the point cloud in Figure 
12(a). It is evident that the proposed method in 
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Based on their alignment, Figure 12(c) and (d) il-
lustrate the difference between the model and the 
point cloud, with the discrepancies automatically 
highlighted in red. Figure 12(e) and (f ) demonstrate 
the automatic coloring of the textureless 3D model 
according to the observed texture of the point cloud 
in Figure 12(a). It is evident that the proposed meth-
od in this paper enables the verification of the shape 
differences between the 3D model and the real-world 
electrical equipment point cloud, as well as the cor-
rection of color textures.

7. Conclusions 
In this paper, an equipment-level digital twin model 
verification method based on overlap-aware cross-
source point cloud registration is presented. The key 
of the method is GKANet, which introduces grouped 
KPConv with an attention mechanism, as well as an 
overlap-weighted circle loss. Therefore, the accura-
cy of complex-shaped electrical equipment registra-
tion is improved, even under the condition of local ge-
ometric shape variations between a DT model and the 
corresponding LiDAR point cloud. Based on the pose 
alignment, model differentiation and colorization is 
achieved via computing the facet-point correspond-
ence. The results demonstrated the proposed method’s 
capability in automated shape and texture verification 
for electrical equipment. In the future, we plan to apply 
the point cloud registration method to the equipment in 
power transmission lines, in which the more challeng-
ing problem of scene registration will be addressed.
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7. Conclusions  

 In this paper, an equipment-level digital twin model 
verification method based on overlap-aware cross-
source point cloud registration is presented. The key 
of the method is GKANet, which introduces grouped 
KPConv with an attention mechanism, as well as an 
overlap-weighted circle loss. Therefore, the accuracy 
of complex-shaped electrical equipment registration is 
improved, even under the condition of local 
geometric shape variations between a DT model and 
the corresponding LiDAR point cloud. Based on the 
pose alignment, model differentiation and 
colorization is achieved via computing the facet-point 
correspondence. The results demonstrated the 
proposed method’s capability in automated shape 
and texture verification for electrical equipment. In 
the future, we plan to apply the point cloud 
registration method to the equipment in power 
transmission lines, in which the more challenging 
problem of scene registration will be addressed. 
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