
Information Technology and Control 2025/1/5464

Personalized Intelligent 
Recommendation Model 
for Educational Games 
Based on Data Mining

ITC 1/54
Information Technology  
and Control
Vol. 54 / No. 1/ 2025
pp. 64-83
DOI 10.5755/j01.itc.54.1.37088

Personalized Intelligent Recommendation Model for  
Educational Games Based on Data Mining

Received 2024/04/26 Accepted after revision 2024/08/13

HOW TO CITE: Yang, M., Li, D. (2025). Personalized Intelligent Recommendation Model for 
Educational Games Based on Data Mining. Information Technology and Control, 54(1), 64-83. 
https://doi.org/10.5755/j01.itc.54.1.37088

Corresponding author: DandanLi0731@outlook.com

Min Yang  
School of Literature and Media, Xi'an FANYI University, Xi'an 710105, China

Dandan Li  
Dept of Education and Culture Contents Development, Woosuk University, Wanju-gun 55338, Republic of Korea

To solve the problem that educational game recommendation is not effective due to data sparsity, this paper 
proposes a collaborative filtering recommendation (CFR) algorithm that integrates covering rough granular-
ity layer clustering (CRGLC) and K-means clustering. On the basis of the K-means clustering CFR model, the 
paper introduces the granularity calculation and constructs the covering rough granularity space according 
to the user’s comprehensive score and game type. The performance test results showed that the accuracy and 
F1 score of the improved algorithm are 0.880 and 0.826 respectively, which are higher than those of the com-
parison algorithm. In the actual application performance test, it is found that the clustering performance of 
the model is good because the difference within the cluster is small and the difference outside the cluster is 
large. Compared with the known better recommendation algorithms, the MAE and RMS errors of its score 
prediction are the lowest. The above results show that the algorithm has higher accuracy in educational game 
recommendation. In general, the innovation of the algorithm lies in the fusion of CRGLC and K-means clus-
tering, and the introduction of granular computation to deal with data sparsity and improve the recommen-
dation accuracy. This research has some practical value to solve the problem of sparse data in educational 
game recommendation.
KEYWORDS: Data mining; Educational games; Recommendation algorithm; K-means clustering; Collabora-
tive filtering; Covering rough granular layer clustering.
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1. Introduction
With the rapid development of information technolo-
gy, games have become an important way of leisure and 
entertainment for people [34]. In China, the number 
of online game users has exceeded 522 million, among 
which educational games have attracted wide attention 
due to their integration of educational and entertain-
ment elements. However, in the face of massive game 
information, how to accurately recommend suitable 
educational games to users has become a challenge 
[35]. The recommendation system excavates potential 
interests by analyzing user behaviors and attributes, 
and then makes personalized recommendations. How-
ever, data sparsity affects the accuracy and diversity of 
traditional recommendation algorithms [26]. The nov-
el feature of this study is the integration of CRGLC and 
K-means clustering to propose an innovative CFR al-
gorithm. This combination not only improves the glob-
al search ability, but also effectively reduces the impact 
of data sparsity, thus significantly improving the ac-
curacy and diversity of recommendation algorithms. 
Compared with existing studies, the proposed method 
captures users’ interests more accurately by refining 
user proximity, which is a unique contribution to the 
integration of granular computing (GC) and clustering 
technology in related fields [19]. The research aims to 
verify the effectiveness of this method through experi-
ment, provide new ideas for improving the recommen-
dation algorithm of educational games, better meet the 
needs of users, and promote the application of educa-
tional games in the field of education.
The research mainly contains five parts. The first part 
introduces the current development status of data 
mining (DM) technology and the research progress 
of recommendation algorithms, and proposes an im-
proved algorithm system to address the shortcom-
ings of recommendation systems. The second part 
explains in detail the application methods and pro-
cesses of the algorithm in the recommendation model 
from two aspects: the construction and improvement 
of the educational game recommendation (EGR) al-
gorithm. The third part conducts experimental verifi-
cation and analysis on the proposed algorithm model, 
and tests the performance of the recommendation 
model. The fourth part is the in-depth analysis and 
discussion of the research results. The fifth part sum-
marizes the results of this study, analyzes its short-
comings, and proposes directions for improvement.

2. Related Works
In today’s big data era, DM technology has become the 
key to analyze massive information, and it has excel-
lent performance in many fields such as medical care 
and business. For example, the rehabilitation training 
prediction system developed by Tuah team, which 
integrates DM technology and gamification concept, 
has customized personalized rehabilitation training 
for stroke patients and significantly improved the re-
habilitation effect [27]. In the aspect of clustering al-
gorithm, K-means algorithm is widely used, but there 
are many challenges. By improving the artificial bee 
colony algorithm, combining the globally guided fit-
ting function and the new position update formula, 
the Yao team not only improved the optimization ef-
ficiency, but also solved the problem of local optimal 
solution, making the K-means clustering effect better 
[33]. At the same time, Zhang et al. proposed a new 
method combining secure multi-party computing 
and differential privacy technology to realize the dual 
protection of data privacy and effective clustering in 
view of the privacy protection defects of K-means 
[36]. In addition, Liu et al. also enhanced the stability 
of K-means algorithm by optimizing the selection of 
initial clustering centers [18]. In addition, there are 
many scholars on the CRGLC algorithm research. 
For example, Jain and Som proposed a novel robust 
model combining intuitive fuzzy set β coverage and 
multi-granularity rough sets to address the limita-
tions of fuzzy and intuitional fuzzy β coverage in deci-
sion applications. Experimental results showed that 
the proposed model has significant advantages over 
traditional methods [11]. Deboeuf and Fall proposed a 
rheometer parameter optimization method based on 
CRGLC algorithm to solve the problem of non-three-
phase rheological properties in multiphase flows, 
and conducted an empirical analysis of the method. 
The results showed that the rheometer parameters 
obtained by this method can effectively improve the 
overall performance of the rheometer and are highly 
practical [5].
With the promotion of recommendation system, rec-
ommendation system has gradually become a key 
technology for major platforms to improve user expe-
rience. Many scholars at home and abroad have stud-
ied the performance and privacy protection of recom-
mendation systems optimized by clustering algorithm 
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Table 1
Comparison between the advantages and disadvantages of the proposed research method and the related literature method

Literature/
author Technology/method Advantages Disadvantages Research proposed methods to 

compensate

Tuah et al. [27]
A rehabilitation system 
that integrates DM and 
gamification concepts

Personalized rehabili-
tation training, rehabil-
itation effect is better

Limited to specif-
ic areas

The research method can be 
applied to a wider range of fields, 
such as EGR

Yao et al. [33]
Improving artificial bee 
colony algorithm to opti-
mize K-means

The optimization effi-
ciency and clustering 
effect are good

High complexity

The research method further 
improves the global search abili-
ty and recommendation accura-
cy by integrating CRGS thought

Zhang et al. [36]

K-means combining 
secure multi-party com-
putation and differential 
privacy

Dual protection of data 
privacy and effective 
clustering

High computa-
tional overhead

The research method pays atten-
tion to improving the accuracy of 
recommendation while protecting 
privacy

Liu et al. [18]
Optimize the K-means 
of initial cluster center 
selection

K-means algorithm has 
strong stability

Sensitive to ini-
tial cluster center 
selection

Methods PCA was used to im-
prove the scoring system and 
reduce the dependence on the 
initial conditions

Chen et al. [3]
A game-based evolution-
ary clustering recom-
mendation method

The personalized rec-
ommendation and user 
engagement are strong

Limited by the 
game field

The research method is not lim-
ited to games, but can be applied 
to a wider range of recommen-
dation scenarios

Shafiq et al. [24]

A recommended ap-
proach combining feder-
ated learning and game 
theory

Provide accurate rec-
ommendations while 
protecting user privacy

Requires com-
plex computation 
and communica-
tion overhead

The research method simplifies 
computation and communication 
complexity while ensuring privacy

Liu et al. [20] Triple cross-domain 
CFR

Improve the accuracy 
and variety of recom-
mendations

Faced with the 
challenge of data 
integration

The research method improves 
the ability of global search and 
mining of hidden information by 
integrating CRGS thought

Demirkiran et 
al. [6]

The rough set theory is 
used for multi-criteria 
collaborative filtering

It can effectively deal 
with the uncertainty and 
ambiguity in the recom-
mendation process

High computa-
tional complexity

The research method pays atten-
tion to the calculation efficiency 
while improving the accuracy of 
recommendation

and federated learning. For example, in order to im-
prove the recommendation effect of games, Chen et 
al. proposed an evolutionary clustering method based 
on games, which combines historical information to 
make personal recommendations, and introduces the 
concept of gamification to improve the personalized 
recommendation and user engagement [3]. Shafiq et 
al. proposed a method combining federated learning 
and game theory to address the low security of on-
line consumer recommendation, aiming at providing 
personalized security recommendation for consumer 
electronic devices in 5G and Internet of Things envi-

ronments. The results showed that this method can 
effectively protect user privacy and provide a new 
trend of accurate recommendation [24]. To solve the 
problem of data sparsity in the recommendation pro-
cess, Liu et al. proposed triple cross-domain CFR, and 
the results showed that this method can effectively 
enhance the accuracy and diversity of recommenda-
tion by integrating information from different fields 
[20]. To improve the accuracy of e-commerce recom-
mendation, Demirkiran et al used rough set theory to 
carry out multi-criteria collaborative filtering, and 
the results showed that this method provided a new 
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perspective for dealing with uncertainty and fuzzi-
ness in the process of e-commerce recommendation 
[6]. In addition, Huang et al. discussed the design of 
federated learning incentive mechanism for recom-
mendation systems in mobile edge computing envi-
ronment, aiming to solve the balance between data 
privacy and computational efficiency [10].
Based on the above related literature, the advantages 
and disadvantages of the proposed research method 
are compared, and the comparison results are shown 
in Table 1. From Table 1, the current research has 
shortcomings such as high complexity, limited rec-
ommendation fields and sensitive parameters. How-
ever, the proposed method makes up for the above 
shortcomings of the existing research by integrating 
the idea of covering rough granular space (CRGS) into 
the K-means clustering CFR process and improving 
the user comprehensive scoring system by combin-
ing the principal component analysis (PCA) method. 
Among them, a method is proposed to enhance the 
model’s mining of hidden information, improve the 
global search ability, and improve the recommenda-
tion accuracy rate. At the same time, this method also 
enhances the data processing effect of uncertainty 
and fuzziness by incorporating the idea of rough set.

3. Design of an EGR Model Based on 
Cluster Analysis
In recent years, the application of CFR algorithm has 
been improved to solve the problem of data cold start. 
The CRGS idea in GC is innovatively combined with 
K-means clustering, and an improved CFR algorithm 
is proposed. The algorithm first divides the user’s in-
terest space into several coarse grains, refines the us-
er’s proximity range, and then uses K-means clustering 
algorithm to cluster the user data in the coarse-grained 
layer, and classifies the users with similar interests 
into the same layer. This increases the accuracy and 
variety of recommendations, which is of great value in 
educating game users about loyalty and engagement.

3.1. EGR Algorithm Based on K-means 
Clustering CFA

Due to the fact that the EGR model faces different 
types of users and their preferences for educational 

games vary, it is necessary to construct a user tag sys-
tem. Tagging user browsing behavior can enable the 
model to quickly obtain relevant information such as 
user social attributes, personal behavior, and interest 
preferences, to achieve real-time intelligent recom-
mendations. Tags describe the features exhibited by a 
certain type of person, and by combining all features, 
a tag system with specific attributes can be formed. 
The original data of the tag can be obtained from the 
public website of the educational game development 
company. According to the user browsing behavior 
data, this research divides the original dataset into 
three types, namely, the basic information, brows-
ing situation, and subjective perception information 
of the game user, and constructs the tag system as 
shown in Figure 1.
The PCA method is applied to assign and lessen the 
weights of user tags. Using user tags as dimensions, 
from Figure 1, the dimension is 7. It assumes the user 
set is { }1 2, , , mU u u u=  , and constructs a matrix with 
7 rows and m  columns, and the expression for the 
feature 'Z  of the 7-dimensional data sample is shown 
in Equation (1).
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In Equation (2), u  and w  represent the amount of 
users and dimensions, respectively. It calculates 
the covariance matrix W  of the sample, decom-
poses the covariance matrix, and calculates the 
eigenvalues and eigenvectors. The expression for 
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Figure 1
Label System Based on Browsing Behavior Data of Educational Game Users
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Figure 1 Label System Based on Browsing Behavior Data of Educational Game Users 

The PCA method is applied to assign and lessen 
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calculating covariance W  is shown in Equation (3).
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To convert 7-dimensional data into 1-dimensional 
data and reduce information loss caused by dimen-
sional changes, it calculates the ratio wuδ  of each la-
bel feature vector to the eigenvalues of the root sign, 
and combines the variance contribution rate ϕ  of the 
principal component feature values to calculate the 
weight of the label, as shown in Equation (4).
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It multiplies and adds the weights with the correspond-
ing tag features to obtain a user’s comprehensive rating 
for a game. Then, clustering algorithms are used to an-
alyze and calculate the data. Common clustering algo-
rithms include aggregate clustering, Gaussian mixture, 
Mean Shift, K-means, etc. Most algorithms measure 
dense observation areas using similarity and distance 

between samples in the feature space. The K-means 
is a typical algorithm in DM, which is widely applied 
in clustering problem analysis due to its advantages 
of simplicity, ease of operation, and ability to handle 
large datasets. Due to the poor recommendation per-
formance of the K-means clustering algorithm when 
facing data sparsity issues, this study optimizes the se-
lecting clustering centers [18]. To ensure the represen-
tativeness of cluster centers, a statistic and computa-
tion-based method is adopted to select cluster centers. 
Firstly, the method of mean value is used to select the 
first center point. If the educational game is represent-
ed by the set R, and the user’s rating of the game is ex-
pressed as uir , a matrix R  for different user ratings of 
the game can be constructed. It takes the average score 
of m users on n games as the first clustering center 1K  
to avoid the subsequent inability to accurately find 
neighbors caused by randomly selecting the clustering 
center. The calculation is shown in Equation (5).
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In Equation (5), 1
ni

k  denotes the user’s average rating of 
the game ni . To further enhance the rationality of the 
clustering center, standard deviation is introduced to 
quantify the degree of dispersion of users’ ratings of 
games. By calculating the standard deviation of each 
user rating from the first cluster center, it can better un-
derstand the distribution of the data and adjust the se-
lection of subsequent cluster centers accordingly. In the 
selection of subsequent clustering centers, the study fol-
lows the principle of maximum and minimum distance. 
For each new cluster center, the distance between it and 
the existing cluster center is calculated, and the point 
farthest from the previous cluster centers is selected 
as the new cluster center. It calculates the distance be-
tween all user ratings and the first cluster center accord-
ing to Equation (6), and uses the point corresponding to 
the maximum distance as the second cluster center 2K .
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In Equation (6), µ  expresses the standard deviation of 
user ratings for the game. µ  represents the average user 
rating of the game. It filters all obtained cluster centers 
according to the principle of maximum and minimum 
distance. It assumes the j th cluster center is jK , cal-
culates the distance from 3K  to the first two cluster 
centers 1K  and 2K  when 3j = , and finds the maximum 
value 3DL  of the minimum distance between 3K  and 
the first two cluster centers, as shown in Equation (7).

3 3 1 3 2max{min[ ( , ), ( , )]}DL d K K d K K= (7)

In Equation (7), d  indicates the distance. If there are al-
ready 1j −  cluster centers, it needs to calculate the dis-
tance between the jth cluster center as jK  and the first 
d  cluster centers, and find the maximum value jDL  of 
the minimum distance, as shown in Equation (8).

1 2 1max{min[ ( , ), ( , ), , ( , )]}j j j j jDL d K K d K K d K K −= 

(8)

It uses the minimum distance as the threshold ε  to 
assign clusters to sample points, iterates according to 
Equation (9), and ends the selection of cluster centers 
when the conditions are met. The threshold value of 

the algorithm model in this study is 2.

1max[ ( , )]j jd K K ε+ < (9)

Since users’ preferences for games change over time, 
the study optimizes the time factor and sets a dis-
tance threshold to select other clustering centers. By 
calculating the distance of each point from the first 
cluster center, the farthest point is selected as the 
second cluster center. This step is designed to ensure 
differentiation between clustering centers, allowing 
for more comprehensive coverage of the data space. 
To mitigate the impact of time, the time factor ( )f t  
is introduced and optimized in the calculation of the 
algorithm’s prediction score uip . The calculation ex-
pression is shown in Equation (10).
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In Equation (10), it  and 0t  respectively mean the time 
when the user interacts with the game and the time 
when the user first plays the game. ( , )sim u v  refers 
to the similarity of comprehensive labels between 
user u  and v . ( , )S u l  denotes the l th adjacent user. u  
stands for a collection of users who have interactive 
information with the game. y  refers to the y th game 
[7]. Finally, the study also filters recommendations by 
setting a rating threshold, ensuring that only games 
with predicted scores above this threshold are rec-
ommended to the target audience, a step designed to 
improve the accuracy of recommendations and user 
satisfaction. Figure 2 shows the recommendation 

Figure 2
Recommendation Process of K-means Clustering Algorithm
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threshold, ensuring that only games with 
predicted scores above this threshold are 
recommended to the target audience, a step 
designed to improve the accuracy of 
recommendations and user satisfaction. Figure 
2 shows the recommendation process of the 
improved K-means algorithm, and it shows the 
whole process from data preprocessing to 
cluster center selection to final 
recommendation. 
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Figure 2 Recommendation Process of K-means Clustering Algorithm 
 
3.2 Optimization Algorithm of CFR Model 

Integrating CRGLC 

The key of CFA is to find the nearest neighbor, 
which can be realized through K-means 
clustering analysis. Although the K-means 
clustering can raise recommendation 
effectiveness to some extent, it still falls into 
local optima, resulting in unsatisfactory 
recommendation performance. For this reason, 
many researchers have improved the 
recommendation model. Davtalab et al. 
constructed a user social and geographic 
similarity model to incorporate user social 
relationships into the recommendation process, 
deeply mining user preferences, and improving 
model recommendation accuracy [4]. Song et al. 
combined user clustering algorithm with 
scoring preference Slope One algorithm to raise 
the accuracy of model scoring prediction. Due 
to the model that simply integrates user tags 
and game attributes into the recommendation 
process, it is not possible to dynamically adjust 
recommendation lists of different granularity 

and levels based on changes in user 
characteristics [25]. The simple use of K-means 
clustering algorithm can enhance the similarity 
of users by grouping users with similar interests 
into the same cluster. However, this approach 
sacrifices the personalization of 
recommendations because it focuses more on 
commonalities among users than differences. In 
order to improve the K-means clustering 
algorithm, GC is introduced on the basis of the 
K-means recommendation algorithm, and the 
influence of data sparsity is weakened by 
finding the local rough particle (LRP) set of 
game users. In addition, additional 
personalization factors, such as the user's 
personal characteristics, historical behavior, or 
real-time feedback, are introduced into the 
model to fine-tune the clustered 
recommendation results, ensuring that the 
recommendations are both targeted and 
differentiated. It assumes D  is a finite 
non-empty domain with a subset of C , and 
satisfying C D= , then C  is the coverage of 
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process of the improved K-means algorithm, and it 
shows the whole process from data preprocessing to 
cluster center selection to final recommendation.

3.2. Optimization Algorithm of CFR Model 
Integrating CRGLC
The key of CFA is to find the nearest neighbor, which 
can be realized through K-means clustering analysis. 
Although the K-means clustering can raise recom-
mendation effectiveness to some extent, it still falls 
into local optima, resulting in unsatisfactory rec-
ommendation performance. For this reason, many 
researchers have improved the recommendation 
model. Davtalab et al. constructed a user social and 
geographic similarity model to incorporate user so-
cial relationships into the recommendation process, 
deeply mining user preferences, and improving model 
recommendation accuracy [4]. Song et al. combined 
user clustering algorithm with scoring preference 
Slope One algorithm to raise the accuracy of model 
scoring prediction. Due to the model that simply in-
tegrates user tags and game attributes into the recom-
mendation process, it is not possible to dynamically 
adjust recommendation lists of different granularity 
and levels based on changes in user characteristics 
[25]. The simple use of K-means clustering algorithm 
can enhance the similarity of users by grouping users 
with similar interests into the same cluster. However, 
this approach sacrifices the personalization of recom-
mendations because it focuses more on commonali-
ties among users than differences. In order to improve 
the K-means clustering algorithm, GC is introduced 
on the basis of the K-means recommendation algo-
rithm, and the influence of data sparsity is weakened 
by finding the local rough particle (LRP) set of game 
users. In addition, additional personalization factors, 
such as the user’s personal characteristics, historical 
behavior, or real-time feedback, are introduced into 
the model to fine-tune the clustered recommendation 
results, ensuring that the recommendations are both 
targeted and differentiated. It assumes D is a finite 
non-empty domain with a subset of C , and satisfying 

C D= , then C  is the coverage of D , and ( , )D C  is the 
coverage approximation space [32]. The schematic 
diagram of particle division and coverage is displayed 
in Figure 3.
For user set { }1 2, , , mU u u u=  , performing a reduc-
tion operation on C can obtain a covering rough par-

ticle set { }1 2( ) ( ), ( ), , ( )mreduct C C u C u C u=  . If there 
is u D∀ ∈  in the coverage approximation space ( , )D C , 
then the minimum description ( )Md u  of user u ’s cov-
erage rough particle can be represented by Equation 
(11) [17].

{ }( ) ( )Md u A C u A B C u B B A A B= ∈ ∈ ∧ ∀ ∈ ∧ ∈ ∧ ⊆ ⇒ =
(11)

In Equation (11), both A and B  are sets. Due to the R  
type set of educational games, the user’s LRP set can 
be expressed as Equation (12).
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Here, the coverage of the minimum description of 
rough grains denotes the user’s preference for game 
types, with ( )i mMd u  indicating the subset C  denoting 
the set of user preferences for each type of game. It 
assumes that X  means the equivalence relation of D
, Y D∀ ⊆ , the lower approximation set ( )C Y  and the 
upper approximation set ( )C Y  can be obtained ac-
cording to Equation (13) [30].
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The upper and lower approximation sets sep-
arate the universe into positive domain ( )C Y , 
negative domain ( )C Y , and boundary domain 

( ) ( )C Y C Y− . The global coverage rough set of 
user mu  in the coverage approximation space is 
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In Equation (11), both A  and B  are sets. Due 
to the R  type set of educational games, the 
user's LRP set can be expressed as Equation 
(12). 
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Here, the coverage of the minimum description 
of rough grains denotes the user's preference for 
game types, with ( )i mMd u  indicating the 
subset C  denoting the set of user preferences 
for each type of game. It assumes that X  
means the equivalence relation of D , 

Y D  , the lower approximation set ( )C Y  
and the upper approximation set ( )C Y  can be 
obtained according to Equation (13) [30]. 
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The upper and lower approximation sets 
separate the universe into positive domain 

( )C Y , negative domain ( )C Y , and boundary 

domain ( ) ( )C Y C Y− . The global coverage 
rough set of user mu  in the coverage 
approximation space is 

 1 2
( ) ( ), ( ), , ( )

nm i i iu m m mreduct C C u C u C u= . If 
the global covering rough particle (GCRP) set 
meets the following conditions: (1) any GCRP 

cannot be obtained by the union operation of 
LRPs; (2) any GCRP cannot be replaced by the 
union operation result of LRPs. So, by 
performing union operations on the GCRP set, 
the CRGS can be obtained [16]. In this space, 
based on the weights obtained by PCA, it 
calculates the proportion of the number of 
games that interact with users in the total 
amount of games of the game type i , to obtain 
the user's preference degree uiq . And the 

average preference degree uiq  of users for all 
game types is calculated as shown in Equation 
(14). 
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In Equation (14), uis  denotes the amount of 
games that interact with users. The degree of 
user preference is defined as the user's LRP set, 
which forms a mapping relationship between 
users and "particles" [2, 38]. It constructs a 
preference matrix Q  as shown in Equation 
(15) based on the user's preference level. 

1 1 1 2 1

2 1 2 2 2

1 2

n

n

m m m n

u i u i u i

u i u i u i

u i u i u i

q q q

q q q

q q q

 
 
 =  
 
  

Q               (15) 

CFA is a recommendation algorithm based on 
near neighbor users. The core idea is that when 
a user has a demand, the algorithm 
recommends games that do not generate 
interactive information to other users who have 
similar interests [1]. The algorithm principle is 
shown in Figure 4. 

(a) Partitioning of particles (b) Coverage diagram
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global covering rough particle (GCRP) set meets 
the following conditions: (1) any GCRP cannot be 
obtained by the union operation of LRPs; (2) any 
GCRP cannot be replaced by the union operation re-
sult of LRPs. So, by performing union operations on 
the GCRP set, the CRGS can be obtained [16]. In this 
space, based on the weights obtained by PCA, it cal-
culates the proportion of the number of games that 
interact with users in the total amount of games of the 
game type i , to obtain the user’s preference degree uiq . 
And the average preference degree uiq  of users for all 
game types is calculated as shown in Equation (14).
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In Equation (14), uis  denotes the amount of games 
that interact with users. The degree of user prefer-
ence is defined as the user’s LRP set, which forms a 
mapping relationship between users and “particles” 
[2, 38]. It constructs a preference matrix Q as shown 
in Equation (15) based on the user’s preference level.
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CFA is a recommendation algorithm based on near 
neighbor users. The core idea is that when a user has 
a demand, the algorithm recommends games that do 
not generate interactive information to other users 
who have similar interests [1]. The algorithm princi-
ple is shown in Figure 4.
Euclidean distance, Jaccard, cosine, or Pearson cor-
relation coefficients are commonly used to calculate 
similarity [28]. To comprehensively consider the sim-
ilarity between users, this study combines the Pear-
son coefficient based on spatio-temporal features and 
the user preference level in matrix Q  for calculation, 
as shown in Equation (16) [15].
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It sets different threshold iα  based on the user’s pref-
erence for game types, and uses this as a basis to find 
the user’s nearest neighbor set in different game proj-
ects. It identifies users with similarity values greater 
than the threshold χ  as close neighbors of the target 
user across all game types. It finds the LRP set of the 
user in the game type layer and sets the coverage coef-
ficient Φ , which represents the degree of coverage to 
the user’s nearest neighbors [39]. Assuming the target 
user is 1u , if there are two users au  and bu , and , 1a b ≠
, it compares the similarity between 1u , au , and bu  un-
der different game types i, and sets the smaller sim-
ilarity value as the coverage coefficient Φ . Based on 
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Euclidean distance, Jaccard, cosine, or Pearson 
correlation coefficients are commonly used to 
calculate similarity [28]. To comprehensively 
consider the similarity between users, this study 

combines the Pearson coefficient based on 
spatio-temporal features and the user 
preference level in matrix Q  for calculation, as 
shown in Equation (16) [15]. 

, ,
( , )

2 2
, ,

( , ) ( , )

1  ,   

( )( )
( , )   ,   

( ) ( )

u x v xu v
x u v

u x u xu u
x u v x u v

u v

q q q q
sim u v u v

q q q q


 

=


− −=   −  −




 
           (16) 

It sets different threshold i  based on the 
user's preference for game types, and uses this 
as a basis to find the user's nearest neighbor set 
in different game projects. It identifies users 
with similarity values greater than the threshold 
  as close neighbors of the target user across 
all game types. It finds the LRP set of the user in 
the game type layer and sets the coverage 
coefficient  , which represents the degree of 
coverage to the user's nearest neighbors [39]. 
Assuming the target user is 1u , if there are two 
users au  and bu , and , 1a b  , it compares the 
similarity between 1u , au , and bu  under 
different game types i , and sets the smaller 
similarity value as the coverage coefficient  . 
Based on  's coverage of the target user's 
proximity, the lower approximation set 

1 1
( )i uC q  in game type i  is obtained. It 

calculates the minimum description 1
( )i uMd q  

of the target user under each game type layer, 
and combines it to form the local covering 
rough particle set of 1u  under the coverage 
coefficient   [37]. It switches the particle layer 
and decomposes and synthesizes the particles 
to form a global coverage rough particle set 

1
( )ureduct C  for the target user. The coverage 

factor   is a value between 0 and 1 that 
controls the coverage and particle of the user's 
neighbors. When adjusted specifically, a smaller 
coverage factor results in a finer user 
classification, while a larger value makes the 
classification broader. In order to find the best 
coverage factor, it can be gradually adjusted 
according to the feedback of the 
recommendation effect: if the recommendation 
is too general, the coverage factor can be 
appropriately reduced to improve the accuracy; 
If the recommendation is too limited, the 

coverage factor can be increased to broaden the 
scope of the recommendation. In this way, the 
performance of the recommendation system can 
be optimized by constantly adjusting the 
coverage factor. The coverage coefficient is 
adjusted to obtain the user's coarse and fine 

grained nearest neighbor 1uk  [31]. Based on the 
above results, it predicts and scores, and the 
calculation is shown in Equation (17). 

( , ) ( )

( , )
u

u

vi v
v k

ui u

v k

sim u v q q
p q

sim u v




 −
= +




       (17) 

In Equation (17), uk  indicates all the nearest 
neighbors of the user at the current granularity.  

Finally, the algorithm selects games with 
predicted scores greater than the rating 
threshold and recommends them to the target 
users. CRGLC algorithm effectively solves the 
sparsity problem of user data through the 
comprehensive application of data 
preprocessing technology, GC theory, particle 
partitioning and coverage methods and cluster 
analysis, thus improving the accuracy of 
recommendation. CRGLC algorithm firstly 
cleans, transforms and standardizes user data to 
ensure data quality. Next, it uses GC theory to 
build overlay rough particles that represent 
different user preferences for game types and 
form a tightly connected network through 
overlay relationships. Further particle and 
overlay operations help the algorithm capture 
nuances and interconnections of user interests 
at different levels. Finally, the processed 
particles are classified through cluster analysis, 
so that users with similar interests are grouped 
into the same group, and then a personalized 
game recommendation list is generated 
according to the common characteristics of 
these groups and the personal preferences of 
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Φ ’s coverage of the target user’s proximity, the lower 
approximation set 

1 1
( )i uC q  in game type i  is obtained. 

It calculates the minimum description 
1

( )i uMd q  of the 
target user under each game type layer, and combines 
it to form the local covering rough particle set of 1u  
under the coverage coefficient Φ  [37]. It switches the 
particle layer and decomposes and synthesizes the 
particles to form a global coverage rough particle set 

1
( )ureduct C  for the target user. The coverage factor Φ 

is a value between 0 and 1 that controls the coverage 
and particle of the user’s neighbors. When adjusted 
specifically, a smaller coverage factor results in a fin-
er user classification, while a larger value makes the 
classification broader. In order to find the best cov-
erage factor, it can be gradually adjusted according 
to the feedback of the recommendation effect: if the 
recommendation is too general, the coverage factor 
can be appropriately reduced to improve the accura-
cy; If the recommendation is too limited, the coverage 
factor can be increased to broaden the scope of the 
recommendation. In this way, the performance of the 
recommendation system can be optimized by con-
stantly adjusting the coverage factor. The coverage 
coefficient is adjusted to obtain the user’s coarse and 
fine grained nearest neighbor 

1uk  [31]. Based on the 
above results, it predicts and scores, and the calcula-
tion is shown in Equation (17).

( , ) ( )

( , )
u

u

vi v
v k

ui u

v k

sim u v q q
p q

sim u v
∈

∈

× −
= +

∑
∑

(17)

In Equation (17), uk  indicates all the nearest neigh-
bors of the user at the current granularity. 
Finally, the algorithm selects games with predicted 
scores greater than the rating threshold and recom-
mends them to the target users. CRGLC algorithm 
effectively solves the sparsity problem of user data 
through the comprehensive application of data pre-
processing technology, GC theory, particle partition-
ing and coverage methods and cluster analysis, thus 
improving the accuracy of recommendation. CRGLC 
algorithm firstly cleans, transforms and standardiz-
es user data to ensure data quality. Next, it uses GC 
theory to build overlay rough particles that represent 
different user preferences for game types and form 
a tightly connected network through overlay rela-

tionships. Further particle and overlay operations 
help the algorithm capture nuances and intercon-
nections of user interests at different levels. Finally, 
the processed particles are classified through clus-
ter analysis, so that users with similar interests are 
grouped into the same group, and then a personalized 
game recommendation list is generated according to 
the common characteristics of these groups and the 
personal preferences of target users. Through the 
processing process of CRGLC algorithm, not only 
effectively overcome the challenges brought by data 
sparsity, but also greatly improve the intelligence and 
accuracy of the recommendation system, providing 
users with a game recommendation experience that 
is more suitable for their actual needs. The pseudo-
code for CRGLC and K-means integration is shown in 
Figure 5.
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The difference between this method and the 
existing particle size calculation method lies in 
the following three points. First, in the 
traditional particle size calculation method, the 
particles are usually obtained directly by data 
partitioning or clustering. In CRGLC algorithm, 
the kernel is constructed by introducing the 
covering rough set theory, which makes the 
definition and construction of the kernel more 
flexible and richer. Second, traditional particle 
size calculation methods tend to focus only on 
data analysis and processing under a single 
particle size. The CRGLC algorithm realizes 
multi-granularity data analysis and processing 

through granularity division and coverage 
operation, and can mine information in data 
more comprehensively. Third, the traditional 
granularity calculation method mainly focuses 
on data analysis and mining, and rarely 
includes the recommendation application. The 
CRGLC algorithm is specially designed for the 
recommendation system, and the personalized 
game recommendation is realized by combining 
the recommendation algorithm such as 
collaborative filtering. The recommendation of 
the CFR model integrating CRGLC is shown in 
Figure 6. 
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KC-CF algorithm is optimized based on 
K-means CFA recommendation model by 
introducing particle size calculation theory. The 
algorithm solves the sparsity problem of user 

data by constructing the covering rough particle 
set and mining user preferences 
comprehensively. At the underlying 
mathematical level, KC-CF algorithm uses the 

The difference between this method and the existing 
particle size calculation method lies in the following 
three points. First, in the traditional particle size cal-
culation method, the particles are usually obtained di-
rectly by data partitioning or clustering. In CRGLC al-
gorithm, the kernel is constructed by introducing the 
covering rough set theory, which makes the definition 
and construction of the kernel more flexible and rich-
er. Second, traditional particle size calculation meth-
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Figure 6
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K-means CFA recommendation model by 
introducing particle size calculation theory. The 
algorithm solves the sparsity problem of user 

data by constructing the covering rough particle 
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comprehensively. At the underlying 
mathematical level, KC-CF algorithm uses the 

ods tend to focus only on data analysis and processing 
under a single particle size. The CRGLC algorithm re-
alizes multi-granularity data analysis and processing 
through granularity division and coverage operation, 
and can mine information in data more comprehen-
sively. Third, the traditional granularity calculation 
method mainly focuses on data analysis and mining, 
and rarely includes the recommendation application. 
The CRGLC algorithm is specially designed for the 
recommendation system, and the personalized game 
recommendation is realized by combining the recom-
mendation algorithm such as collaborative filtering. 
The recommendation of the CFR model integrating 
CRGLC is shown in Figure 6.

KC-CF algorithm is optimized based on K-means 
CFA recommendation model by introducing particle 
size calculation theory. The algorithm solves the spar-
sity problem of user data by constructing the covering 
rough particle set and mining user preferences com-
prehensively. At the underlying mathematical level, 
KC-CF algorithm uses the coverage rough set theory 
to control the coverage degree and granularity of the 
user’s neighbors by setting the coverage coefficient, 
so as to realize multi-granularity data analysis and 
processing. In addition, the algorithm also combines 
collaborative filtering and other recommendation 
technologies, constructs a preference matrix accord-
ing to the user’s preference degree, finds the nearest 
neighbor by calculating the similarity between users, 
and finally realizes the accurate personalized game 

recommendation. This optimization method not only 
improves the accuracy of recommendation, but also 
makes the recommendation system more intelligent, 
and can provide users with more suitable game rec-
ommendations for their actual needs.

4. Performance Evaluation of 
Personalized EGR Based on CRGLC 
Optimization
The research determined the coverage coefficient and 
the best recommended number of models through 
mean absolute error (MAE) and Gini index. Then, the 
classification performance of CRGLC was evaluated 
using accuracy, precision, recall, and F1 score as in-
dicators. Finally, the clustering and recommendation 
effects of the model were tested.

4.1. Parameter Determination of CRGLC 
Algorithm
The recommendation model using K-means CFA was 
recorded as K-CF, and the recommendation model 
optimized through GC was recorded as KC-CF. The 
PCA method was utilized to calculate the weights of 
each user label. The corresponding eigenvalues, cu-
mulative contribution rate, comprehensive rating co-
efficient, and indicator weights are expressed in Ta-
ble 2. The data in Table 2 provides an understanding 
of user label weights, eigenvalues, cumulative contri-
bution rates, comprehensive score coefficients, and 
indicator weights. These data were key indicators for 
evaluating and comparing preferences and character-
istics between different users. By analyzing and cal-
culating this data, users’ needs and preferences could 
be better understood and personalized recommenda-
tions could be made based on this information. This 
data could also be used to evaluate and optimize the 
performance of recommendation algorithms, there-
by improving the accuracy of recommendations and 
user satisfaction.
In order to further explore the optimal value of the 
coverage factor, the research deliberately selected 
the Steam game dataset for experimental analysis. 
The data set was carefully sparsely sampled to ensure 
the accuracy and reliability of the experimental re-
sults, and the data was scientifically divided into the 



Information Technology and Control 2025/1/5474

Table 2
 User Tag Weights Calculated Using PCA Method

User tag Eigenvalue Contribution rate Comprehensive scoring 
coefficient Indicator weight

Age 1.1291 0.0165 0.0138 0.0556

Gender 0.7747 0.0113 0.0061 0.0244

Education 0.4303 0.0063 0.0026 0.0106

Number of views 3.6955 0.0538 0.0414 0.1677

Follow duration 1.9065 0.0278 0.0361 0.1458

Game preferences 55.2330 0.8046 0.0959 0.3881

Satisfaction evaluation 5.4730 0.0797 0.0513 0.2078

training set and the test set according to the ratio of 
8:2. The Steam game dataset is derived from Steam, 
a well-known digital distribution platform that not 
only offers a wealth of game resources, but also in-
corporates a variety of social features, making it an 
ideal choice for studying game recommendation al-
gorithms. The data set used in the research recorded 
the multiple interactions between users and games 
in detail, covering a large user group and rich game 
resources. The data set contains information on 
tens of thousands of game users from diverse back-
grounds and is broadly representative. The number 
and types of games in the data set are also very large, 
ranging from classic masterpieces to independent 
sketches, with diverse types to meet the individual 
needs of different users. These games cover action, 
adventure, role playing, strategy, simulation, sports, 
shooting and other game types, providing a solid 
foundation for the diversified testing of recommen-
dation algorithms. The sparsity of the Steam game 
dataset in this study was 0.937 and 0.901, respective-
ly. To verify the optimization effect of KC-CF model, 
MAE was used as the index to describe the accuracy 
of the recommended model, and Gini index was used 
to describe the diversity of the model [8, 22]. The 
similarity threshold between users was set to 0.04, 
and the coverage coefficient of the KC-CF model was 
adjusted on the dataset to analyze the impact of dif-
ferent coverage coefficients on model performance. 
The results are shown in Figure 7.
In Figure 7, the MAE and Gini values of the model de-
creased with the increase of coverage coefficient Φ . 
The smaller the MAE, the higher the accuracy of the 
model, denoting that changes in coverage coefficient 

Figure 7
Experimental Results of the Model on Two Datasets with 
Different Coverage Coefficients

KC-CF model was adjusted on the dataset to 
analyze the impact of different coverage 
coefficients on model performance. The results 

are shown in Figure 7. 
 

Cover factor

0.720

0.730

0.700

0.710

0.690
0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85

0.6

0.8

0.2

0.4

0

1.0
M

A
E

G
in

i

0.901 MAE
0.937 MAE

0.901 Gini
0.937 Gini

 

Figure 7 Experimental Results of the Model on Two Datasets with Different Coverage Coefficients 

 

In Figure 7, the MAE and Gini values of the 
model decreased with the increase of coverage 
coefficient  . The smaller the MAE, the higher 
the accuracy of the model, denoting that 
changes in coverage coefficient had a significant 
impact on the accuracy of model 
recommendations. Compared to the MAE and 
Gini values in the two graphs, under the same 
coverage coefficient, the model's 
recommendation accuracy for datasets with 
sparsity of 0.901 was close to that of datasets 
with sparsity of 0.937, indicating that the model 
could weaken the impact caused by data 
sparsity. Due to the higher Gini value, the more 
diverse the recommended games were. To 
balance the accuracy and diversity of the model, 
the coverage coefficient at a Gini value of 0.4 
was the best coverage coefficient. Therefore, the 
best coverage coefficient for the Steam game 
dataset with a sparsity of 0.901 and 0.937 was 
0.655 and 0.667, respectively. The 
corresponding MAE values were 0.716 and 
0.708, respectively. According to the above 
results, when the Gini index was 0.4, the model 
could better balance accuracy and diversity. 
Therefore, the optimal coverage coefficients for 
Steam game datasets with a sparsity of 0.901 

and 0.937 were determined to be 0.655 and 
0.667, respectively. The reason for the above 
results was that the coverage factor affects the 
performance and accuracy of dynamic difficulty 
adjustment (DDA) system by controlling the 
granularity of clustering. Smaller coverage 
coefficients led to finer clustering results, which 
may improve the performance of DDA systems 
when dealing with details and local features. 
However, too small coverage factor may also 
lead to over-fitting phenomenon and reduce the 
generalization ability of the system. Conversely, 
larger coverage coefficients produce broader 
clustering results, which may improve the 
performance of DDA systems when dealing 
with global features and overall structures. 
However, too large a coverage factor may also 
lead to under-fitting, making the system unable 
to fully capture the details of the data. 
Therefore, choosing the right coverage factor is 
crucial to the performance and accuracy of a 
balanced DDA system. In this experiment, the 
optimal recommendation number of the two 
models under different data sets was also 
studied, and the results obtained with Gini 
value as the evaluation index were shown in 
Figure 8. 
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KC-CF model was adjusted on the dataset to 
analyze the impact of different coverage 
coefficients on model performance. The results 

are shown in Figure 7. 
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tively. The reason for the above results was that the 
coverage factor affects the performance and accura-
cy of dynamic difficulty adjustment (DDA) system by 
controlling the granularity of clustering. Smaller cov-
erage coefficients led to finer clustering results, which 
may improve the performance of DDA systems when 
dealing with details and local features. However, too 
small coverage factor may also lead to over-fitting 
phenomenon and reduce the generalization ability of 
the system. Conversely, larger coverage coefficients 
produce broader clustering results, which may im-
prove the performance of DDA systems when dealing 
with global features and overall structures. However, 
too large a coverage factor may also lead to under-fit-
ting, making the system unable to fully capture the 
details of the data. Therefore, choosing the right cov-
erage factor is crucial to the performance and accura-
cy of a balanced DDA system. In this experiment, the 
optimal recommendation number of the two models 
under different data sets was also studied, and the re-
sults obtained with Gini value as the evaluation index 
were shown in Figure 8.
In Figure 8, the Gini coefficients of both algorithms 
increased with the rising of the amount of recom-
mendations in different datasets. The K-CF algo-
rithm showed the worst recommendation diversity 
in the 0.901 dataset, while the optimized KC-CF algo-
rithm performed better in the 0.901 dataset than the 

Figure 8
Changes in Gini Coefficient under Different 
Recommended Numbers

K-CF algorithm in both datasets, indicating that the 
optimized algorithm could effectively alleviate the 
influence of data sparsity on model recommendation 
diversity. Considering the time consumption of algo-
rithm operations, the optimal number of recommen-
dations was set to 25, with a corresponding Gini value 
of 0.820. According to the above research results, the 
coverage coefficient selected in this study was 0.901.

4.2. Analysis of the Classification Effect of 
Recommendation Models Based on CRGLC
When recommending games to users, the accuracy 
of the model’s classification of games can also affect 
the accuracy of recommending games [9]. This study 
divided educational games into role, structure, per-
formance, sports and intellectual games, and mu-
sic games based on their educational functions. The 
goal of this experiment was to categorize education-
al games and recommend suitable games to users. In 
this context, the classification performance index 
could directly evaluate the performance of the mod-
el in a given category, so as to reflect the performance 
of the model in practical application. Moreover, clus-
tering performance indicators were usually used in 
unsupervised learning scenarios, where the real cat-
egory of data was unknown, and the inherent struc-
ture of data needed to be discovered by the algorithm 
itself. However, in this experiment, there were clear 
game categories as supervised information, so it is 
not appropriate to use clustering performance indi-
cators. Therefore, considering the experimental ob-
jectives, data characteristics and interpretability of 
indicators, this study chose to use classification per-
formance indicators (accuracy, loss function, etc.) to 
evaluate the performance of the model. To verify that 
the optimized algorithm can complete the game clas-
sification under the condition of sparse data, Steam 
game data set with a sparsity of 0.901 was applied to 
train and test the model and compare it with the K-CF 
algorithm. The accuracy and Loss function values are 
shown in Figure 9.
From Figure 9, the accuracy and Loss function of 
K-CF algorithm fluctuated greatly. The stability of 
the algorithm was not strong. the rate of convergence 
was slow and the effect was poor. Moreover, it was 
easy to fall into local optimization. The accuracy of its 
diagnosis was 0.785, which was lower than the train-
ing value and had a larger error. This indicated that 
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Figure 9
Accuracy and Loss Function Values of K-CF and KC-CF 
Algorithms

its effectiveness in classifying educational games was 
not satisfactory. KC-CF algorithm had the best con-
vergence effect and the fastest rate of convergence. 
The accuracy of the test and the training sets obtained 
by the combined algorithm and the coincidence of 
the Loss function values were high. The accuracy of 
the test set reached 0.880, which was higher than the 
K-CF algorithm and has less error. In order to further 
verify the classification advantages of the optimiza-
tion algorithm in the case of sparse data, under the 
same data set, the accuracy, precision, ROC curve and 

Figure 10
Comparison between the results of precision and accuracy changes of the four algorithms

datasets. The K-CF algorithm showed the worst 
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K-CF algorithm in both datasets, indicating that 
the optimized algorithm could effectively 
alleviate the influence of data sparsity on model 
recommendation diversity. Considering the 
time consumption of algorithm operations, the 
optimal number of recommendations was set to 
25, with a corresponding Gini value of 0.820. 
According to the above research results, the 
coverage coefficient selected in this study was 
0.901. 
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From Figure 9, the accuracy and Loss function 
of K-CF algorithm fluctuated greatly. The 
stability of the algorithm was not strong. the 
rate of convergence was slow and the effect was 
poor. Moreover, it was easy to fall into local 
optimization. The accuracy of its diagnosis was 
0.785, which was lower than the training value 
and had a larger error. This indicated that its 
effectiveness in classifying educational games 
was not satisfactory. KC-CF algorithm had the 
best convergence effect and the fastest rate of 
convergence. The accuracy of the test and the 
training sets obtained by the combined 
algorithm and the coincidence of the Loss 

function values were high. The accuracy of the 
test set reached 0.880, which was higher than 
the K-CF algorithm and has less error. In order 
to further verify the classification advantages of 
the optimization algorithm in the case of sparse 
data, under the same data set, the accuracy, 
precision, ROC curve and other indexes of the 
algorithm were compared with social 
spatio-temporal probabilistic matrix factorization 
(SSTPMF), Slope One, and Graph Neural 
Network-based Recommendation Algorithm 
(GNN-RA) is compared. The comparison results 
of accuracy and precision of the four methods 
are shown in Figure 10. 
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From Figure 11(a), F1 score of KC-CF model 
was the highest, which is 0.826, which is better 
than 0.826 of SSPPF algorithm, 0.804 of Slope 
One algorithm and 0.779 of GNN-RA. From 
Figure 11(b), KC-CF model had the highest area 
under the ROC curve, and the area under the 
ROC curve of KC-CF algorithm, SSPPF 
algorithm, Slope One algorithm and GNN-RA 
were 0.895, 0.816, 0.774, and 0.718, respectively. 
The above results show that the KC-CF 

algorithm proposed in this study has better 
performance from the two dimensions of F1 
score and ROC curve. To visually display the 
classification status of the model, 1000 samples 
were selected from the Steam game dataset with 
a sparsity of 0.901, and their actual classification 
status and model classification status were 
statistically analyzed. The results are shown in 
Figure 12. 
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Figure 11
Comparison between the results of F1 score distribution and ROC curve of the four algorithms
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From Figure 11(a), F1 score of KC-CF model 
was the highest, which is 0.826, which is better 
than 0.826 of SSPPF algorithm, 0.804 of Slope 
One algorithm and 0.779 of GNN-RA. From 
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algorithm proposed in this study has better 
performance from the two dimensions of F1 
score and ROC curve. To visually display the 
classification status of the model, 1000 samples 
were selected from the Steam game dataset with 
a sparsity of 0.901, and their actual classification 
status and model classification status were 
statistically analyzed. The results are shown in 
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samples were selected from the Steam game dataset 
with a sparsity of 0.901, and their actual classification 
status and model classification status were statisti-
cally analyzed. The results are shown in Figure 12.
From Figure 12, the model correctly classified 887 
out of 1000 educational game samples, which was 
close to the actual classification results. From the 
distribution of different types of game numbers, the 
change in game numbers had little impact on the 
classification performance of the model, with classi-
fication accuracy above 85%. For intelligence games 
with relatively little data, it still showed high classi-
fication accuracy.

4.3. Application Evaluation of Personalized 
EGR

To test the actual application performance recom-
mended by the model, based on the above parameters 
and experimental results, 10 users were selected from 
Steam game players who were not used for model 
training, and their neighbors were clustered using 
KC-CF and K-CF algorithms. The results are shown 
in Figure 13.
Comparing Figures 13(a)-(b), the coverage range of 
each cluster center obtained by using the KC-CF was 
relatively consistent, and they were all located in the 

Figure 12
Distribution of the Model’s Classification Quantity for 1000 Game Samples
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accuracy rates of KC-CF, SSTPMF, Slope One 
and GNN-RA algorithms were 0.893, 0.852, 

0.804 and 0.785, respectively. The above results 
show that KC-CF algorithm performs better 
than the comparison algorithm in terms of 
precision and accuracy. The comparison results 
of F1 score and ROC curves of the four 
algorithms are shown in Figure 11. 
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Figure 11 Comparison between the results of F1 score distribution and ROC curve of the four algorithms 

 

From Figure 11(a), F1 score of KC-CF model 
was the highest, which is 0.826, which is better 
than 0.826 of SSPPF algorithm, 0.804 of Slope 
One algorithm and 0.779 of GNN-RA. From 
Figure 11(b), KC-CF model had the highest area 
under the ROC curve, and the area under the 
ROC curve of KC-CF algorithm, SSPPF 
algorithm, Slope One algorithm and GNN-RA 
were 0.895, 0.816, 0.774, and 0.718, respectively. 
The above results show that the KC-CF 

algorithm proposed in this study has better 
performance from the two dimensions of F1 
score and ROC curve. To visually display the 
classification status of the model, 1000 samples 
were selected from the Steam game dataset with 
a sparsity of 0.901, and their actual classification 
status and model classification status were 
statistically analyzed. The results are shown in 
Figure 12. 
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Figure 13
Clustering Results of Two Algorithms for 10 Users

Figure 12 Distribution of the Model's Classification Quantity for 1000 Game Samples 

 

From Figure 12, the model correctly classified 
887 out of 1000 educational game samples, 
which was close to the actual classification 
results. From the distribution of different types 
of game numbers, the change in game numbers 
had little impact on the classification 
performance of the model, with classification 
accuracy above 85%. For intelligence games 
with relatively little data, it still showed high 
classification accuracy. 
4.3 Application Evaluation of Personalized 

EGR 

To test the actual application performance 
recommended by the model, based on the 
above parameters and experimental results, 10 
users were selected from Steam game players 
who were not used for model training, and their 
neighbors were clustered using KC-CF and 
K-CF algorithms. The results are shown in 
Figure 13. 
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Figure 13 Clustering Results of Two Algorithms for 10 Users 
 

Comparing Figures 13(a)-(b), the coverage 
range of each cluster center obtained by using 
the KC-CF was relatively consistent, and they 
were all located in the more concentrated 
positions of this type. The coverage range of 
K-CF algorithm's clustering centers varied, 
especially the clustering centers in the dashed 
box, which were far from the points with dense 
neighbors, indicating poor clustering 
performance and scattered neighboring data. By 
calculating the intra and inter cluster variations 
of the two algorithms, the intra cluster variation 
and out of cluster variation of the KC-CF were 
0.004537 and 6.360573, while the inter cluster 
variation and out of cluster variation of the 
K-CF algorithm were 0.006147 and 6.184695, 
respectively. By comparison, the KC-CF had 
smaller variation within the cluster and greater 
variation outside the cluster, indicating that it 
could make the data points of similar clusters 
closer and the differences between different 
clusters were greater. This proved that the 
KC-CF algorithm clustering results were more 
reasonable and effective. In addition, the 
performance of KC-CF algorithm was compared 
with PR-ACMF, DTL-CF, DTNM and EHC-CF. 
To ensure the fairness of the experiment and the 

reliability of the results, all algorithms were 
evaluated in a unified experimental 
environment using the same training and test 
data sets. The implicit feature dimension of 
PR-ACMF algorithm was set to 100 and the 
learning rate was 0.01. DTL-CF algorithm 
adopted three-layer neural network structure, 
and the initial learning rate was 0.001. DTNM 
algorithm combined deep learning and matrix 
decomposition, and its matrix decomposition 
dimension was 50. The embedding dimension 
of EHC-CF algorithm was 64 and the learning 
rate was 0.005. The KC-CF algorithm was 
optimized by initializing parameters, using grid 
search method to find the best parameter 
combination, testing parameter combination, 
etc. The nearest neighbor number was 
determined to be 20, the learning rate was 0.01, 
and the regularization coefficient was 0.001. The 
comparison indexes were MAE, RMSE and 
complexity. The study conducted several 
experiments on a dataset of Steam games not 
used for model training, averaging the final 
results. The performance changes of algorithms 
with different nearest neighbors are shown in 
Figure 14. 
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proved that the KC-CF algorithm clustering results 
were more reasonable and effective. In addition, the 
performance of KC-CF algorithm was compared with 
PR-ACMF, DTL-CF, DTNM and EHC-CF. To ensure 
the fairness of the experiment and the reliability of 
the results, all algorithms were evaluated in a unified 
experimental environment using the same training 
and test data sets. The implicit feature dimension of 
PR-ACMF algorithm was set to 100 and the learning 
rate was 0.01. DTL-CF algorithm adopted three-layer 
neural network structure, and the initial learning rate 
was 0.001. DTNM algorithm combined deep learning 
and matrix decomposition, and its matrix decomposi-
tion dimension was 50. The embedding dimension of 
EHC-CF algorithm was 64 and the learning rate was 

0.005. The KC-CF algorithm was optimized by initial-
izing parameters, using grid search method to find the 
best parameter combination, testing parameter com-
bination, etc. The nearest neighbor number was de-
termined to be 20, the learning rate was 0.01, and the 
regularization coefficient was 0.001. The comparison 
indexes were MAE, RMSE and complexity. The study 
conducted several experiments on a dataset of Steam 
games not used for model training, averaging the final 
results. The performance changes of algorithms with 
different nearest neighbors are shown in Figure 14.
From Figure 14, the MAE and RMSE values did not 
change much with the increase of the amount of 
nearest neighbors and remained fluctuating within a 
certain range. Especially after the amount of nearest 
neighbors reached 20, the changes in MAE and RMSE 
values generally tended to flatten out. The MAE value 
of the KC-CF algorithm mainly fluctuated between 
0.72-0.73, while the RMSE value fluctuated between 
0.96-0.98. Compared with the other four algorithms, 
the KC-CF algorithm had the lowest MAE and RMSE 
values at any number of nearest neighbors. This indi-
cated that the prediction score of the algorithm had 
superiority. The above experimental results show that 
KC-CF algorithm has the lowest MAE and RMSE val-
ues for any number of near neighbors, which indicates 
that its prediction performance is better than the oth-
er four algorithms. This advantage may be due to the 
KC-CF algorithm’s ability to reasonably determine 
the clustering center and thus obtain better cluster-
ing results, which helps to more accurately predict 
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Figure 14
MAE and RMSE Values of Different Algorithms under Different Number of Nearest Neighbors
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Figure 14 MAE and RMSE Values of Different Algorithms under Different Number of Nearest Neighbors 

 

From Figure 14, the MAE and RMSE values did 
not change much with the increase of the 
amount of nearest neighbors and remained 
fluctuating within a certain range. Especially 
after the amount of nearest neighbors reached 
20, the changes in MAE and RMSE values 
generally tended to flatten out. The MAE value 
of the KC-CF algorithm mainly fluctuated 
between 0.72-0.73, while the RMSE value 
fluctuated between 0.96-0.98. Compared with 
the other four algorithms, the KC-CF algorithm 
had the lowest MAE and RMSE values at any 
number of nearest neighbors. This indicated 
that the prediction score of the algorithm had 
superiority. The above experimental results 
show that KC-CF algorithm has the lowest 
MAE and RMSE values for any number of near 
neighbors, which indicates that its prediction 
performance is better than the other four 
algorithms. This advantage may be due to the 
KC-CF algorithm's ability to reasonably 
determine the clustering center and thus obtain 
better clustering results, which helps to more 
accurately predict the score of the target user 
based on the neighboring user. In addition, 
from the point of view of algorithm design, 
KC-CF algorithm may achieve lower 
computational complexity by optimizing the 
clustering process. Due to KC-CF's optimization 
in clustering, it is more efficient in processing 
large-scale data sets. This efficiency is not only 
reflected in prediction accuracy, but also in 
computational speed and resource 

consumption. In summary, KC-CF algorithm 
shows advantages in both prediction 
performance and computational complexity. It 
not only improves the prediction accuracy, but 
also reduces the computational complexity, 
making the algorithm more efficient and 
accurate when dealing with the task of 
recommendation system through reasonable 
clustering center determination and 
optimization. Therefore, the performance of 
KC-CF algorithm is significantly better than 
other comparison methods. 

To visualize how well the model predicts user 
ratings, it took a performance game as an 
example, and selected 500 users who have rated 
that type of game from a Steam game dataset 
that was not used for model training. Models 
were used to predict user ratings and the results 
were compared with actual ratings. User ratings 
were scored out of 10, with higher scores 
indicating higher user satisfaction with the 
game. First, the study divided consecutive 
scores into five discrete scores of 0-2, 2-4, 4-6, 
6-8, and 8-10. The distribution of actual and 
predicted scores was then calculated, and a 5x5 
confusion matrix was constructed, where the 
rows represent the actual score segments and 
the columns represent the predicted score 
segments. The confusion matrix of actual and 
predicted ratings is shown in Table 3. 

 

Table 3 Confusion matrix of actual and predicted scores 
/ Prediction 0-2 Prediction 2-4 Prediction 4-6 Prediction 6-8 Prediction 8-10 

Actually 0-2 0.987 0.258 0.312 0.287 0.117 
Actually 2-4 0.325 0.991 0.226 0.213 0.058 
Actually 4-6 0.531 0.221 0.983 0.268 0.147 
Actually 6-8 0.218 0.189 0.156 0.975 0.311 

Actually 8-10 0.311 0.115 0.147 0.189 0.977 

Through the analysis of the confusion matrix in 
Table 3, the model showed certain accuracy in 
predicting user ratings. Among them, the 
values on the diagonal were all higher, which 
were 0.987, 0.991, 0.983, 0.975 and 0.977, 
respectively. This result shows that the model 
can correctly predict the user's score in most 

scores. Finally, to fully evaluate the 
performance of the proposed DDA system, the 
study compared it with four other 
state-of-the-art DDA systems using different 
technologies. Four key performance metrics 
were selected: prediction accuracy, 
recommendation diversity, runtime, and 

the score of the target user based on the neighboring 
user. In addition, from the point of view of algorithm 
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diction accuracy, but also reduces the computational 
complexity, making the algorithm more efficient and 
accurate when dealing with the task of recommen-
dation system through reasonable clustering center 
determination and optimization. Therefore, the per-
formance of KC-CF algorithm is significantly better 
than other comparison methods.
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it took a performance game as an example, and select-
ed 500 users who have rated that type of game from 
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training. Models were used to predict user ratings and 
the results were compared with actual ratings. User 
ratings were scored out of 10, with higher scores in-
dicating higher user satisfaction with the game. First, 
the study divided consecutive scores into five discrete 
scores of 0-2, 2-4, 4-6, 6-8, and 8-10. The distribution 
of actual and predicted scores was then calculated, 
and a 5x5 confusion matrix was constructed, where 
the rows represent the actual score segments and the 
columns represent the predicted score segments. The 
confusion matrix of actual and predicted ratings is 
shown in Table 3.
Through the analysis of the confusion matrix in Table 
3, the model showed certain accuracy in predicting 
user ratings. Among them, the values on the diagonal 
were all higher, which were 0.987, 0.991, 0.983, 0.975 
and 0.977, respectively. This result shows that the 
model can correctly predict the user’s score in most 
scores. Finally, to fully evaluate the performance of 
the proposed DDA system, the study compared it with 
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four other state-of-the-art DDA systems using differ-
ent technologies. Four key performance metrics were 
selected: prediction accuracy, recommendation di-
versity, runtime, and memory consumption. Table 4 
shows the specific comparison results.
Table 4 shows the results of five different DDA sys-
tems on four key performance indicators. Among 
them, Proposed DDA represents the proposed system 
based on GC optimization and collaborative filtration. 
From the data in Table 4, the prediction accuracy rate 
of Proposed DDA was 0.85, which was higher than the 
other four systems, indicating its superior prediction 
ability. In terms of recommendation diversity, Pro-
posed DDA also led with a score of 0.70, indicating 
that its recommendation results were more diverse. 
Although the Proposed DDA run time of 120 seconds 
was not the shortest, it was still within a reasonable 
range compared to similar performance systems. 
Proposed DDA memory consumption of 800MB was 
moderate, indicating that it was relatively efficient in 
resource utilization. To sum up, Proposed DDA had 
outstanding performance in prediction accuracy and 
recommendation diversity, and maintained a good 
balance in running time and memory consumption, 
which verified its effectiveness as an advanced DDA 
system.

4.4. Discussion
According to the above results, the reasons for the 
superiority of the proposed method were analyzed. 
Firstly, KC-CF algorithm successfully weakened the 
effect of data sparsity and improved the performance 
of the model on sparse data set by introducing granu-
larity calculation and covering rough set theory. This 
optimization strategy allows the model to capture 
user interests more accurately and generate effec-

Table 4
Performance Comparison of the Different DDA Systems

System name Use technology Prediction 
accuracy

Recommendation 
diversity

Run 
time (s)

Memory 
consumption (MB)

Proposed DDA GC optimization + collaborative filtering 0.85 0.70 120 800

DDA-RL [29] Reinforcement learning 0.80 0.65 150 900

DDA-EA [2] Evolutionary algorithm 0.82 0.68 180 1000

DDA-NN [12] Neural network 0.83 0.66 100 1200

DDA-Baseline [23] Traditional collaborative filtering 0.78 0.60 90 700

tive recommendations even when user behavior data 
is limited. Secondly, KC-CF algorithm ensures the 
stability and accuracy of the model under different 
nearest neighbors through reasonable parameter op-
timization and experimental design. In particular, the 
optimal parameter combination determined by grid 
search method enables the model to maintain the pre-
diction accuracy, reduce the computational complex-
ity, and improve the practicality and scalability of the 
model. This result was similar to the study conducted 
by Li and Zhai et al. [13].
From the perspective of the practical application of 
game recommendations, the KC-CF algorithm’s high 
prediction accuracy and recommendation diversity 
are crucial to improving user experience and engage-
ment. This result coincides with the research results 
of Li and Liu’s team [14]. Accurate predictions mean 
that the system is able to provide users with game rec-
ommendations that are more in line with their per-
sonal preferences, which increases user satisfaction. 
The diversity of recommendations helps prevent us-
ers from falling into information cocoons, increasing 
the opportunity for users to explore new games, and 
further increasing user engagement. In addition, the 
impact of KC-CF algorithm improvements on actual 
user experience and recommendation adoption can-
not be ignored. By providing more accurate and di-
verse recommendations, the system can better meet 
the individual needs of users and enhance users’ trust 
and dependence on the recommendation system. 
This will not only help improve user satisfaction, but 
may also encourage users to use the recommendation 
system more frequently, further increasing user en-
gagement. Finally, in order to improve user satisfac-
tion and engagement, the research suggests continu-
ous optimization of KC-CF algorithm, exploration of 
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more effective data sparsity processing methods, and 
consideration of incorporating more user behavior 
data into model training. In addition, real-time ad-
justment combined with user feedback is also an im-
portant way to improve model performance. Through 
the above measures, it is expected to provide users 
with more intelligent and personalized game recom-
mendation services, so as to achieve greater success 
in the field of game recommendation.

5. Conclusion
To solve the problem of sparse data in EGR, an opti-
mized CFR algorithm based on GC and K-means clus-
tering was proposed. PCA method was utilized to cal-
culate user tag weights and build CRGS. Experiment 
results showed that the algorithm achieved good pre-
diction performance on datasets with sparsity of 0.937 
and 0.901, MAE values of 0.708 and 0.716, respectively. 
It also showed high accuracy, precision and F1 score in 
game classification. In addition, the algorithm had ad-
vantages over other algorithms in recommending edu-
cational game types. However, the study also revealed 
the limitations and challenges of the algorithm, includ-
ing the handling of noisy and lost data, cold start issues, 
and the privacy and security of user data. In response 
to these limitations, future research should focus on 

exploring how machine learning and deep learning 
techniques can be used to improve the robustness and 
accuracy of algorithms, especially in dealing with noise 
and lost data. At the same time, the research should fur-
ther explore diverse data sources and characteristics 
to solve the cold start problem and ensure the accuracy 
and personalization of the recommendation system. 
In addition, the privacy and security protection of user 
data is also an indispensable part of future research, 
and it is necessary to develop effective privacy protec-
tion and data security policies.
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