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The COVID-19 pandemic and associated isolation measures have greatly impacted mental health, especially 
among students. Previous attempts at using mobile sensors to analyze users’ emotional states faced barriers 
including insufficient data and limited modalities. This study aims to address these limitations and derive in-
sights on psychological changes under extreme isolation. We collected a large-scale multivariate dataset from 
725 undergraduate students during the complete COVID-19 campus lockdown period. To our knowledge, this 
is the largest dataset on this population during an extended isolated period. Features were engineered from 
mobile sensor data to capture modalities including physical activity, sleep patterns, and social interaction. Ad-
ditionally, self-reported assessments related to mental health conditions were compiled. This rich dataset was 
leveraged to develop a machine learning model based on autoencoders to detect emotional states. Comprehen-
sive experiments indicate the model can accurately predict mental health changes using mobile sensor data. 
Our work has unique contributions in collecting large-scale isolated data, engineering informative modalities 
for modeling mental health, and providing a validated detection method. This can support rapid screening and 
intervention for mental health crises, especially those emerging from extreme events. The dataset and models 
open promising directions for big data analytics in mobile health and psychological research.
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1. Introduction
According to a report from the U.S. Department of 
Health & Human Services, the global population 
is currently facing a severe mental health crisis. In 
2021, statistics showed that the proportion of young 
people aged 18 to 25 with severe schizophrenia in the 
United States reached 11.4%, and over 4.8% of adults 
had serious suicidal thoughts, with 1.4% having at-
tempted or planned suicide [1]. Mental health issues 
such as depression and anxiety have become major 
factors affecting academic performance, and daily 
life, especially among young students. The COVID-19 
pandemic has exacerbated these issues, with students 
experiencing increased academic burdens, time con-
straints, and learning difficulties, as well as social 
isolation due to campus lockdowns, leading to so-
cial anxiety, loneliness, helplessness, and depression 
[29]. During the COVID-19 pandemic, the univer-
sity where the authors are located experienced two 
campus isolations lasting more than six weeks each. 
From the period of campus isolations until now, four 
heart-breaking student suicides occurred, and many 
more students may still be struggling with extreme 
anxiety and helplessness.
It is noteworthy that early detection of low mood is 
crucial in preventing more serious mental health 
consequences [9, 20]. However, traditional screening 
methods require professional psychologists or med-
ical personnel to conduct scientific analysis through 
interviews or questionnaires. These methods are not 
only time-consuming and require a large number of 
professionals but are also difficult to promote on a 
large scale due to privacy concerns and other factors. 
Moreover, users may not be able to fully reflect their 
emotional state through one or two interviews, espe-
cially in extreme environments such as confinement 
or isolation where ordinary users with severe psycho-
logical problems may find it difficult to receive timely 
and effective intervention and help.
To address this problem, researchers have attempted 
to use sensors on mobile phones or wearable devices 
that people carry with them every day to collect activ-
ity information and analyze users’ emotional states 
[51, 16, 33, 18, 35, 48, 19, 28]. This method has achieved 
a series of meaningful research results as a new sup-
plement to traditional periodic depression screening 
methods and psychological health expert assessment 

systems. The results show that real-time continuous 
psychological health assessment using mobile de-
vices can monitor depression and anxiety states and 
provide suggestions, thereby reducing or preventing 
the likelihood of users developing severe depression. 
This method has the advantages of real-time and con-
tinuous assessment, non-customized devices, easy 
operation, and complete automation, which can par-
tially compensate for the shortcomings of insufficient 
interview experience of interviewers and the influ-
ence of unstable emotional factors of the evaluated 
persons, and has great application prospects.
However, using sensors on mobile devices for psy-
chological sampling faces a series of barriers. Firstly, 
accurate psychological monitoring models require 
a large amount of sampling data support to establish 
correlations between various symptoms and negative 
emotions. However, the number of volunteers partici-
pating in current research is relatively small, generally 
only tens of people, which makes it difficult to accu-
rately reflect users’ psychological states and changes 
and train universal accurate monitoring models. Sec-
ondly, human emotions such as depression and anx-
iety are complex emotional experiences that can af-
fect all aspects of human activity and physiology [27]. 
However, the modalities of sampling data involved in 
ordinary wearable device sensors are relatively simple 
or even unitary, such as only collecting data on activ-
ity range and sleep quality. The sampling data is not 
comprehensive enough to accurately reflect various 
indicators of users’ emotional states. Thirdly, the uti-
lization of wearable smart devices for psychological 
monitoring often necessitates the extensive collection 
of personal information from users. Our research criti-
cally depends on the analysis of user behavioral data to 
enhance predictive accuracy, potentially implicating 
privacy concerns and augmenting the uncertainty and 
risk associated with psychological detection. Fourth-
ly, there are few studies that can collect data on the 
psychological changes of people in extreme situations 
such as being isolated in lockdown campus during the 
pandemic period. It is also difficult to discover the 
subsequent psychological effects brought about by the 
extreme isolations. Furthermore, during the period of 
pandemic isolation, it has been challenging for us to 
obtain timely feedback from participants, which has 
posed a significant challenge to further refining our 
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data collection. Finally, most previous similar studies 
used a single psychological detection questionnaire as 
a judgment basis. However, there are many categories 
of mental health problems with different symptoms 
and manifestations, and a single psychological detec-
tion questionnaire cannot fully reflect users’ psycho-
logical states [26].
To address these problems and make full use of the op-
portunity window when many students were locked 
down, we collected large-scale data samples from 
725 undergraduate students at our university for four 
weeks during the complete campus lockdown period 
of COVID-19 pandemic. We urgently developed a mo-
bile application program to collect sensor data from 
their wearable smart devices for psychological mon-
itoring. To our knowledge, this is the largest-scale 
intelligent device psychological data sampling ex-
periment so far with more than ten times the number 
of participants than previous research works. At the 
same time, our sampling was conducted in an extreme 
situation where a large number of students were con-
fined to campus and could not see the outside world, 
which is expected to become an important reference 
for predicting changes in people’s psychological 
states in other extreme situations in the future.
To comprehensively reflect users’ emotional states, 
we redesigned the modalities and correlations of 
sampling data. The collected data includes location, 
environmental noise level, steps taken, battery usage 
status, screen lock time, phone usage time, network 
usage traffic, sleep time, application usage status, etc., 
covering almost all data related to credit psycholog-
ical conditions that can be sampled by smartphones.
We analyzed the relationship between symptoms and 
related psychological conditions in PHQ-9 [21] and 
SAS [54] psychological assessment questionnaires and 
studied the trend of psychological changes in extreme 
situations. We designed a machine learning-based de-
tection network using an unsupervised autoencoder as 
input to detect students’ emotional states and evaluat-
ed its performance on our sampling data. The sampling 
process followed ethical and voluntary rules in scien-
tific research, and we plan to share all sampled data 
with other researchers in the next step.
Our contributions include:
 _ During the entire campus lockdown period of the 

2019 corona virus disease (COVID-19) pandemic, 
we conducted psychological monitoring and col-

lected the largest-scale data sample of college stu-
dents. These data can facilitate in-depth academic 
research on psychological health and behavioral is-
sues during the epidemic, thereby providing a more 
scientific basis for relevant policies and interven-
tion measures.

 _ We redesigned the sampling data pattern and cor-
relations to comprehensively reflect users’ emo-
tional states, thereby enhancing the accuracy and 
reliability of the research results.

 _ We analyzed the correlation between the sampled 
data and the scores of psychological state assess-
ment questionnaires, providing empirical data 
support for our experiment.

Based on our analysis of the psychological changes of 
students in closed campus isolation during the epi-
demic, we predicted changes in psychological states 
in other extreme situations, and people designed a lo-
cation detection network based on machine learning, 
using unsupervised autoencoders as input to detect 
students’ Emotional state. 

2. Related Work
Mobile sensing data is particularly suitable for as-
sessing human behavior and mental healthy, allowing 
us to track humans in studies and gain insights in a 
non-intrusive manner [3].

2.1. Mental Healty and Mobile Sensing
In terms of mobile sensing and mental health, there 
have been numerous studies on depression, anxiety, 
stress, and mood. The StudentLife study [46] investi-
gated the relationship between passive mobile sensing 
behavior and mental health outcomes in 48 college 
students over a 10-week period. The authors found a 
significant correlation between passive mobile sensing 
data and the PHQ-9 depression scale for the first time.
Canzan et al. designed a mobile phone application 
to monitor individuals affected by depressive mood 
disorders by analyzing only their mobility patterns 
from GPS traces, and they found that there exists a 
significant correlation between mobility trace char-
acteristics and the depressive moods [10]. North-
western University’s study [43] showed that mobility 
and phone usage features extracted from mobile data 
were significantly correlated with the severity of de-
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pression symptoms measured by the PHQ-9. They 
recruited 40 participants from a general community 
for a two-week period. The results showed that par-
ticipants’ phone usage time and frequency were sig-
nificantly correlated with depression symptom sever-
ity. They also reproduced their initial study using the 
StudentLife dataset [46] and replicated their results 
using different datasets [47], indicating that mobility 
features can be widely applied to depression sensing 
in different communities. These findings provide us 
with more information about depression symptoms 
and phone usage and offer assistance.
Prof. Andrew T. Campbell at Dartmouth College is 
one of the leaders in mobile sensing mental health. 
His group has been conducting research on smart-
phone-Based psychological sensing for years. His 
work involves developing methods to use smart-
phones to detect and monitor changes in a person’s 
mental and emotional state [48]. The goal is to create 
tools that can help individuals manage their mental 
health and well-being. Their research involves using 
sensors on the smartphone to collect data on a per-
son’s behavior, such as their activity level, social in-
teractions, and sleep patterns [5]. The work has the 
potential to revolutionize the field of mental health 
by providing individuals with real-time feedback and 
support to manage their mental health [49, 52]. 
However, these research findings require further in-
vestigation, including sampling larger scale people, 
exploring the relationship between different phone 
usage features and further exploring the impact of 
phone features on mental health.

2.2. Mobile Mental Health Sensing and 
Covid-19
Related work in the field of Smartphone-Based Psy-
chological Sensing and monitoring human mental 
issues during the COVID-19 pandemic has been gain-
ing attention in recent years. 
Campbell’s group collected data and then analyzed 
to identify patterns and changes that may indicate 
changes in mental or emotional state [28]. One study 
conducted by Wang et al. [44] explored the feasibility 
of using smartphones to monitor mental health during 
the COVID-19 pandemic. The study found that smart-
phone-based psychological sensing can effectively 
monitor mental health and well-being, and can serve as 
an early warning system for mental health issues.

Huckins et al. conducted a study using mobile sensing 
technology on undergraduate students, comparing 
their behavior from the previous semester to their 
behavior in the first semester affected by COVID-19 
[17]. The authors found that students faced various 
psychological stressors and challenges during the 
early stages of the pandemic, resulting in reduced 
physical activity and decreased mobility. Another ar-
ticle reported in a subsequent study that an increase 
in anxiety and depression was significantly correlated 
with an increase in Google searches for coronavirus 
and COVID fatigue-related terms among a group of 
undergraduate students [25].
Sañudo et al. conducted a 7-day study on N=20 young 
people during the COVID lockdown period in Spain, 
finding that their average daily step count decreased 
by 68% and sleep time increased by 7% during the 
lockdown [32]. Other studies also support the con-
clusion that physical activity decreased during the 
COVID-19 pandemic [33, 7]. A study from the UK 
reported that participants’ physical activity gradual-
ly decreased during the early stages of the pandemic, 
decreasing by 47% in the first week [13].

2.3. Psychological Sensing and Prediction
The smartphone sampling, learning, and predicting 
mental health states has been explored the potential 
of utilizing these devices to collect data and predict 
mental health outcomes. 
One study conducted by Saeb et al. [31] explored the 
use of smartphone sensors to monitor mood in re-
al-time. The study found that using smartphone sen-
sors can provide accurate and reliable data on mood, 
which can be used to develop personalized inter-
ventions for mental health issues. Another study by 
Saeb et al. [30] used machine learning algorithms to 
predict depression symptoms based on smartphone 
usage patterns. The study found that features such 
as the number of phone calls made and received, the 
duration of phone calls, and the number of text mes-
sages sent and received were significant predictors of 
depression symptoms.
Researchers in [45] trained a random forest ma-
chine learning model on daily weather, personality, 
and smartphone sensing data to classify stress levels 
among N=117 students living in university dormi-
tories, achieving an accuracy rate of 72%. They also 
found increasing evidence linking activity ability to de-
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pression [37, 6]. Finally, Xu et al. [52] conducted a study 
on N=188 undergraduate students, capturing daily be-
havior and behavioral pattern differences between the 
depression group and the non-depression group.
Another study conducted by Li et al. [23] developed a 
smartphone-based system that uses machine learning 
algorithms to detect depression and anxiety symp-
toms in real-time. The system was found to be effec-
tive in detecting symptoms of depression and anxiety, 
and could potentially be used to provide timely inter-
ventions for those experiencing mental health issues.
Overall, the use of smartphones for sampling, learning, 
and predicting mental health states shows great prom-
ise for improving mental health outcomes. However, 
more research is needed to fully understand the po-
tential of these technologies and to develop effective 
interventions for a range of mental health conditions.

3. Data Collection
During the COVID-19 pandemic, our school was 
locked down twice for approximately six weeks each 
time, during which all students were restricted to the 
campus and unable to leave. As this extreme situation 
is rare, there is little data on the psychological chang-
es experienced by individuals in such circumstances. 
To address this, we quickly developed the MentalTest 
smartphone application and recruited 725 under-
graduate student volunteers to collect sensor data 
and complete daily depression and mood question-
naires for four weeks (with some missing data in the 
final two weeks). The gender ratio of volunteers is ap-
proximately 7:3, with the majority of individuals aged 
between 18 and 22 years old, ensuring the represen-
tativeness and diversity of the research findings. This 

Figure 1 
Overview of the research process

data collection process provided more comprehen-
sive and detailed information than previous studies, 
resolving the issue of insufficient data. Figure 1 shows 
the flow of our research process, we present detailed 
methodology for data collection and analysis as well 
as prediction and evaluation later.

3.1. The Mental Collection Apps
The MentalTest app was designed to access various 
smartphone sensors, including accelerometer read-
ings, microphone-collected ambient sound, battery 
charging time, Bluetooth connection frequency and 
duration, gyroscope readings, ambient light levels, 
GPS location information, magnetometer readings, 
network connection time and frequency, normal 
physical activity levels, application pings (data points 
sampled per minute when an application is running), 
screen lock status and duration, step count, tone vol-
ume, and Wi-Fi usage.
This application accesses mobile sensors used for data 
collection through the universal APIs. MentalTest 
continuously records mobile sensor data in the back-
ground without affecting the user’s normal use of the 
phone. We used a flat design with clear and recogniz-
able elements to improve user experience. When users 
launched the app, they were prompted to complete the 
PHQ-9 [21] and SAS [54] psychological questionnaires 
to self-assess their emotional states. The questionnaire 
questions were straightforward and did not include ex-
cessive professional terminology or difficult-to-under-
stand abbreviations. Users could also view their results 
and gain further insight into their emotional states. 
The smartphones used in the study were primarily 
based on the Android operating system, with suppli-
ers including Samsung, Xiaomi, and others. Figure 2 
shows the interface of the MentalTest application.
In the traditional sense, users tend to be sensitive about 
disclosing personal attributes, behaviors, habits, and 
other data to digital health tools such as smartphone 
applications. Most users are unwilling to disclose their 
personal behavioral data to such applications. Howev-
er, our research heavily relies on the analysis of user 
behavioral data to enhance predictive accuracy. To 
address this, we have increased transparency (i.e., en-
suring that users have a full understanding of the appli-
cation’s functionality and data usage). As a result, users 
are willing to share their personal behavioral data in 
pursuit of better, more refined services.

 
 

 

time. The system was found to be effective in 
detecting symptoms of depression and anxiety, and 
could potentially be used to provide timely 
interventions for those experiencing mental health 
issues. 
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learning, and predicting mental health states shows 
great promise for improving mental health 
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and to develop effective interventions for a range of 
mental health conditions. 
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3.1 The Mental Collection Apps 
The MentalTest app was designed to access various 
smartphone sensors, including accelerometer 
readings, microphone-collected ambient sound, 
battery charging time, Bluetooth connection 
frequency and duration, gyroscope readings, 
ambient light levels, GPS location information, 
magnetometer readings, network connection time 

and frequency, normal physical activity levels, 
application pings (data points sampled per 
minute when an application is running), 
screen lock status and duration, step count, 
tone volume, and Wi-Fi usage. 

This application accesses mobile sensors used 
for data collection through the universal APIs. 
MentalTest continuously records mobile 
sensor data in the background without 
affecting the user's normal use of the phone. 
We used a flat design with clear and 
recognizable elements to improve user 
experience. When users launched the app, 
they were prompted to complete the PHQ-9 
[21] and SAS [54] psychological questionnaires 
to self-assess their emotional states. The 
questionnaire questions were straightforward 
and did not include excessive professional 
terminology or difficult-to-understand 
abbreviations. Users could also view their 
results and gain further insight into their 
emotional states. The smartphones used in the 
study were primarily based on the Android 
operating system, with suppliers including 
Samsung, Xiaomi, and others. Figure 2 shows 
the interface of the MentalTest application. 

Figure 2  

Our data collection application. 

 
In the traditional sense, users tend to be 
sensitive about disclosing personal attributes, 
behaviors, habits, and other data to digital 
health tools such as smartphone applications. 
Most users are unwilling to disclose their 
personal behavioral data to such applications. 
However, our research heavily relies on the 
analysis of user behavioral data to enhance 
predictive accuracy. To address this, we have 
increased transparency (i.e., ensuring that 
users have a full understanding of the 
application's functionality and data usage). As 
a result, users are willing to share their 
personal behavioral data in pursuit of better, 
more refined services. 

During the data collection period, we strictly 
followed relevant laws and regulations. Users 
had to voluntarily grant access permissions for 
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Figure 2 
Our data collection application

During the data collection period, we strictly followed 
relevant laws and regulations. Users had to voluntari-
ly grant access permissions for their data to be col-
lected, and all information was uploaded anonymous-
ly with a timestamp of the user’s first login. No user 
identity information was recorded, ensuring privacy.

3.2. Psychological Assessment Scales and the 
Groundtruth
In our study, we used the PHQ-9 and SAS question-
naires as ground truth indicators of psychological 
states. The PHQ-9 is a self-evaluation tool developed 
by the American Psychiatric Association that com-
bines multiple factors to assess depression levels [21]. 
The SAS anxiety self-test measures anxiety levels and 
is widely used as an effective measurement method 
[54]. They are a simple and user-friendly self-assess-
ment scale, suitable for respondents to complete on 
their own. Clinically validated through experimental 
trials, they demonstrate high reliability and validity 
in assessing depressive symptoms, providing objec-
tive assessment outcomes. After collecting all partic-
ipants’ questionnaire scores, we analyzed the score 
distributions. As shown in Table 1, the PHQ-9 scores 
ranged from 0 to 27 and were divided into five depres-
sion levels: no depression to mild depression (0-4), 

Table 1
PHQ-9 and SAS Assessment Standard

mild depression (5-9), moderate depression (10-14), 
and severe depression (15-27). The SAS scores ranged 
from 20 to 80 and were divided into four anxiety lev-
els: normal (0-50), mild (51-59), moderate (60-69), 
and severe anxiety (69 or higher).
Figure 3 shows the distribution of scale scores for 
PHQ-9 and SRS, respectively. Our analysis showed 
that although most participants scored within the 
normal range on both questionnaires, many students 
had already experienced mental health problems. 
Therefore, our study provided valuable insights into 
the psychological effects of extreme situations such 
as pandemic-related lockdowns.

LEVEL normal mild Near 
moderate moderate severe

PHQ-9 0-4 5-9 10-14 15-19 20-27

SAS 0-50 51-59 Not 
applicable 60-69 Over 

69

Figure 3 
PHQ-9 score distribution. (b) SAS score distribution

(a)

(b)

4. Data Processing Methods 
Traditional data collection modes based on smart-
phones are relatively limited, such as sleep or activ-
ity trajectory, which cannot fully utilize the sampling 
capabilities of smartphones and cannot accurately 
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monitor changes in users’ psychological states. To 
address this issue, we have increased the types of 
sampled data as much as possible and attempted to 
identify the relationship between different sampling 
data and psychological states. We perform data clean-
ing on the collected emotional self-evaluation results 
and smartphone sensor data, removing invalid or in-
complete data, filling in missing data, and standard-
izing the data format. After data fusion and feature 
extraction, we conduct Pearson correlation analysis 
and covariance analysis, and use visualization tools 
such as heat maps and box plots to intuitively display 
the correlation and distribution of the data.

4.1. Symptom Features and Data Collection
Figure 4 gives the association between psychological 
symptoms and our collected data which we amassed 
as multi-modality as possible. Research has shown 
that depression and anxiety may lead to symptoms 
such as sleep changes, lack of concentration, loss of 
interest and pleasure in activities, low mood, fatigue, 
or loss of energy [27]. Based on these negative emo-
tional symptoms, we have selected corresponding 
sensor data as possible manifestations of symptoms 
and explored the relationship between user mobile 
sensor data and their depression and anxiety ques-
tionnaire scores.

Figure 4 
We continuously collect mobile sensing data from Android 
smartphones to seek symptom features from mobile 
sensing data. The symptom is characterized by mapping 
smartphones to five depressive symptoms: altered sleep, 
decreased concentration, decreased interest in activities, 
low mood, and fatigue or low energy

Lack of sleep can have negative effects on both phys-
ical and mental health [39] Sleep deprivation can 
lead to physical exhaustion, weakened immunity, in-
creased risk of disease, and can also affect mood and 
cognitive function. Moreover, lack of sleep may exac-
erbate depressive symptoms such as anxiety, sadness, 
and low mood. We use four smartphone sensors - am-
bient light, microphone, activity, and screen switch - 
to infer users’ sleep status.
A decrease in interest or pleasure in activities may 
be related to depression and anxiety [41]. During the 
pandemic, students may experience restrictions on 
work, study, entertainment in school, increased so-
cial distance, etc., which may lead to emotional insta-
bility and increased stress. These factors may cause 
a decrease in interest in entertainment activities. Al-
though playing with phones is a common form of en-
tertainment, people with depression may lose inter-
est in leisure activities. We calculate the user’s phone 
lock duration, charging duration, network connection 
duration, and daytime phone usage time to explore 
their interest in using phones.
Depression and anxiety are common mental health 
problems that can have negative effects on a person’s 
physical and mental health, including causing fatigue. 
Physiologically, depression and anxiety may cause 
physical fatigue and lack of motivation [42]. Studies 
have shown that depressive symptoms can cause the 
body to produce more cortisol, a hormone that sup-
presses the sleep-wake cycle of the body, making peo-
ple feel tired and unable to concentrate. Depressive 
symptoms may also cause the body to lack energy and 
endurance, making people feel tired. We use an accel-
erometer to detect users’ states, including stationary, 
walking or running. We also access the phone’s built-
in pedometer through an application and upload step 
count data. These sensors can be integrated into the 
phone’s internal chip and send sensor data to the 
backend application for processing and identifica-
tion, reflecting the user’s current state.
Geolocation and mobility are also related to depres-
sion symptoms according to evidence [15]. We extract 
the user’s current location, which is represented by 
time reference, longitude value, and latitude value. 
We use a series of defined mobility indicators to ag-
gregate and process user mobility information and 
extract useful features from their mobility trajectory 
using statistical methods.

  

their data to be collected, and all information was 
uploaded anonymously with a timestamp of the 
user's first login. No user identity information was 
recorded, ensuring privacy. 

3.2 Psychological Assessment Scales and the 
Groundtruth 
In our study, we used the PHQ-9 and SAS 
questionnaires as ground truth indicators of 
psychological states. The PHQ-9 is a self-evaluation 
tool developed by the American Psychiatric 
Association that combines multiple factors to assess 
depression levels [21]. The SAS anxiety self-test 
measures anxiety levels and is widely used as an 
effective measurement method [54]. They are a 
simple and user-friendly self-assessment scale, 
suitable for respondents to complete on their own. 
Clinically validated through experimental trials, 
they demonstrate high reliability and validity in 
assessing depressive symptoms, providing 
objective assessment outcomes. After collecting all 
participants' questionnaire scores, we analyzed the 
score distributions. As shown in Table 1, the PHQ-
9 scores ranged from 0 to 27 and were divided into 
five depression levels: no depression to mild 
depression (0-4), mild depression (5-9), moderate 
depression (10-14), and severe depression (15-27). 
The SAS scores ranged from 20 to 80 and were 
divided into four anxiety levels: normal (0-50), mild 
(51-59), moderate (60-69), and severe anxiety (69 or 
higher). 

Table 1 

PHQ-9 and SAS Assessment Standard 

LEVEL normal mild 
Near 

moder
ate 

moder
ate severe 

PHQ-9 0-4 5-9 10-14 15-19 20-27 

SAS 0-50 51-59 
Not 

applic
able 

60-69 Over 
69 

Figure 3 shows the distribution of scale scores for 
PHQ-9 and SRS, respectively. Our analysis showed 
that although most participants scored within the 
normal range on both questionnaires, many 
students had already experienced mental health 
problems. Therefore, our study provided valuable 
insights into the psychological effects of extreme 
situations such as pandemic-related lockdowns. 

Figure 3  

(a) PHQ-9 score distribution. (b) SAS score 
distribution. 
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different sampling data and psychological states. 
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emotional self-evaluation results and smartphone 
sensor data, removing invalid or incomplete data, 
filling in missing data, and standardizing the data 
format. After data fusion and feature extraction, 
we conduct Pearson correlation analysis and 
covariance analysis, and use visualization tools 
such as heat maps and box plots to intuitively 
display the correlation and distribution of the 
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4.1 Symptom Features and Data Collection 
Figure 4  

We continuously collect mobile sensing data 
from Android smartphones to seek symptom 
features from mobile sensing data. The 
symptom is characterized by mapping 
smartphones to five depressive symptoms: 
altered sleep, decreased concentration, 
decreased interest in activities, low mood, and 
fatigue or low energy. 
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Figure 4 gives the association between  
psychological symptoms and our collected data 
which we amassed as multi-modality as 
possible. Research has shown that depression 
and anxiety may lead to symptoms such as sleep 
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Noise can have negative effects on people’s mental 
health, leading to problems such as depression and 
anxiety [38]. Noise may exacerbate some depressive 
symptoms such as loneliness, loss of interest, and de-
creased self-worth. Noise can also cause alertness and 
anxiety. We collect phone sound information through 
a microphone and use an algorithm to calculate envi-
ronmental loudness.

4.2. Feature Set Construction
Accurate and diverse data can help us extract more 
effective features to improve the predictive perfor-
mance of the final model. Outdated data sources, 
single sources, insufficient sample sizes or improper 
sampling methods can all affect the reliability and ac-
curacy of analysis results. We exclude missing, dupli-
cate, or erroneous data from data analysis and finally 
decide to aggregate complete and continuous data 
within the main time periods each day. The aggregat-
ed amount of data must be equal to the amount of data 
generated within 240 minutes.
Over four weeks, we extracted several passive and 
continuous sensor data streams from undergraduate 
students’ phones. According to the above rules, we 
first clean up the raw data by removing useless infor-
mation such as missing values, duplicate values, and 
outliers from the data and converting it into a stan-
dardized format to ensure data quality and complete-
ness. Then we process and extract features from the 
filtered data. We extract useful features from the orig-
inal data that are useful for model prediction to make 
them easier for models to learn and understand.
Finally, according to the requirements of data aggre-
gation, we segment these time series. We label these 
features as basic features, including recording dura-
tion, mean value, median value, and variance. We can 
divide these basic features into five categories: audio 
features, physical activity features, mobile interac-
tion features, mobility features, and sleep quality fea-
tures as shown in Figure 4.

5. Questionnaire Correlation and 
Data Correlation Analysis
In this section, we first used Pearson correlation anal-
ysis [12] to evaluate the relationship between user 
mobile sensing characteristics and PHQ-9 and SAS 

questionnaire scores, in order to validate our hypoth-
esis that emotion characteristics derived from mobile 
sensing can represent the degree of depression and 
anxiety in college students.
PHQ-9 score is an effective measure of depression 
severity, while SAS score is an effective measure of 
anxiety severity. Correlation analysis showed the 
relationship between mobile sensing and the severi-
ty of depression and anxiety in users. We report the 
correlation coefficient and p-value [40]. In addition 
to correlation analysis, we used Analysis of variance 
(ANOVA) [36] to test whether there were significant 
differences in the mean values of mobile sensing char-
acteristics between non-depressed and depressed 
groups, and non-anxious and anxious groups. ANOVA 
is a statistical model widely used to analyze differenc-
es in group means. We report the F statistics [50] and 
p-value from ANOVA. The F statistic represents the 
ratio of between-group variability to within-group 
variability, while the p-value indicates whether there 
is a significant difference in group means.

5.1. Correlation Between Symptom Features 
and Psychological State Scores
During isolation, people face various uncertainties 
and pressures, which may lead to exacerbation of neg-
ative emotions. Symptoms such as depression and 
anxiety are often accompanied by changes in sleep, 
negative thinking, inability to concentrate, fatigue, 
and lack of energy, which can affect people’s daily ac-
tivities and interests. In this mood, even things that 
people usually enjoy, such as playing mobile games or 
using social media, may become boring, uninterest-
ing or even unappealing. Table 2 shows the results of 
Pearson correlation analysis.
Charging time (the time it takes to power the mobile 
phone through the power supply), lock time (the time 
the phone screen is in an inactive state), nighttime us-
age time (time spent using mobile phones from 7 pm 
to 7 am), daytime usage time (time spent using mobile 
phone from 7 a.m. to 7 p.m.), and online time (time 
spent using web browsers, apps or other online ser-
vices) are proxy features for measuring mobile phone 
usage. Students with higher PHQ-9 scores may spend 
less time charging their phones (r=-0.116, p=0.0.024). 
Students with more abnormal emotional states tend 
to have longer phone lock times (PHQ-9: r=0.129, 
p=0.012; SAS: r=1.152, p=0.003) and shorter phone 
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Table 2
Pearson correlation results

PHQ-9 SAS

correlation p-value correlation p-value

Loudness 0.131 0.010* 0.041 0.424

State -0.347 <0.001** -0.367 <0.001**

StepTo -0.100 0.052 -0.259 <0.001**

Mobility 0.074 0.152 0.190 <0.001**

Charing
Time -0.116 0.024* -0.078 0.128

LockTime 0.129 0.012* 0.152 0.003*

Nigth
OpenTime -0.103 0.044* -0.105 0.040*

OpenTime -0.132 0.010* -0.148 0.004*

SleepTime -0.082 0.110 -0.029 0.577

Traffic -0.051 0.317 -0.050 0.332

WifiTime -0.126 0.014* -0.201 <0.001**

*p<0.01,**p<0.05

usage times (PHQ-9: r=-0.132, p=0.010; SAS: r=-0.148, 
p=0.004). Additionally, due to the inconvenience of ac-
cessing indoor time, we utilized Wi-Fi usage as a proxy. 
Subsequent experimental results confirmed that stu-
dents with higher questionnaire scores are less likely 
to use Wi-Fi networks (PHQ-9: r=-0.126, p=0.014; SAS: 
r=-0.201, p=0.001), which may be related to their dis-
comfort with online methods and reluctance to stay in 
relatively enclosed spaces. In addition, during the epi-
demic, people may feel lonely and anxious due to social 
isolation and restrictions. Playing with mobile phones 
can help people stay in touch with others, but virtu-
al socializing cannot fully meet people’s social needs, 
which may further exacerbate depression or anxiety.
Sleeping time is an indicator of changes in sleep. Sleep 
time is defined using environmental parameters such 
as lighting and current mobile phone usage, and we 
did not find a correlation between sleeping time and 
PHQ-9 or SAS scores. However, we found that stu-
dents with more changes in sleeping time have higher 
scores on PHQ-9 (r=-0.082, p=0.110) and SAS (r=-
0.029, p=0.577). The results indicate that students 

with more irregular sleep patterns are more likely to 
experience depressive and anxious emotions. How-
ever, another set of data shows that students who use 
their phones for shorter periods at night have higher 
questionnaire scores (PHQ-9: r=-0.103, p=0.044; SAS: 
r=-0.105, p=0.040), further reflecting students’ aver-
sion to mobile phones.
We found a strong correlation between question-
naire scores and user’s running, walking, and station-
ary state (PHQ-9: r=-0.347, p<=0.001; SAS: r=-0.367, 
p<=0.001). People with higher PHQ-9 and SAS scores 
tend to remain stationary and take fewer steps (PHQ-
9: r=-0.100, p=0.052; SAS: r=-0.259, p<=0.001), indi-
cating that they are more likely to feel tired or lack 
energy. People in a state of depression or anxiety may 
prefer to remain stationary because this state can 
help them alleviate emotional pain and fatigue, and 
they may avoid any activity that makes them feel un-
easy or anxious. In a state of depression, patients may 
experience symptoms such as low mood, lack of in-
terest, and lack of motivation, which make them feel 
fatigued and lack energy.
Environmental noise levels (measured using built-in 
microphone and associated app) showed no correla-
tion with anxiety levels but were positively correlated 
with depression levels (r=0.131, p=0.010). Noise may 
have a negative impact on people’s mental health, 
leading to depression and other emotional problems. 
Long-term noise pollution can have adverse effects 
on attention, mood, and sleep, deepening depressive 
emotions. In addition, noise may also increase stress 
levels, thereby affecting psychological state.
For latitude and longitude coordinates collected from 
GPS sensors, effective mobile information cannot 
be extracted through simple aggregation. We used 
knowledge from related fields and defined mobile 
indicators to further process users’ GPS informa-
tion. The data showed a strong correlation between 
anxiety levels and user mobility (r=0.190, p<=0.001). 
Studies have shown that anxiety can lead people to 
move more to seek distraction and alleviate anxiety. 
Anxiety can cause physiological and psychological 
changes such as increased heart rate, rapid breathing, 
muscle tension, discomfort, and stress reactions that 
affect a person’s mobility.
According to the users’ self-reported scores and ques-
tionnaire score standards, we divided PHQ-9 scores 
into five categories labeled 0-4 corresponding to dif-
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ferent levels of depression severity; higher category 
numbers indicate more severe psychological prob-
lems. SAS questionnaire scores were divided into 
four categories labeled 0-3; higher category numbers 
indicate greater anxiety while lower numbers indi-
cate less anxiety. We studied the relationship between 
PHQ-9 and SAS scores and proposed sensor features, 
presenting the results in the form of a heatmap which 
showed a clear correlation between the proposed 
sensing data and questionnaire scores in Figure 5.

5.2. Comparison Between the Depressed and 
Non-depressed Groups, and the Anxious and 
Non-anxious Groups
We divided the students into depressed (>4) and 
non-depressed groups (≤4), and anxious (>50) and 
non-anxious groups (≤50), and performed inter-group 
variance analysis on the data. The Analysis of variance 
(ANOVA) group comparison results are shown in the 
Table 3. We will discuss the differences between the 
groups in terms of environmental loudness, activity 
status, screen lock time, and daytime phone usage time.

Figure 5
Correlation between different sensing data and PHQ-9, SAS scoring levels
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Table 3 

Analysis of variance (ANOVA) results 

 
PHQ-9 SAS 

 F p-value F p-value 

Loudness 17.805 <0.001 8.623 0.004 

State 13.099 <0.001 32.970 <0.001 

StepTo 5.026 0.026 0.040 0.842 

Mobility 8.014 0.005 4.943 0.027 

CharingTime 0.002 0.965 1.054 0.305 

LockTime 0.056 0.813 8.720 0.003 
Nigth 

OpenTime 
0.009 0.925 6.301 0.012 

OpenTime 0.039 0.844 10.986 0.001 

SleepTime 1.999 0.158 0.248 0.618 

Traffic 0.356 0.551 2.523 0.113 

WifiTime 5.489 0.020 5.914 0.015 

 

Figure 6  

Distribution of PHQ-9 non depression group and 
depression group, SAS non anxiety group and 
anxiety group.  
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Analysis of variance (ANOVA) results

PHQ-9 SAS

F p-value F p-value

Loudness 17.805 <0.001 8.623 0.004

State 13.099 <0.001 32.970 <0.001

StepTo 5.026 0.026 0.040 0.842

Mobility 8.014 0.005 4.943 0.027

CharingTime 0.002 0.965 1.054 0.305

LockTime 0.056 0.813 8.720 0.003
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Information Technology and Control 2024/4/531162

Figure 6 
Distribution of PHQ-9 non depression group and depression group, SAS non anxiety group and anxiety group

Figure 6(a) shows the environmental loudness data 
of students in the depressed and anxious groups, 
which was subjected to variance analysis with PHQ-9 
(F=17.805, p<=0.001) and SAS (F=8.623, p=0.004), with 
statistical significance. As shown in the figure, stu-
dents in the depressed group had lower environmental 
loudness than those in the non-depressed group. We 
analyzed that this might be because students with de-
pressive tendencies prefer to choose quiet places to be 
alone. On the other hand, students in the anxious group 
had slightly higher environmental loudness, and noise 
may be one of the reasons for their anxiety.
Figure 6(b) shows that students in the depressed and 
anxious groups had longer screen lock times, with sig-
nificant intra-group differences between the anxious 
and non-anxious groups (F=8.720, p=0.003). This in-
dicates that students in the anxious group were less 
willing to use their phones, while there was no sig-
nificant difference in screen lock time between the 
non-depressed and non-anxious groups.
In terms of user status, there were significant in-
tra-group differences (PHQ-9: F=13.099, p<=0.001; 
SAS: F=32.970, p<=0.001), with statistical signif-
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 
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Figure 6(a) shows the environmental loudness 
data of students in the depressed and anxious 
groups, which was subjected to variance 
analysis with PHQ-9 (F=17.805, p<=0.001) and 
SAS (F=8.623, p=0.004), with statistical 
significance. As shown in the figure, students in 
the depressed group had lower environmental 
loudness than those in the non-depressed 
group. We analyzed that this might be because 
students with depressive tendencies prefer to 
choose quiet places to be alone. On the other 
hand, students in the anxious group had 
slightly higher environmental loudness, and 
noise may be one of the reasons for their 
anxiety. 

Figure 6(b) shows that students in the depressed 
and anxious groups had longer screen lock 
times, with significant intra-group differences 
between the anxious and non-anxious groups 
(F=8.720, p=0.003). This indicates that students 
in the anxious group were less willing to use 
their phones, while there was no significant 
difference in screen lock time between the non-
depressed and non-anxious groups. 

In terms of user status, there were significant 
intra-group differences (PHQ-9: F=13.099, 
p<=0.001; SAS: F=32.970, p<=0.001), with 
statistical significance. Figure 6(c) shows that 
students in the depressed and anxious groups 
were more likely to maintain a relatively static 
state, which is a common phenomenon. The 
reasons for this may be that depression and 
anxiety have negative effects on a person's 
emotions, making them feel tired, depressed, 
helpless, and other negative emotions, leading 
to a feeling of exhaustion and lack of 

(a) Loudness distribution (b) Locktime distribution

(c) State distribution (d) Opentime distribution

icance. Figure 6(c) shows that students in the de-
pressed and anxious groups were more likely to 
maintain a relatively static state, which is a common 
phenomenon. The reasons for this may be that depres-
sion and anxiety have negative effects on a person’s 
emotions, making them feel tired, depressed, help-
less, and other negative emotions, leading to a feeling 
of exhaustion and lack of motivation. Depressed and 
anxious people often feel lonely and misunderstood, 
which may make them lose the motivation to interact 
with others, possibly leading them to avoid social ac-
tivities and intimate relationships and preferring to 
maintain a static state.
There was a significant difference (F=10.986, p=0.001) 
in daytime phone usage time between students in the 
anxious group and those in the non-anxious group. 
Figure 6(d) shows that students in the anxious group 
reduced their phone usage time. With news about 
COVID-19 constantly emerging, the epidemic is a 
challenge for everyone, which may cause people to 
worry about their own health and that of their family 
and friends, as well as their career development, lead-
ing to anxiety.
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6. Mental Assessment and Prediction
In this section, we put the feature set into different 
machine learning models such as XGboost model [11], 
SVM model [37], RandomForest model [4], and KNN 
model [14] to predict PHQ-9 and SAS scores and eval-
uate them.

6.1. The Machine Learning Framework
The fundamental question of this study is whether 
it is possible to predict and diagnose depression and 
anxiety by observing various sensor data collected 
from personal smartphones. To answer this question, 
we first convert the raw data into features that can be 
understood and used by machine learning models. We 
cleaned the collected data to ensure its quality and 
completeness, including removing useless tags, fill-
ing in missing values, and handling outliers. We then 
extracted basis features from different mobile phone 
sensors: motion state (sitting, walking, running), 
walking steps, screen lock time, data flow usage size, 
charging time, WIFI connection time, daytime phone 
usage time, sleep time, phone usage time at night, and 
environmental loudness based on adjacent GPS coor-
dinate points in the aggregated time series. These fea-
tures were divided into audio, physical activity, and 
mobile interaction features.

According to the user self-test scores and scale rating 
standards, we divided PHQ-9 scores into five catego-
ries labeled 0-4, corresponding to different levels of 
depression. SAS scale scores were divided into four 
categories labeled 0-3, with higher category numbers 
indicating greater anxiety levels.
We randomly split 80% of the data into a training set 
and 20% into a test set. Unlike traditional machine 
learning algorithms used in previous studies, we chose 
a gradient boosting decision tree algorithm based on 
XGboost for this study because it has achieved good 
results in recent years and has efficient, flexible, and 
portable characteristics. It is capable of handling 
complex non-linear relationships, effectively captur-
ing the underlying patterns between smartphone us-
age patterns and psychological questionnaire scores 
to provide accurate predictive outcomes. Further-
more, it can provide feature importance assessment, 
thereby identifying key factors that significantly im-
pact psychological questionnaire scores. To further 
optimize model performance, we used grid search 
[24] combined with K-fold cross-validation [2]. We 
used the parameter combination with the highest 
predictive performance score as the optimal param-
eter setting in the final prediction model, Figure 7 
shows the training and predicting process.

Figure 7 
The process of our prediction scheme
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category distribution, we used weighted model 
evaluation indicators for performance 
evaluation: weighted precision [22], recall [8], 
and F-1 scores [55]. We compared XGboost 
algorithm with other commonly used machine 
learning algorithms in previous studies, and the 
results are shown below. 

Figure 8 

Performance comparison between different 
algorithms. 

(a)The process of training a prediction model

(b) The process of making predictions
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Figure 8
Performance comparison between different algorithms
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Figure 8 is the performance of different prediction 
model, from the experimental results, it can be seen 
that XGboost model has higher weighted average F-
1 scores than other traditional machine learning 
algorithm models in SAS classification results but has 
the same F-1 score performance as Random Forest 
model. However, in PHQ-9 classification results, 
XGboost's F-1 score performance is higher than that 
of all other algorithm models' F-1 scores. Therefore, it 
can be concluded that XGboost model's overall 
performance is better than that of other models. The 
model achieved 69% and 68% F1-scores in PHQ-9 
and SAS classifications, respectively. 

6.2 Auto Encoder 
On the basis of the established prediction model, we 
introduced an autoencoder to further improve its 
predictive performance. We hoped to extract 
effective features related to behavior patterns from 
mobile sensor data through autoencoder to further 
improve predictive model performance. The figure 9 
shows the entire prediction framework structure 
after adding an encoder, which includes two parts: 
Figure a includes the training process of predicting 
student psychological stress model; Figure b 
represents the final prediction process of the model. 
First, we input training set data into an encoder for 
model training. Then we extract the trained encoding 
part to extract effective features from mobile sensor 
data using autoencoder and input them into machine 
learning models together with PHQ-9 and SAS 
category labels associated with these features as 
training data sets. After preparing dependent 
variables and transfer features, we train machine 
learning models. We use the trained encoding 
network to extract effective features from test data 

sets and input them into psychological stress 
prediction models to generate prediction 
results. 

Figure 9 

The performance of autoencoder. 
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After conducting comparative experiments 
with different models, we used the XGboost 
model as the final predictive model. We 
compared the performance of the predictive 
models constructed using features extracted by 
the encoder and manually created features, 
respectively. Weighted precision and recall 
were used as the evaluation metrics to assess the 
performance of the model. We trained a 
predictive model using a feature set that 
combined low-level features that closely 
resemble raw mobile sensing data and 
handcrafted features as the base model. The 
features extracted from the low-level features 
by the autoencoder were referred to as high-
level features, and the predictive model trained 
using a feature set that combined both low-level 
and high-level features was referred to as the 
boosted model. The hidden layer number and 
the number of extracted features were set to 2 
and 4, respectively, with the activation function 
set to Relu and the optimizer set to Adam. The 
performance comparison results of the models 
are shown in the figure. 

The comparison results show that the stress 
prediction model trained using features 
extracted by the autoencoder outperformed the 
stress prediction model trained using manually 
created features. The F-1 score metrics for PHQ-
9 and SAS improved by 6% and 4%, 
respectively, relative to the base model. 
Although the performance improvement was 
limited, it confirmed the feasibility of using an 
encoder to extract features from mobile sensing 
data. 
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In this paper, we have presented a 
comprehensive study on using mobile devices 
and wearable sensors for psychological 
monitoring in extreme situations, specifically 
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performance comparison results of the models 
are shown in the figure. 
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encoding network to extract effective features from 
test data sets and input them into psychological stress 
prediction models to generate prediction results.
After conducting comparative experiments with dif-
ferent models, we used the XGboost model as the final 
predictive model. We compared the performance of 
the predictive models constructed using features ex-
tracted by the encoder and manually created features, 
respectively. Weighted precision and recall were used 
as the evaluation metrics to assess the performance of 
the model. We trained a predictive model using a fea-
ture set that combined low-level features that closely 
resemble raw mobile sensing data and handcrafted 
features as the base model. The features extracted 
from the low-level features by the autoencoder were 
referred to as high-level features, and the predictive 
model trained using a feature set that combined both 
low-level and high-level features was referred to as 
the boosted model. The hidden layer number and the 
number of extracted features were set to 2 and 4, re-
spectively, with the activation function set to Relu 
and the optimizer set to Adam. The performance com-
parison results of the models are shown in the figure.
The comparison results show that the stress pre-
diction model trained using features extracted by 
the autoencoder outperformed the stress prediction 
model trained using manually created features. The 
F-1 score metrics for PHQ-9 and SAS improved by 
6% and 4%, respectively, relative to the base model. 
Although the performance improvement was limited, 
it confirmed the feasibility of using an encoder to ex-
tract features from mobile sensing data.

7. Conclusion
In this paper, we have presented a comprehensive 
study on using mobile devices and wearable sensors 
for psychological monitoring in extreme situations, 
specifically during the COVID-19 pandemic. We col-
lected the largest-scale data samples from undergrad-
uate students at our university during the complete 
campus lockdown period and redesigned the modal-
ities and correlations of sampling data to comprehen-
sively reflect users’ emotional states. We analyzed 
the correlation between sampling data and psycho-
logical state evaluation questionnaire scores and 
predicted changes in people’s psychological states. 
Furthermore, we designed a machine learning-based 
detection network using an unsupervised autoen-
coder as input to detect students’ emotional states 
with high accuracy. However, our approach is based 
on a general modeling method, which involves train-
ing a classification model for all test samples. Given 
the significant variability in individual behaviors, we 
will develop personalized models to further enhance 
model performance. We hope that our findings can 
contribute to the development of effective and acces-
sible mental health monitoring systems that can help 
prevent severe mental health consequences.
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