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Cyberbullying has become increasingly common due to the extent and anonymity afforded to users by online
social media, and poses a significant risk to the physical and mental health of people. In this study, we pro-
pose an ISSA-based model to detect cyberbullying in Chinese text (ISSA-BiLSTM-Attention-CNN) that can
determine whether a given comment reflects cyberbullying. The model contains an attention mechanism and
the improved sparrow search algorithm (ISSA) for optimization that enables it to focus on important textual
information and make full use of the optimal hyperparameters. Before applying the CNN to collect and learn a
sufficient number of local features, the model initially uses the bidirectional LSTM (BiLSTM) to concatenate
the results of forward and backward processing of the given text. The results of experiments showed that the
proposed method can outperform baseline methods, with an accuracy of 90.2% and an f-measure of 89.9%.

KEYWORDS: cyberbullying detection; attention mechanism; improved sparrow search algorithm (ISSA); bi-
directional LSTM (BiLSTM); CNN.

1. Introduction

Online social media platforms, such as Weibo and
TikTok, have developed rapidly in recent years as
the mainstream environment for sharing and inter-
action. They have made communication remarkably
more convenient, but have also spawned a variety of
problems, one of which is growing online abuse and
cyberbullying. Cyberbullying is defined as insulting

or attacking online conduct toward individuals or
groups in the form of inappropriate or offensive text
comments and images [19], and is considered to be
destructive to the physical and mental health of the
victims. People who have been cyberbullied have re-
ported experiencing anxiety, low self-esteem, and
even suicidal tendencies. For instance, Zheng Ling-
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hua was a 24-year-old woman who was cyberbullied
because she had dyed her hair pink. The harassment
drove her to commit suicide in 2023 [31].

Cyberbullying has recently grown to become a serious
problem at a global scale. A variety of approaches has
been proposed to automatically detect cyberbullying.
Rosa et al. [18] applied fuzzy fingerprinting technolo-
gy to detect cyberbullying, and their method record-
ed better performance than logistic regression, naive
Bayes, and the SVM. Cheng et al. used a global model
toidentify cyberbullying in posts by new users of plat-
forms that considers a combination of unique charac-
teristics as well as peer’s influence [12] Ehzadi et al.
[26] developed method to quickly detect cyberbul-
lying based on transfer learning and fine-tuning the
compact BERT model. It achieved impressive results
on a dataset of hate speech, with an f-measure of 0.91.
‘Wang et al. developed the FastText and word similari-
ty (FTSW) model to detect cyberbullying [35].

It can identify latent bullying-related words by using
the word similarity scheme and assess the morpho-
logical characteristics of cyberbullying texts by using
schemes of FastText.

A majority of research on identifying cyberbullying
has used data in the English language. Models that
perform well on training sets in English may not de-
liver comparable results on Chinese text due to the
difference in linguistic structure between English
and Chinese. Datasets in English automatically con-
tain separators while Chinese text requires word seg-
mentation and other operations. Characters, rather
than words, are processed as the basic unit of learning
in the char-CNN model presented by Lu et al. [26],
and features at different levels are connected togeth-
er by shortcuts to detect cyberbullying. This model
achieved values of recall, precision, and the f-measure
of'79%, 69.8%, and 71.6%, respectively, on the Chinese
Weibo dataset, and values of 81%, 70.5%, and 74.2%,
respectively, on a dataset of English texts obtained
from Twitter.

Using a single neural network model to detect cyber-
bullying incurs limitations, while a combination of
methods can fully exploit the advantages of each mod-
el to extract features at various scales and enhance
the accuracy of detection. Kumari et al. [21] proposed
a multi-modal system for cyberbullying detection
that can extract the features of images through the
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VGG-16 network and obtain textual features through
the CNN. The combined image-related and textual
features are then significantly improved by using a
genetic algorithm. Raj et al. proposed an ensemble
CNN-BIiLSTM model for cyberbullying detection
that is optimized by using stacked two-word embed-
dings (Glove+FastText) [9].

The hyperparameters that need to be set before cre-
ating the neural network significantly influence the
performance of the deep learning model for cyber-
bullying detection. However, most researchers in the
area have resorted to manually choosing the hyper-
parameters based on their expertise and numerous
experiments, where this is time and labor intensive
[10-15].

In this article, we propose a BILSTM-Attention-CNN
model based on ISSA optimization (ISSA-BiL-
STM-Attention-CNN) to detect cyberbullying in Chi-
nese text. The main contributions of this paper are as
follows:

1 We collected a dataset of cyberbullying in Chinese
fromthe social media platforms Weibo and TikTok,
and used a character-enhanced model of word em-
beddings to represent each word as a vector [29].

2 We formulate the hybrid BiLSTM-Attention-CNN
model to detect cyberbullying. The BiLSTM net-
work can extract features that describe the over-
all reliability of each sentence based on both the
normal and the reverse orders of words in it. Im-
portant features are assigned larger weights by the
attention mechanism to improve the accuracy of
detection. The local dependencies of nearby words
are recorded by using the CNN.

3 The hyperparameters of the BiLSTM-Atten-
tion-CNN model are optimized by using an im-
proved sparrow search algorithm to locate the most
appropriate model configurations and enhance its
accuracy of detection.

4 The remainder of this paper is organized as fol-
lows: Section 2 reviews past research on the au-
tomatic detection of cyberbullying, and Section 3
provides details of the proposed method. Section 4
presents the results of experiments to test it as well
as a discussion and an analysis of errors incurred
by it. Finally, the conclusions of this study and di-
rections for future work in the area are summa-
rized in Section 5.
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2. Related Work

The automatic detection of cyberbullying is frequent-
ly framed as a task of classification, one of identify-
ing comments on social media as either exemplars of
bullying or not [13]. Many algorithms have been pro-
posed to detect cyberbullying in the context of natural
language processing in recent years.

Balakrishnan et al. [6] sed a machine learning al-
gorithm to construct an automatic mechanism to
detect cyberbullying based on the psychological
traits of Twitter users, including their personalities,
sentiments, and emotions. They used four sets of
features—emotions, semantics, unigrams, and pat-
terns—in the machine learning algorithm “J48graft,”
developed by Watanabe et al. [37], to devise a method
to identify hate speech on Twitter. Bozyigit et al. [8]
investigated the accuracy of several machine learning
algorithms (SVM, LR, KNN, NBM, AdaBoost, and RF)
in identifying cyberbullying on a dataset consisting of
features of social media and texts. They found that the
features of social media based on the chi-squared test
were crucial for enhancing the accuracy of detection
of cyberbullying.

Deep learning has also been frequently used on tasks
of cyberbullying detection in recent years. Alhloul et al.
[1] used the convolutional layer and the attention layer
to extract the pertinent features from a long sequence
of tweets, and then used the multi-layer perceptron to
identify comments representing cyberbullying. Areej
et al. [13] proposed a method to automatically classify
hate speech in tweets in Arabic, and compared its re-
sults with those of four deep learning models and an
SVM-based baseline model. Sadiq et al. [30] proposed
a system that yields a high accuracy with the minimal
number of layers and incurs a short training time by
combining the CNN with the LSTM and BiL.STM net-
works. The latter networks extract features that de-
scribe the long-distance dependency of each sentence,
while the CNN is used to identify local relationships
between neighboring words. TGBIlly, atemporal, graph-
based cyberbullying detection system that focuses on
user interaction, was proposed by Ge et al. [16]. Wu et
al. [38] updated the TF-IDF technique with positional
weights and used FastText to build a binary classifier
to identify phrases reflecting cyberbullying. Paul et al.
[28] fine-tuned the BERT for the task of cyberbullying
detection and reported a high accuracy.
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Research on identifying cyberbullying has begun in-
corporating multi-modal data, i.e., text, images, and
video clips, in recent years. Kumar et al. proposed an
all-in-one deep learning neural network architecture
consisting of a CNN (ConvNet) and a capsule network
(CapsNet) [20]. CapsNet is based on dynamic routing,
and can identify cyberbullying in texts, while Con-
vNet is used to detect cyberbullying in images. Cheng
et al. [11] veloped XBully, a cutting-edge framework
for detecting cyberbullying. This model isomorphizes
various categories of features to generate a more com-
plete feature representation of bullying behavior by
using the correlations and structural dependence of
multi-modal data. The system developed by Kumari
et al. [22] combines the extraction of textual features
by using a three-layer CNN with that of features of
images through pre-trained models. They construct-
ed a set of mixed features and then optimized its
performance in terms of identifying cyberbullying
in multi-modal data by using the firefly optimization
algorithm.

Constructing an efficient deep learning neural net-
work relies on many factors, one of which is the
choice of appropriate hyperparameters. The selection
of hyperparameters usually necessitates profession-
al knowledge and experiments with many configura-
tions of parameters of the network [3]. Many studies
have used manual search to find the appropriate val-
ues of the hyperparameters, while others have used
intelligent swarm optimization algorithms to auto-
matically choose them.

Wang et al. [36] proposed cPSO-CNN, an improved
particle swarm optimization algorithm, to optimize
the hyperparameters of structure-definite CNNs.
Singh et al. [33] developed a multi-level particle
swarm optimization (MPSO) approach to simulta-
neously determine the architecture and values of
the hyperparameters of a CNN. Lee et al. examined
the capability of the genetic algorithm (GA) to iden-
tify the best CNN architecture, from a set of CNNs,
consisting of an activation function and an optimi-
zation algorithm [24]. The GA has been applied to
tune the hyperparameters of the LSTM network and
identify the ideal settings of a collection of parame-
ters for the task of next word prediction in NLP [17].
Badawy et al. [12] posed a two-stage CNN model to
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classify renal illnesses based on transfer learning,
and used hyperparameters tuned by the SSA to im-
prove its performance. An SSA-BLS model was de-
veloped by Li et al. [25] to forecast interface traffic
in the network. The model uses the SSA to optimize
two hyperparameters and quickly determine the
ideal set of hyperparameters to improve the results
of the BLS.

Baghdadi et al. used a CNN, a pre-trained CNN mod-
el, and the sparrow search technique to automatically
and precisely identify the occurrence of COVID-19
from CT images of the lungs of patients [5]. They used
the SSA to obtain the optimal hyperparameters for
various CNNs and the transfer learning method to
determine the ideal configuration of the network and
improve its performance. Tabatabaei et al. tuned the
artificial neural network by using the SSA and com-
pared its performance with that of the PSO method
[34], with an emphasis on the weights and optimiza-
tion of the hyperparameters. The SSA recorded faster
convergence and higher accuracy in all aspects of op-
timization, where this demonstrated its promise for
used in optimizing neural networks.

The above review shows that many studies have
been devoted to the automatic detection of cyberbul-
lying based on deep learning algorithms, where the
performance of the system can be improved by using
the appropriate hyperparameters. In this paper, we
propose a deep neural network model for identifying
cyberbullying in Chinese text based on ISSA optimi-
zation.

3. Proposed Method

3.1. Overview

We describe our proposed BiLSTM-Attention-CNN
model for identifying cyberbullying in Chinese text
based on ISSA optimization (ISSA-BiLSTM-Atten-
tion-CNN model) in this section. The overall work-
flow of the model is shown in Figure 1.

3.2. Data Preparation

No publicly available dataset on cyberbullying in Chi-
nese is available at present. We manually collected
and processed the data in two steps: data collection
and annotation, and pre-processing.
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Figure 1

Overall workflow of the ISSA-BiLSTM-Attention-CNN
model

I Data collection and annotation I

Data preparation

| Data preprocessing |

Testset

BiLSTM-attention-CNN

Model Training

Improved
sparrow
search
algorithm

Model Evaluation

Optimal
hyperparameters

ISSA-BiLSTM-attention-CNN

3.2.1. Data Collection and Annotation

The data on cyberbullying in Chinese were gathered
from the social media networks Weibo and TikTok.
The basic procedure for data collection is shown in
Figure 2. The primary steps included finding the tar-
get URL, sending requests and receiving replies, pars-
ing the contents of pages, and saving the data.

Figure 2
Basic procedure used for data collection

| Determine Target URL I‘i

I Send request and receive reply |

Parse page’s content

An analysis of the collected data revealed that a ma-
jority of comments were not reflective of cyberbul-
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lying. To increase the number of comments evincing
cyberbullying, we chose trending events on the two
social media platforms, and targeted users with a
particular reputation whose accounts also regular-
ly received significant engagement. We targeted the
relevant URLs, and accessed the network interface
by using Python’s requests package to construct net-
work request headers, request IPs, user agents, and
user cookies. Finally, we created a JSON string from
the requested content to parse and save it.

Data annotation is the process of labeling each record
in a dataset, and enables the dataset to be used for the
training and learning of a deep neural network [32].
The following six categories of instances in the data
were classified as those of cyberbullying according to
the principle of data annotation provided in [26]:

1 comments containing plainly obscene language or

cursing,

2 comments evincing discrimination based on gen-
der, ethnicity, or geography in their content,

3 false information and rumors that had been made
Up ONn purpose,

4 threatening or derogatory remarks,

5 insults aimed at one’s appearance, body, health,
family members, etc., and

6 unflattering nicknames that had negative implica-
tions.

The comments in the dataset were assigned the labels
“1” if they reflected cyberbullying and “0” if they did
not. Three independent annotators labeled the texts,
and the final labeling was determined by majority vot-
ing: When two or more experts had determined that

Table 1
Examples of annotated samples in the dataset
comment
PRXZTEEGEA, hFnd? 1
PRI F IR BT AR S 1
BT RSB, DX L 0
0

i, ANEAERERERERINS
GRS SRR

WK s e TN, e
A
FRAE, RIBRER A 1

o
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the same comment was representative of cyberbul-
lying, it was deemed to reflect this behavior. Table 1
shows several samples from the dataset, including the
original comments, their labels, and translations in
English.

3.2.2. Data Pre-processing

As the data were extracted from social media plat-
forms, they contained Internet-related words, special
symbols, and links that needed to be suitably pre-pro-
cessed. We used the following steps to this end:

1 Data cleaning: We retained all legitimate charac-
ters under UTF-8 encoding, and removed useless
punctuation, HTML tags, spaces, and other special
characters by using regular expressions. The for-
mat of the regular expressions was as follows:
([\u4e00-\u9fa5\u0030-\u0039\u0041-\u005a\
u0061-\u007a]).

2 Chinese word segmentation: We used the popular
Chinese word segmentation toolkit Jieba, and used
its results as input for the next phase.

3.3. ISSA-BIiLSTM-Attention-CNN Model

The overall architecture of our ISSA-BiLSTM-At-
tention-CNN model is shown in Figure 3. It includes
an embedding layer, a bidirectional LSTM layer, an
attention layer, a convolution layer, a max-pooling
layer and a fully connected layer. The embedding
layer transformed the given text into a word vector,
and transferred its results to the bidirectional LSTM
layer and the CNN layer for long-distance feature ex-
traction and local feature extraction, respectively. The
attention mechanism was used to allocate weights to

English translation

This is a moral kidnapping, okay?
The way you gnashing your teeth is really ugly
Children are the parents’ lives. I feel sorry for this mother

Come on, Auntie; don’t worry about the abusive language. We’ll
continue to support you

Grandpa Tangshui has survived the COVID-19, but has not
withstood the public opinion damage

it’s really incredibly unlucky to browse someone like you
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the features after the BiLSTM layer in order to identi-
fy the important ones. The outputs of the embedding
layer and the BiLSTM-Attention layer were concat-
enated, and were transmitted to the CNN to glean
more information from them. The dimensionality of
its output was in turn reduced by the max-pooling
layer to reduce computational complexity. The fully
connected layer integrated the long-distance features
with local information to provide a global result. The
latter was used to determine the probability of the
given text falling into a certain category, and to yield
the final classification as the output.

Figure 3
Overall architecture of the ISSA-BiLSTM-Attention-CNN
model

Improved Sparrow search algorithm optimization
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3.3.1. Embedding Layer: Character and Word
Embedding (CWE)

Chinese is a typical language, in the sense that any
given word in it is usually composed of several char-
acters. The meanings of individual characters that
constitute a word are also connected to the meaning
of the latter. Character embedding is useful for the
vector representation of words as it includes seman-
tic information in word representations [15]. We used
character and word embedding (CWE) to represent
all words in the vector space and develop the model of
the classifier. The representation of the CWE vector
of each word x, in the given context is as follows:

1 1
X].:E Wj+Fch 5 @

j K=l
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where w; represents the word embedding of x., N ;
represents the number of characters in x s and ¢,
represents the character embedding of the k-th char-
acter in x; . Then the multiplier of 1/2 is used to as-
sign the equal weight to word and character embed-
ding to obtain vectorized representations of all words

in dataset.

3.3.2. Bidirectional LSTM Layer

The bidirectional LSTM layer receives word vectors
as input and extracts long-distance features from
them [14, 27]. Its main principle is that every pro-
cessing sequence consists of two LSTM units that are
coupled in the forward and backward directions to
gather information from opposing directions, as illus-
trated in Figure 4.

Figure 4
Structure of the bidirectional LSTM

<«— LSTM unit LSTM unit

Y Y

LSTM unit

E— TM unit —

®

1
forward LSTM \5

TMunit |

0

Figure 5
Structure of the LSTM unit

Figure 5 shows the structure of each LSTM unit,
which consists of an input gate, a forget gate, an out-
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put gate, and a cell state. These gates enable models of
the LSTM network to “remember” important infor-
mation over a range of time steps in a selective man-
ner. Given the word vector x,, the previous hidden
state 4, |, and the previous cell state ¢, , in each time
step t, the current state can be calculated as follows:

1= G(foxt Wk + bf) ©
i = O'(Wixx[ +w,h,_, +bl.) 3)
c = tanh (w,,.x, +w,h,_ +b,) @
c, zftocH+i,ogt ®)
o, =oc(w,x, +w,h_ +b,) ©)
J =0, otanh(c, ), %

where o is the sigmoid activation function and tanh
represents the hyperbolic tangent function. w,  rep-
resents the weight matrices of the input vector x,, w,
denotes those of the vector of the previous hidden
state A,_,, and b, is the bias vector. The input, forget,
and output gates, designated by i, f,0, respective-
ly, determined whether the input data should be re-
tained to update the state of the cell, whether the prior
memory should be retained or forgotten, and whether
to output the contents of the memory.

The output of the forward LSTM is denoted by 4, .
The reverse sequence S =[x,,,x,_,...x | is used as
the input to the backward LSTM network and 7,
is its output. The final BiLSTM model is given by
H =[h,h,,....h, ] where h =[ ,h,|.

3.3.3. Attention Mechanism

The attention mechanism of the neural network [40-
41] signs different weights to various features. Larger
weights are assigned to information that has a stron-
ger impact on the performance of the model in terms
of identifying cyberbullying. The accuracy of identifi-
cation can be significantly increased in this way. We
integrate attention mechanism into the outputs of
BiLSTM. For each #,, attention weight ¢, can be cal-
culated as follows:

score(h,) = tanh (w,h, +b,) )
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g SXP (score)
r > exp(score) ©
T=Y ah, (10)

where W, and b, denote the weight matrix and bias
vector, respectively. score denotes the attention val-
ue, which will be turned into a probability distribu-
tion @, by using Softmax function, as shown in Equa-
tion (9). Finally, each A, has been assigned the weight
of a,, and added together to obtain the final text fea-
ture vector 7.

3.3.4. Convolutional Layer

The combination of the outputs of the embedding
layer and the BiLSTM-Attention layer is fed into the
CNN to obtain local information. Figure 6 shows the
structure of the CNN model.

Figure 6
Structure of the CNN model

6 universal
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Convolution operations are performed on vectors of
texts by using multiple filters of various sizes, and
the most important combinations of features are ex-
tracted by using max pooling. The fully connected lay-
er receives these features as the input, and sends its
output to the softmax classifier to determine the final
outcome of classification as shown in Equation (11):

y = soft max(wch + bfc ), (1)
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where F represents the connected feature, wy, is the
weight of the fully connected layer, b, is blas, and y
is the anticipated outcome of the classification. By
normalizing the input data, the softmax function can
convert them into values of probability between zero
and one. The forecasted outcome is then the category
with the highest probability.

3.3.5. Hyperparameter Optimization Based on
ISSA

The hyperparameters that need to be chosen before
constructing a neural network—namely, the size of
the convolution kernel, batch size, learning rate, and
dropout rate—have a significant impact on the per-
formance of the BiLSTM-Attention-CNN algorithm.
For example, convolution kernels of different sizes
represent receptive fields of varying sizes, and can ex-
tract information on the features to varying degrees.
Determining the hyperparameters in general requires
expert knowledge and numerous experiments over a
wide range of potential combinations of parameters
of the network, where this is time consuming and
yields unstable outcomes across domains. We use
the improved sparrow search algorithm (ISSA) to
automatically optimize these hyperparameters while
lowering the overhead incurred by them and ensuring
steady performance.

3.3.5.1. Standard Sparrow Search Algorithm

The standard sparrow search algorithm (SSA) [39]
simulates the foraging behavior of sparrows to ob-
tain the ideal possible solution from a set of potential
solutions. Individual sparrows with a high fitness val-
ue act as discoverers while the others act as follow-
ers. A particular fraction of the population is chosen
for scouting and early warning, called vigilantes. The
discoverers locate regions with enough food for the
flock over the entire search area, and offer areas or
directions for foraging to the population. The follow-
ers constantly observe the discoverer’s actions and
update their location to increase their probability of
obtaining food. The vigilantes keep an eye on the for-
aging site and implement anti-predation measures in
case danger is detected.

The steps of the SSA are as follows:
1 Initialize the position of the sparrow population

Assume that there are m sparrows in the population,
and d represents the number of dimensions of the
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variable to be optimized. The following matrices (12)
(13) represent the initial position and the fitness val-
ue of the population, respectively.

X, X, X,

x=| M o R, 12)
X, X, X,
f([xu X2 de])

fm| Tl ) a3
f([xml X2 xmd])

where X represents the matrix of its initial position, f
is the fitness function, and fx denotes its fitness value.
2 Search for the optimal location

The optimal position of the population is obtained by
iterating through the positions of the discoverers and

followers. The discoverers’ locations are updated as
follows:

: X, *exp( ’*’Tj, R<ST
Xf+ — a

ij X +0*L, a4

>
R=ST

where i, j, and ¢ are the i-th sparrow, j-th dimen-
sion, and ¢-th iteration, respectively, T indicates the
maximum number of iterations, « is an arbitrary
value within the interval (0, [1], and R(Re[0,1])
ST (ST €[0.5,1]) represent the warning values and the
safety thresholds, respectively. Q is a random value
with a standard normal distribution, and L signifies
a I*d matrix in that each elementis set to 1.

The location of the followers is updated as Equation
(15):

Ovexp Kora =X1 i o

1+1 i 2
Xi/. = X ) 15)

B 1+1 1+1 .n

X, Ddz( -x7)) i<?

where X, ' denotes the globally worst position of
an 1nd1v1dua1 in the t-th iteration, and x’” indicates
the best fitness-related location of an 1nd1v1dual in
the (t+1)-th iteration. When i > —, this means that
the i-th follower must fly to another area to look for
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n
food. When i < 5 this suggests that the i-th follower
is close to their best current position.

The position of the vigilant is updated as follows:

Xposr + BH X[ - X}, fi#f,
=+ best ij best |» i g §
X,-,,- = Ly . (16)
DY ¢ Ay _
W G

t
X, representsthe optimal global location in the ¢-th

it;;gtion. As the step length of the control parameter,
[ is arandom value that obeys the standard normal
distribution. K €[-1,1], and /, f,» and f, represent
the fitness value of the current individual, and the
globally best and the globally worst fitness values, re-
spectively. € is a constant used to avoid a zero denom-
inator. The i-th sparrow is at the periphery of the pop-
ulation, and is therefore more vulnerable to an attack
by the predatorif f, # fg .When f, = fg, this implies
that the i-th sparrow is at the center of the population,
and continually approaches other sparrows to lessen
the risk of being caught by the predator.

3.3.5.2. Improvements to the Standard SSA

1 Equation (14) shows that the algorithm is more
likely to enter alocal optimum when R < ST caus-
es individual discoverers to flock near the origin.
Information on the upper and lower boundaries is
introduced to address this issue and enhance the
capability of global search of the algorithm. The
candidate update of the location is as follows:

¥ = rand* X} +rand+(ub; X1 ), Xt >(ub,+1b, )12 an

o | randsx] erands(ib,-X] ), X[ <(ubj+ib;)i2”
rand is an arbitrary value within (0, 1], and ubj lbj repre-
sent the upper and lower boundaries in j-dimensional
space, respectively. The probability that a discoverer

moves toward the current or candidate position is rep-
resented by the probability of movement p:

ACONNS
f(x)+r1(x,)

s

where f (X ,) and f (X ) represent the fitness values

of X, and X, respectively.

Finally, improved updates of the locations of the dis-
coverers are given in Equation (19):
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41 X s rand<p and R<ST

L= . e

ij X{{l, rand>p and R<ST (19)
X{;+0*L,  R>ST

2 Equation (15) shows that if the current optimal po-
sition of an individual falls into a local optimum,
additional sparrows congregate at this position.
We use double-sample learning to improve the
capacity of the population for globally optimizing
its position. This strategy guides the followers to
simultaneously search for the current optimal dis-
coverer and any additional locations of discover-
ers. The improved updates of the locations of the
followers are then given in Equation (20):

._n
1>—

Xivnrﬂ _X’IJJ
) 2

QOxexp| 5
Xt+l _ t

0]

W’ (20)
X! X4 XL - X ﬂ i<!

D
X;‘j +%Z‘:rand{—l,l}*(q *
d=1

where X ; is the position of other randomly selected
discoverer, n is arandom value within the interval [O,
1],and 7, =1-r.When i is small, this is advantageous
for global search, while when r islarge, this is advan-
tageous for local search.

The pseudo-code of the improved SSA is as follows:

Algorithm 1: The framework of ISSA

Input:
G:the mavimum iterations
PD:the number of discovers
SD: the number of sparrows who perceive the danger
R:the alarm value
n:the number of sparrows
Initialize a population of n sparrows and define its relevant parameters
Output: Xhest fg
1 while i< do

2 Rank the fitness values and find the current best individual and the
eurrent worst individual

3 R=rand(1)

a for i=1:PD do

5 | Using equation(19) update the sparrow’s location

a end

7 for i=(PD+1)n do

& | Using equation(20) update the sparrow’s location

8 end

10 for k=1:50) do

11 | Using equation(16) update the sparrow’s location

12 end

13 Get the current new location

14 if the new location is better than before then

15 | update it

16 end

1T t=t+1

18 end
19 return Xhest fg
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4. Experiments and Results

We conducted experiments to comprehensively as-
sess the effectiveness of the proposed model of cyber-
bullying detection.

4.1. Dataset

The manually annotated dataset of Chinese text de-
scribed in Section 3.2 was used to test the proposed
method of cyberbullying detection. A total of 21,782
comments were obtained through a statistical analy-
sis of the dataset, including 4,756 samples that were
representative of cyberbullying and 17,026 samples
were not. The distribution of the dataset was thus
considerably unbalanced because only 21.8% of it
constituted comments reflective of cyberbullying.

The above imbalance can reduce the capability of
generalization of the model. We used oversampling,
i.e., added more samples to the class of comments re-
flecting cyberbullying, to address this issue. We dupli-
cated cyberbullying-related comments in the dataset
three times and randomly shuffled their order. We
also added one to three randomly chosen non-bul-
lying words and phrases before and after each com-
ment. This led to 31,294 comments in total, of which
13,986 contained cyberbullying content and 17,308
did not after data augmentation.

Table 2 shows the distribution of the data following
the division of the dataset into training and testing
sets with aratio of 7: 3.

Table 2
Distribution of the samples after the division of the dataset

cyberbullying Non-cyberbullying
Training set 9790 12116
Testing set 4196 5192
total 13986 17308

4.2. Evaluation Metrics

We assessed the performance of the proposed model in
terms of accuracy, precision, recall, and the f-measure:

Correctly predicted number of samples
accuracy = (1)

Overall number of samples
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Correctly predicted number of cyberbullying samples

precision = - -
Overall predicted number of cyberbullying samples

(2)

recall = Correctly predicted number of cyberbullying samples .

Overall actual number of cyberbullying samples

9% precision* recall

f —measure = — (24)
precision + recall

4.3. Hyperparameter Settings

Past work has shown that a small numbers of hyper-
parameters are primarily responsible for variations
in the performance of algorithms [23]. The computa-
tional cost increases significantly when a large num-
ber of hyperparameters are optimized. We chose six
hyperparameters of the BiLSTM-Attention-CNN
model as the objective of optimization to strike a bal-
ance between its performance and computational
complexity. Table 3 lists the range of values of each
hyperparameter to be optimized, and Table 4 pro-
vides the constant configuration of hyperparameters
of the model throughout the experiments.

Table 3
Range of hyperparameters to be optimized

Range
Hyperparameters Minimum | Maximum
value value
convolution kernel Number 1 128
convolution kernel Size 2 8
Stride size of convolution kernel 1 4
Batch size 8 256
Learning rate 0.0001 0.1
Neuron number in hidden layer of
BiLSTM g 10 300
Table 4

Constant configuration of hyperparameters of the
BiLSTM-Attention-CNN model

Hyperparameters Value
Input vector size 50
Embedding dimension 300
Number of hidden layers 2
Number of convolution layers 1
Dropout rate 0.5

epoch 100
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4.4. Results and Discussions

We conducted the experiments detailed below to

evaluate the performance of our system.

1 Comparison of methods of cyberbullying de-
tection

Table 5 presents comparisons of several models of

cyberbullying detection. We used the CNN, LSTM,

and BiLSTM to identify cyberbullying, and used the

results of models with an attention mechanism for

comparison. A total of seven models were tested, and

all of them used the representation of the CWE vector

and manually configured hyperparameters.

1 CNN: Standard convolutional neural network.

2 LSTM: Standard long short-term memory neural
network.

3 BiLSTM: Bidirectional LSTM.

4 BiLSTM-Attention: The addition of the attention
mechanism to the BiLSTM.

5 CNN-BiLSTM: A combination of the CNN and
BiLLSTM that uses the results of the former as the
input to the latter.

6 BIiLSTM-CNN: A combination of the CNN and
BiLLSTM that uses the results of the latter as the in-
put to the former.

7 LSTM-Attention-CNN: The addition of an atten-
tion mechanism to the LSTM-CNN.

8 BILSTM-Attention-CNN: The addition of an at-
tention mechanism to the BILSTM-CNN model.
Table 5 shows that the BiLSTM model (accuracy:
0.82, f-measure: 0.8) outperformed the CNN mod-
el (accuracy: 0.795, f-measure: 0.775) and the LSTM

Table 5
Results of models of cyberbullying detection

models accuracy
CNN 0.795
LSTM 0.81
BiLSTM 0.82
BiLSTM-attention 0.83
CNN-BiLSTM 0.85
BiLSTM-CNN 0.856
LSTM-attention-CNN 0.859
BiLSTM-attention-CNN 0.865
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model (accuracy: 0.81, f-measure: 0.789), indicating
that it could better track the contextual information
in the text. The CNN model could not capture features
across time steps, which is necessary for cyberbully-
ing detection. The LSTM model could save informa-
tion only on its previous status, and could not preserve
information on its subsequent status to enhance the
understanding of the context of the sentence.

Similarly, the LSTM-Attention-CNN model was infe-
rior to the BiLSTM-Attention-CNN model by 0.6% in
accuracy and 0.9% in the f-measure. Compared with
LSTM-Attention-CNN model, the BiLSTM-Atten-
tion-CNN model can extract features more sufficient-
ly from both forward and backward directions of each
sentence.

The addition of the attention mechanism (BiL-
STM-Attention model) enhanced the performance
of the BiLSTM model by 1% in terms of accuracy and
the f-measure. Similarly, the BiLSTM-CNN model
without the attention mechanism was inferior to the
BiLSTM-Attention-CNN model by 0.9% in terms of
accuracy and the f-measure. We can conclude that the
attention mechanism enabled the model to better col-
lect information hidden in the text by concentrating
important words and improve performance.

The hybrid BiLSTM-CNN model improved the ac-
curacy of the BiLSTM model from 0.82 to 0.856, and
its f-measure from 0.8 to 0.84. The combination of
the BiLSTM network and the CNN enabled the mod-
el to simultaneously capture both long-distance and
local features to improve its accuracy of detection.
The CNN-BiLSTM model performed poorly com-
pared with the BiLSTM-CNN model, with values

precision recall f-measure

0.762 0.788 0.775
0.785 0.793 0.789
0.798 0.801 0.8
0.809 0.812 0.81
0.824 0.845 0.834
0.834 0.847 0.84
0.838 0.845 0.84
0.848 0.849 0.849
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of accuracy and the f-measure that were lower by
0.6%. It performed poorly because the CNN lost some
long-distance features of the inputs received from the
embedding layer before feeding its result to the BiL-
STM model. This loss of information prevented the
subsequent BiLSTM layer from capturing global fea-
tures and contextual information.

The above results show that the BiLSTM-Atten-
tion-CNN model delivered the best performance in
terms of cyberbullying detection, with an accuracy of
0.865 and an f-measure of 0.849.

2 Comparison of methods of hyperparameter op-
timization

We assessed the contribution of the ISSA to the per-

formance of the proposed model of cyberbullying

detection. We compared four models by optimizing

their hyperparameters through different means, and

the results are shown in Table 6.

7 BiLSTM-Attention-CNN: The BiLSTM-Atten-
tion-CNN model without optimization, shown in
@.

8 SSA-BILSTM-Attention-CNN: It applies SSA-
based optimization to the BiLSTM-Atten-
tion-CNN model.

9 PSO-BiLSTM-Attention-CNN: It applies Particle
Swarm Optimization (PSO)-based optimization to
the BILSTM-Attention-CNN model.

10ISSA-BiLSTM-Attention-CNN: It applies IS-
SA-based optimization to the BiLSTM-Atten-
tion-CNN model (proposed model).

Table 6 shows that the SSA-BiLSTM-Attention-CNN

model and the BiLSTM-Attention-CNN model deliv-

ered comparable results (difference in accuracy and

the f-measure of only 0.1%). The PSO-BiLSTM-At-

tention-CNN model improved the accuracy of the

Table 6
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BiLSTM-Attention model from 0.865 to 0.866, and its
f-measure from 0.849 to 0.851.This shows that SSA-
based optimization and PSO-based optimization did
not significantly improve the accuracy of cyberbul-
lying detection by the model. These results were ob-
tained because the standard SSA and PSO have a lim-
ited capability for global search, and readily fall into
the local optimum.

We optimized the standard SSA algorithm to im-
prove the performance of the ISSA-BiLSTM-At-
tention-CNN model compared with that of the
SSA-BiLSTM-Attention-CNN model on the task of
cyberbullying detection, with an improvement 4.4%
in accuracy and 4.9% in the f-measure. Similarly, the
ISSA-BIiLSTM-Attention-CNN model (accuracy:
0.91, f-measure: 0.899) outperformed the PSO-BiL-
STM-Attention-CNN model (accuracy: 0.866, f-mea-
sure: 0.851) The performance of the model benefited
from the use of the ISSA, which has a powerful ability
to escape from the local optimum based on the upper
and lower boundaries as well as the mechanism of du-
al-sample learning. It could thus globally search for
the optimal hyperparameters. The process of learn-
ing of the ISSA over numerous iterations enabled
the model to automatically establish the structure of
the network and the appropriate configuration of the
hyperparameters, thus avoiding overfitting while en-
hancing its adaptability and capability of identifying
cyberbullying.

3 Comparison of different methods of word repre-

sentation
We tested the effectiveness of the vector representa-

tion of CWE on the models listed below. Table 7 lists
the results of the comparison.

9 ISSA-CWE-BIiLSTM-Attention-CNN: It applies
CWE representation, and is shown in (2) (pro-
posed model).

Results obtained by using different methods of hyperparameter optimization

methods accuracy
BiLSTM-attention-CNN 0.865
SSA-BiLSTM-attention-CNN 0.866
PSO-BiLSTM-attention-CNN 0.866
ISSA-BiLSTM-attention-CNN 0.91

precision recall f-measure
0.848 0.849 0.849
0.851 0.849 0.85
0.852 0.851 0.851
0.896 0.903 0.899
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Table 7
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Results obtained by using different methods to represent text vectors

Methods accuracy
ISSA-CWE-BiLSTM-attention-CNN 0.91
ISSA-SG-BiLSTM-attention-CNN 0.872
ISSA-CBOW-BiLSTM-attention-CNN 0.857
ISSA- Chars- BiLSTM-attention-CNN 0.806

10 ISSA-SG-BiLSTM-Attention-CNN: It uses skip-
gram word embedding instead of CWE.

11 ISSA-CBOW-BIiLSTM-Attention-CNN:
CBOW word embedding instead of CWE.

12ISSA- Chars- BiLSTM-Attention-CNN: It uses
character embedding instead of CWE.

Table 7 shows that the ISSA-CBOW-BiLSTM-Atten-
tion-CNN model (accuracy: 0.857, f~-measure: 0.841)
was slightly inferior to the ISSA-SG-BiLSTM-Atten-
tion-CNN model (accuracy: 0.872, f-measure: 0.857).
This is because the frequency of words representing
cyberbullying behavior in the dataset was lower than
that of non-cyberbullying words. In this case, skip
gram was able to learn the data in greater detail, and
thus was able to better describe the semantics of the
words.

The ISSA-Chars-BiLSTM-Attention-CNN model per-
formed poorly compared with the ISSA-CBOW-BiL-
STM-Attention-CNN model, with values of accuracy
and the f-measure that were lower by 5.1% and 5.9%,
respectively. This shows that semantic relations can
be learned more effectively from word embeddings by
treating each word as a unit, rather than using inde-
pendent characters as the basic unit.

Our proposed ISSA-CWE-BIiLSTM-Attention-CNN
model delivered the best performance because CWE
incorporated information from both words and char-
acters, which were distinct but complementary. The
word embedding focused on capturing the contextual
semantic relations between words, while the char-
acter embedding extracted subtle and local features
within the characters that comprised the words.

It wuses

4 Comparison with state-of-the-art methods

Figure 7 shows the improvement in performance ob-
tained by our proposed model in comparison with the
baseline method presented in Equation (1).

precision recall f-measure
0.896 0.903 0.899
0.854 0.861 0.857
0.836 0.847 0.841
0.786 0.779 0.782

We can conclude that the proposed ISSA-BiL-
STM-Attention-CNN model achieved the best per-
formance in terms of cyberbullying detection, with an
accuracy of 0.91 and an f-measure of 0.899, and out-
performed state-of-the-art methods.

Figure 7
Comparison of different models

0.95
0.9

0.85

0.8
™ accuracy
0.75 1 ™ precision

0.7 4 1 recall

0.65 = f-measure

The above experiments reveal that the improved per-
formance of the ISSA-BIiLSTM-Attention-CNN model
was obtained due to four components: CWE, the atten-
tion mechanism, the hybrid neural network, and the
ISSA. All of them improved its performance on the task
of cyberbullying detection. A comprehensive seman-
tic representation of the textual content was obtained
by CWE. The attention mechanism was able to deduce
keywords from the context vectors and allocate larger
weights to them. The hybrid neural network compensat-
ed for the shortcomings of a single deep learning model.
The ISSA was able to escape the local optimum and set
the optimal hyperparameters for the deep learning mod-
elin the global space to enhance its performance.

4.5. Error Analysis

‘We now analyze two types of errors incurred by the
ISSA-BiLSTM-Attention-CNN model: FN and FP.



Information Technology and Control

The false negatives were obtained for the following
reasons:

1 Errors caused by incorrect segmentation of Chi-
nese words

The sentence H & & A E (R, #577] LL (“Search for
dogs can find you even though Baidu can’t”) actually
represents cyberbullying. Our model segmented it
as “F B/ /A2 /R, #4857/ 7] LL (“Even Sogou can
find you if Baidu can’t”) and identified it as a benign
sentence.

2 Errors caused by homophonic

The sentence KREJ HINZ—FE|FK T (“The take-
out bamboo shoots ordered by the panda have arrived
home”) is an example of cyberbullying, where FE|% T
(“The bamboo shoots have arrived home”) is ahomopho-
nic representation of Ii£/% | (“bitterly sarcastic ex-
tremely”). Our model identified this sentence as benign.

3 Errors caused by ambiguity
The sentence TREFZARMFI, FE IRIEZUNHNNGEHY

(“You are an excellent cook. I think you're quite good at
adding oil and vinegar”) was identified by our model as
abenign sentence. It actually accuses the interlocutor of
being exceptionally skilled at creating, portraying, and
inflating falsehoods, and is an example of cyberbullying.

The false positives were obtained for the following
reasons:

4 Errors caused by words indicative of bullying

The sentence PSR K% T, OLASHH, EAF
KiF, FH T A (“There are too many Internet trolls
with a distorted mentality, and they can’t see the good
intentions of others”) uses the word “trolls” to refer
to cyberbullies. Our ISSA-BiLSTM-Attention-CNN
model identified it as reflective of cyberbullying,
whereas this sentence is a non-evaluative statement
that is benign in the given context.

5 Errors caused by network buzzwords

The sentence ffitf#, E (K A3 (“‘Pig » Iwillthumbs
up offer you”) was recognized by our model as reflec-
tive of cyberbullying owing to the suggestion of an in-
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