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Medicinal plants provide immunity against diseases and can also be taken in a precautionary sense against them. 
It is pivotal to know the benefits of these plants against various ailments. The identification of these plants’ essen-
tial properties can give a great impact on medicinal research and practice. This research focuses on identifying 
the cardinal properties of five plants namely- Aloe Vera, Fennel, Fenugreek, Mint, and Tulsi by using the concept 
of text analytic features and NLP functions. Text data on medicinal plants are extracted from the biomedical lit-
erature dataset. Text mining is used for the extraction of the implicit relations between medicinal plants and their 
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biomedical properties. The intricate relationship between the keywords and the medicinal plants is captured us-
ing hypergraph clustering and dominating sets. The visualization of the correlation between the keywords and 
the plants is carried out by clustering. With an emphasis on their potential in preventative and medical care, this 
model lists the common characteristics and health advantages of medicinal plants. Strong clustering is indicated 
by the modularity score of 0.577, with five separate communities each reflecting a unique set of features. In order 
to facilitate future studies, these findings offer a methodical and data-driven viewpoint.
KEYWORDS: Deep learning, Text mining, Medical Plants, Text Datasets, Apriori algorithms, Hypergraph clus-
tering, data visualization.

1. Introduction
Traditionally, plants with medical properties have 
been used to treat various human ailments. While 
there has been significant progress in allopathic med-
icine, treatment using medical plants still prevails 
[4], [8]. Medicinal plants are an important natural re-
source, providing natural therapists and raw materi-
als for the production of traditional and modern med-
ications [31]. The World Health Organization (WHO) 
estimates that about 70–80% of the world’s popu-
lation relies on nonconventional medicines in their 
healthcare [22]. Countries like India place a consid-
erably greater value on medicinal plants economical-
ly than the rest of the globe [26]. Extensive research 
work on ethnomedicine has already been performed 
to identify indigenous medical plants and study their 
uses [33]. Allopathic medicine is also shown to be 
plant dependent and about 20-25% of drugs are plant 
reliant [32]. Plants synthesize biochemical molecules 
in their barks, fruits, seeds and other parts that are 
used for treatment [2], [23].
Extensive biomedical research has made the ex-
traction of information a cumbersome process [6], 
[35], [38]. The fragmented traditional knowledge, 
inconsistent data quality, intricate keyword-proper-
ty connections, and the divide between traditional 
and biomedical knowledge all provide challenges to 
medicinal plant analysis. Literature-based discovery 
is utilized to link biomedical terms with medicinal 
plants [38]. Knowledge and statistical-based meth-
odologies are used for mining the potential benefits 
of medicinal plants from the repository of biomedical 
research data, PUBMED [17]. Text mining is utilized 
to access the biomedical knowledge of the phyto-
chemical properties of medicinal plants. Text mining 
is used to automate the process of text extraction [35].
The study aims to represent the correlation between 
the medicinal plant’s keywords present in PUBMED 

abstracts to the relevant medicinal plant. This pro-
cess is carried out by utilizing text mining for the ex-
traction of the PUBMED abstracts focusing on five 
plants, namely, Tulsi, Aloe Vera, Mint, Fennel, and 
Fenugreek. The connecting link between the key-
words and the medicinal plants is visualized in the 
form of a network analysis. 

2. Related Works
The study of medicinal plants and their therapeutic 
uses has attracted more attention in recent years 
[30]. According to their similarities, characteris-
tics, and possible therapeutic uses, plant species are 
frequently grouped and categorized in this subject. 
Clustering approaches allow plants to be organized 
and classified into meaningful groups, allowing for 
the examination of their shared properties and po-
tential synergistic effects.
Researchers can learn about medicinal plants’ histor-
ic uses, chemical composition, and pharmacological 
qualities by grouping them together, which can help 
them develop evidence-based herbal treatments and 
alternative treatment choices [12]. A symbolic strate-
gy approach for the classification of plant leaves based 
on the Modified Local Binary Patterns (MLBP) has 
been proposed [21]. Clustering is used to select multi-
ple class representatives and to capture intra-cluster 
variations obtained from interval-valued symbolic 
features. This approach faces difficulties in species 
of leaves with higher intra-class variations. A focused 
investigation on the potential of Arabic Herbal medi-
cine as an alternative medicine has been studied [3]. 
The study identifies the relationship between obesity 
and the potential benefits of Arabic herbal medicinal 
plants. Based on the complicated multipartite net-
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work of medicinal plants, multi-chemicals, and many 
targets, a novel technique to analyze the interactions 
between the chemicals in medicinal plants and var-
ious targets was performed [16]. The chemical com-
pounds found in plants and their biological effects on 
the targets were combined to create the multipartite 
network. The target potency score (TPS) was devel-
oped to assess the efficacy of plant compounds on 
a protein target of interest. The analysis can reveal 
distinct chemical profiles from each plant group, 
which can then be used to uncover new alternative 
therapeutic compounds [16]. The resultant multipar-
tite network could be applied to plant and chemical 
combinations to further investigate the connection 
between them. 
Varieties of machine-learning approach, clustering, 
for classifying herbal plant species from photographs 
were described on the method Herbal plant analysis 
based on leaf features using K-means clustering [20] 
which concentrated on six Malaysian herbal plants 
and k-means algorithm was used by testing with dif-
ferent cluster sizes ranging from two to three, four, 
and five [20]. However, this model required improve-
ment on the feature extraction method. In the model 
conducted [14], the author suggested an automated 
system for identifying plants using CNN. Changes in 
leaf characteristics can be used to undertake plant 
comparison research. As a result, their automated 
approach will aid in the identification of medicinal 
plants and assist agronomists in identifying suitable 
herbs [14].
A simple pattern-based semi-supervised approach 
to extract health information about medicinal plants 
has been carried out using NLP techniques [5]. This 
study focused on multi-term phrases and complex 
sentences for a collection of web documents on me-
dicinal plants.
Keyword clustering is essential for knowledge organi-
zation and retrieval to explore and navigate the vast 
information in biomedical databases. State-of-the-
art keyword clustering techniques have advanced 
significantly, but they are limited in their scalability 
in handling vast biomedical databases. The databas-
es comprise both structured and unstructured data 
which poses a challenge to the clustering algorithms. 
There is an absence of ground truth data for evalua-
tion with a benchmarked dataset. With the contin-
uously evolving plant discoveries, the terminology 

in the biomedical field is updated and the clustering 
techniques must adapt to these shifts in terminology. 
Figure 1 shows the statistics on the number of docu-
ments on medical plant clustering in PUBMED which 
is plotted by collecting the number of documents on 
medical plant clustering published in a given year.

3. Methodology and Description
The proposed model is divided into four sections 
which consist of a compilation of the research arti-
cles in PUBMED that are related to mint, fenugreek, 
fennel, aloe Vera and tulsi then defining the top words 
for each of the documents in the dataset which is fol-
lowed by a visualization of the hypergraph clustering 
and domination set for the 5 plants and finally per-
forming cluster analysis of the mapping of keywords 
to medicinal plants.
There are other clustering models and methodologies 
that are being used for data analysis, but this model 
uses Hypergraph because of its ability to handle large 
data types and extract complex knowledge from the 
PUBMED articles. For handling complex connec-
tions present between the keywords, Hypergraph 
is chosen as it involves multiple higher-order links. 
Thus, this model enables a thorough evaluation of the 
health benefits of medical plants, advancing medical 
research and practice.  
Figure 2 shows the architecture diagram of the model. 
The methodology followed throughout this research 
and the description is cataloged here. For the keyword 
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3. Methodology and Description 
The proposed model is divided into four sections 
which consist of a compilation of the research 
articles in PUBMED that are related to mint, 
fenugreek, fennel, aloe Vera and tulsi then defining 
the top words for each of the documents in the 
dataset which is followed by a visualization of the 
hypergraph clustering and domination set for the 5 
plants and finally performing cluster analysis of the 
mapping of keywords to medicinal plants. 

There are other clustering models and 
methodologies that are being used for data analysis, 

but this model uses Hypergraph because of its ability 
to handle large data types and extract complex 
knowledge from the PUBMED articles. For 
handling complex connections present between the 
keywords, Hypergraph is chosen as it involves 
multiple higher-order links. Thus, this model 
enables a thorough evaluation of the health benefits 
of medical plants, advancing medical research and 
practice.   
Figure 2 shows the architecture diagram of the 
model. The methodology followed throughout this 
research and the description is cataloged here. For 
the keyword extraction and clustering of the 
properties of medicinal plants, the following 
processes are carried out: 

3.1. Data Acquisition 
The dataset is acquired from PUBMED articles and 
papers through a literature search. The specific 
medicinal plant is selected as the keyword in the 
search [17]. The PubMed IDs obtained in the search 
query are fetched by employing the PubMed fetcher 
function in the Metapub library [37]. The abstracts 
of the articles are retrieved corresponding to the 
PubMed IDs. The obtained abstracts comprise the 
relevant research papers and articles that map with 
the medicinal plant as the keyword.  

3.2. Text Pre‐processing: 
Text pre-processing is carried out from modules 
present in the Natural Language Toolkit (NLTK) 
[34].  

The extracted abstracts are unstructured free text 
that is chaotic and noisy. The following processes 
are carried out to obtain a clean and consistent text 
dataset. 

3.2.1. Tokenization and Stemming: 
The text dataset is initially in the form of sentences 
that are split into tokens in the form of words or 
terms. The tokenize module present in NLTK is 
applied to tokenize the dataset. Stemming is the 
process of extracting the root form of a token after 
stripping the prefixes and suffixes. A clear and 
concise dataset is obtained after performing 
stemming with the stem module in NLTK. 

Figure 2 
Architecture diagram of the model 
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Figure 2
Architecture diagram of the model
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English that are insignificant to the dataset. The 
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important words that are related to a medicinal plant. 
The insignificant words grouped under stopwords 
are filtered and cleaned by using the corpus module 
of NLTK. 

3.2.3. Term Frequency‐Inverse 
Document Frequency Algorithm 
To clean up textual material, raw preprocessing 
employs morphology and syntactic features. Raw 
feature reduction and numerical feature reduction 
methods are employed. Because text mining 
methods use vector space models as input to reduce 
data to its most significant properties, TF/IDF is 
applied. 

Term Frequency-Inverse Document Frequency (TF-
IDF) is a statistical model used for retrieving 
information that evaluates the significance of a term 
in a document or corpus of documents [12]. Term 
Frequency (TF) is the frequency of occurrence of a 
term in a document and the proportion of documents 
that contain a term is referred to by Inverse 
Document Frequency (IDF).     
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The TF-IDF score identifies terms that frequently 
occur in a given document but are less frequent in 
the corpus as a whole. 

Algorithm 1: TF-IDF 

Purpose: The algorithm determines the relevant 
words in a specific document among a collection of 
documents. The keywords pertaining to a document 
are extracted. 

1. Construct a feature set for each document 
comprising individual words 

2. Compute the TF-IDF score for each word. 
3. Normalize the TF-TDF by document size 

using relative frequency for the word-in-
document ratio. 

4. Construct a TF-IDF matrix that represents 
the document-term matrix, with rows 
representing the terms, the columns 
containing the documents and the values as 
the TF-IDF scores. 
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extraction and clustering of the properties of medici-
nal plants, the following processes are carried out:

3.1. Data Acquisition
The dataset is acquired from PUBMED articles and 
papers through a literature search. The specific me-
dicinal plant is selected as the keyword in the search 
[17]. The PubMed IDs obtained in the search query 
are fetched by employing the PubMed fetcher func-
tion in the Metapub library [37]. The abstracts of the 
articles are retrieved corresponding to the PubMed 
IDs. The obtained abstracts comprise the relevant re-
search papers and articles that map with the medici-
nal plant as the keyword. 

3.2. Text Pre-processing
Text pre-processing is carried out from modules pres-
ent in the Natural Language Toolkit (NLTK) [34]. 
The extracted abstracts are unstructured free text that 
is chaotic and noisy. The following processes are car-
ried out to obtain a clean and consistent text dataset.

3.2.1. Tokenization and Stemming
The text dataset is initially in the form of sentenc-
es that are split into tokens in the form of words or 
terms. The tokenize module present in NLTK is ap-
plied to tokenize the dataset. Stemming is the process 
of extracting the root form of a token after stripping 
the prefixes and suffixes. A clear and concise dataset 
is obtained after performing stemming with the stem 
module in NLTK.

3.2.2. Corpus Cleaning
The dataset contains commonly used words in En-
glish that are insignificant to the dataset. The elimi-
nation of these words enables focusing on important 
words that are related to a medicinal plant. The insig-
nificant words grouped under stopwords are filtered 
and cleaned by using the corpus module of NLTK.

3.2.3. Term Frequency-Inverse Document 
Frequency Algorithm
To clean up textual material, raw preprocessing em-
ploys morphology and syntactic features. Raw feature 
reduction and numerical feature reduction methods 
are employed. Because text mining methods use vec-
tor space models as input to reduce data to its most 
significant properties, TF/IDF is applied.
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Term Frequency-Inverse Document Frequency (TF-
IDF) is a statistical model used for retrieving infor-
mation that evaluates the significance of a term in a 
document or corpus of documents [12]. Term Fre-
quency (TF) is the frequency of occurrence of a term 
in a document and the proportion of documents that 
contain a term is referred to by Inverse Document 
Frequency (IDF). 
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Purpose: The algorithm determines the relevant 
words in a specific document among a collection of 
documents. The keywords pertaining to a document 
are extracted.
1 Construct a feature set for each document com-

prising individual words
2 Compute the TF-IDF score for each word.
3 Normalize the TF-TDF by document size using rel-

ative frequency for the word-in-document ratio.
4 Construct a TF-IDF matrix that represents the 

document-term matrix, with rows representing 
the terms, the columns containing the documents 
and the values as the TF-IDF scores.

3.3. Apriori Algorithm
The apriori algorithm generates the frequent itemset 
and determines association rules based on the fre-
quent itemset and confidence measures. It utilizes 
prior knowledge of frequent itemsets to find the k+1 
itemset from the k-frequent itemset through a lev-
el-wise search. The apriori property follows that all 
non-empty subsets of a given frequent itemset are 
also frequent and the supersets of an infrequent item-
set are infrequent. The apriori algorithm upholds the 
anti-monotonicity of support measure.
Association rule mining comprises (i) finding the fre-
quent itemset in the corpus with minimum support 
and (ii) constructing further association rules from 

a frequent itemset for a confidence value [1]. The as-
sociation rules are used to establish the relationship 
between the occurrence of data X with the occurrence 
of data Y [11]. 
The statement of the association rule mining in a 
dataset is given as follows: Let  be a 
set containing literals with each term representing an 
item. The transaction set comprises  transactions 

 with . Each transaction has a unique identi-
fier. The transaction  contains  which is a subset 
of  given . An association rule is constructed 
such that with  and . The formu-
lated association rule holds true in the transaction set 

 with confidence  given that  transactions in 
 contain both  and . The support  in transac-

tion set  withholds if  of transactions in  fol-
lows . All the association rules with support 
and confidence greater than the minimum support 
and minimum confidence have to be generated re-
spectively [29].
The apriori algorithm in text mining is used to gener-
ate frequent itemsets with increasing lengths, remov-
ing infrequent itemsets and generating association 
rules. The support is a measure of the frequency of 
occurrence of an itemset in a dataset.

The apriori algorithm generates the frequent itemset 
and determines association rules based on the 
frequent itemset and confidence measures. It utilizes 
prior knowledge of frequent itemsets to find the k+1 
itemset from the k-frequent itemset through a level-
wise search. The apriori property follows that all 
non-empty subsets of a given frequent itemset are 
also frequent and the supersets of an infrequent 
itemset are infrequent. The apriori algorithm 
upholds the anti-monotonicity of support measure. 

Association rule mining comprises (i) finding the 
frequent itemset in the corpus with minimum 
support and (ii) constructing further association 
rules from a frequent itemset for a confidence value 
[1]. The association rules are used to establish the 
relationship between the occurrence of data X with 
the occurrence of data Y [11].   

The statement of the association rule mining in a 

dataset is given as follows: Let  
be a set containing literals with each term 
representing an item. The transaction set comprises 

transactions  with  . Each transaction 
has a unique identifier. The transaction contains 

which is a subset of  given  . An 
association rule is constructed such that with

and . The formulated 
association rule holds true in the transaction set  
with confidence  given that  transactions in

 contain both and  . The support in 
transaction set withholds if  of transactions 
in  follows . All the association rules with 
support and confidence greater than the minimum 
support and minimum confidence have to be 
generated respectively [29]. 

The apriori algorithm in text mining is used to 
generate frequent itemsets with increasing lengths, 
removing infrequent itemsets and generating 
association rules. The support is a measure of the 
frequency of occurrence of an itemset in a dataset. 

, (4) 

where the support(X) is the support value of item X. 

Confidence is a measure of the possibility of a given 
association rule being true. The conditional 
probability of the consequent is calculated based on 
the antecedent. 

, (5) 

 where X and Y are items in the dataset. 

Algorithm 2: Apriori 

Purpose: This algorithm generates the frequent 
items in a dataset with association rules generated 
based on the items. The association rules depict the 
probability of a relationship between items in the 
dataset. 

Input:itemset => a set , min_confidence and 
min_support threshold value 

Output:frequent_item list and association_rule list 

1. Define generate_1_frequent_items 
1.1. Parameters: itemset and 1 
1.2. Initialise list frequent_itemset 
1.3. for item -> combination(itemset, 1)  

1.3.1. append item into 
frequent_item list 
1.4. return frequent_itemset 

2. Define generate_association_rules 
2.1. parameters: frequent_itemset , min 

confidence 
2.2. Initialise list association_rule 
2.3. for itemset->frequen_itemset 

2.3.1. for i -> range(1, 
len(itemset)); calculate subset as 
combination(itemset, l) 

2.3.2. iterate subset to calculate 
non-empty subset of frequen_item list 

2.3.3. 

 
2.3.4. if confidence >= 

min_confidence then append it into 
association_rule 

3. Define apriori 
3.1. Initialize k as 1  
3.2. Extend frequent_itemset to length k 
3.3. while frequent_itemset 

3.3.1. Increment k by 1 
3.3.2. potential_itemset: set of 

combination 
3.3.3. Initialize empty 

pruned_itemset list  
3.3.4. for itemset -

>potential_itemset ; subset -
>combination(itemset, k-1); Eliminate 
potential_itemsets when it not used mostly 
in apriori property. 

3.3.5. Calculate support value as 
potential itemset by number of transaction 
containing itemset 

3.3.6. Extend frequent_itemset if 
support>=min_support using list 
compression 
3.4. association_rules -

>generate_association_rules(frequent_itemset, 

, (4)

where the support(X) is the support value of item X.
Confidence is a measure of the possibility of a given 
association rule being true. The conditional proba-
bility of the consequent is calculated based on the an-
tecedent.

The apriori algorithm generates the frequent itemset 
and determines association rules based on the 
frequent itemset and confidence measures. It utilizes 
prior knowledge of frequent itemsets to find the k+1 
itemset from the k-frequent itemset through a level-
wise search. The apriori property follows that all 
non-empty subsets of a given frequent itemset are 
also frequent and the supersets of an infrequent 
itemset are infrequent. The apriori algorithm 
upholds the anti-monotonicity of support measure. 

Association rule mining comprises (i) finding the 
frequent itemset in the corpus with minimum 
support and (ii) constructing further association 
rules from a frequent itemset for a confidence value 
[1]. The association rules are used to establish the 
relationship between the occurrence of data X with 
the occurrence of data Y [11].   

The statement of the association rule mining in a 

dataset is given as follows: Let  
be a set containing literals with each term 
representing an item. The transaction set comprises 

transactions  with  . Each transaction 
has a unique identifier. The transaction contains 

which is a subset of  given  . An 
association rule is constructed such that with

and . The formulated 
association rule holds true in the transaction set  
with confidence  given that  transactions in

 contain both and  . The support in 
transaction set withholds if  of transactions 
in  follows . All the association rules with 
support and confidence greater than the minimum 
support and minimum confidence have to be 
generated respectively [29]. 

The apriori algorithm in text mining is used to 
generate frequent itemsets with increasing lengths, 
removing infrequent itemsets and generating 
association rules. The support is a measure of the 
frequency of occurrence of an itemset in a dataset. 

, (4) 

where the support(X) is the support value of item X. 

Confidence is a measure of the possibility of a given 
association rule being true. The conditional 
probability of the consequent is calculated based on 
the antecedent. 

, (5) 

 where X and Y are items in the dataset. 

Algorithm 2: Apriori 

Purpose: This algorithm generates the frequent 
items in a dataset with association rules generated 
based on the items. The association rules depict the 
probability of a relationship between items in the 
dataset. 

Input:itemset => a set , min_confidence and 
min_support threshold value 

Output:frequent_item list and association_rule list 

1. Define generate_1_frequent_items 
1.1. Parameters: itemset and 1 
1.2. Initialise list frequent_itemset 
1.3. for item -> combination(itemset, 1)  

1.3.1. append item into 
frequent_item list 
1.4. return frequent_itemset 

2. Define generate_association_rules 
2.1. parameters: frequent_itemset , min 

confidence 
2.2. Initialise list association_rule 
2.3. for itemset->frequen_itemset 

2.3.1. for i -> range(1, 
len(itemset)); calculate subset as 
combination(itemset, l) 

2.3.2. iterate subset to calculate 
non-empty subset of frequen_item list 

2.3.3. 

 
2.3.4. if confidence >= 

min_confidence then append it into 
association_rule 

3. Define apriori 
3.1. Initialize k as 1  
3.2. Extend frequent_itemset to length k 
3.3. while frequent_itemset 

3.3.1. Increment k by 1 
3.3.2. potential_itemset: set of 

combination 
3.3.3. Initialize empty 

pruned_itemset list  
3.3.4. for itemset -

>potential_itemset ; subset -
>combination(itemset, k-1); Eliminate 
potential_itemsets when it not used mostly 
in apriori property. 

3.3.5. Calculate support value as 
potential itemset by number of transaction 
containing itemset 

3.3.6. Extend frequent_itemset if 
support>=min_support using list 
compression 
3.4. association_rules -

>generate_association_rules(frequent_itemset, , (5)

where X and Y are items in the dataset.
Algorithm 2: Apriori
Purpose: This algorithm generates the frequent items 
in a dataset with association rules generated based on 
the items. The association rules depict the probability 
of a relationship between items in the dataset.
Input: itemset => a set , min_confidence and min_sup-
port threshold value
Output: frequent_item list and association_rule list
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1 Define generate_1_frequent_items
1.1. Parameters: itemset and 1
1.2. Initialise list frequent_itemset
1.3. for item -> combination(itemset, 1) 

1.3.1. append item into frequent_item list
1.4. return frequent_itemset

2 Define generate_association_rules
2.1. parameters: frequent_itemset , min confidence
2.2. Initialise list association_rule
2.3. for itemset->frequen_itemset

2.3.1. for i -> range(1, len(itemset)); calculate 
subset as combination(itemset, l)
2.3.2. iterate subset to calculate non-empty 
subset of frequen_item list

2.3.3. (6)

2.3.4. if confidence >= min_confidence then 
append it into association_rule

3 Define apriori
3.1. Initialize k as 1 
3.2. Extend frequent_itemset to length k
3.3. while frequent_itemset

3.3.1. Increment k by 1
3.3.2. potential_itemset: set of combination
3.3.3. Initialize empty pruned_itemset list 
3.3.4. for itemset ->potential_itemset ; subset 
->combination(itemset, k-1); Eliminate potential_
itemsets when it not used mostly in apriori 
property.
3.3.5. Calculate support value as potential itemset 
by number of transaction containing itemset
3.3.6. Extend frequent_itemset if support>=min_
support using list compression
3.4. association_rules ->generate_association_
rules(frequent_itemset, min_confidence)

3.5. return frequent_itemset, association_rules

3.4. Hypergraph Clustering

A hypergraph is a graph with the formula , 
where  denotes the set of graph 
nodes including a d-dimensional attribute vector, 

and  denotes the set of hyperedges. 
Graph clustering is the division of a graph into mul-
tiple sets of nodes so that similar nodes are grouped 
under the same cluster [15]. Hypergraph cluster-
ing identifies densely connected components in a 
hypergraph and ensures the edge structure of the 
graph by populating the edges within a cluster [25]. 
The weight of each cluster is the sum of the vertex 
weights [36]. 
By taking into account higher-order links between 
data points, hypergraph clustering expands on con-
ventional clustering techniques. Vertices are used to 
represent data points, while subsets of those points 
are used to depict higher-order relationships. Based 
on their connectedness in the hypergraph, the data 
points are divided into clusters during the procedure. 
The clustering objective has been optimized using a 
variety of approaches. Additionally, hypergraph clus-
tering can produce results that are more reliable and 
precise when dealing with noisy or imperfect data. 
Hypergraph clustering can reduce the impact of noise 
and enhance the separation of separate clusters by 
taking higher-order links into account.
Algorithm 3: Hypergraph clustering
Purpose: This algorithm uses hypergraphs to find 
patterns and connections in large datasets, which im-
proves and strengthens the data interpretation and 
analysis in various fields.
Input: hyperg -> dictionary where keys => hyperedges 
and values => list of words in hyperedge
Output: clust => clustered obtained after application 
of cluster algorithm
1 Import networkx and matplotlib libraries. 
2 Initialize dictionary hyperg to store the hypergraph
3 Initialize the list allwords to store the words in the 

hypergraph.
4 Iterate through all the hyperedges in the hyper-

graph:
4.1 Append hyperedge to the listofnodes list
4.2 Append each word in the hyperedge to the all-
words list

5 Remove the duplicates from allwords list and store 
them in setofwords set

6 Initialize the dictionary rank to store the rank of 
each word
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7 Initialize the rank to 0 in the rank dictionary for 
each word in the setofwords set

8 Create the dictionary dictofwords to map a word to 
its index in the setofwords set.

9 Iterate through all the hyperedges in the hyper-
graph:
9.1 Initialize the list words to store the words in 
the hyperedge
9.2 For words present in the dictofwords dictio-
nary and the hyperedge add it to the words list
9.3 Add hyperedge index and words to the hyperg 
dictionary

10  Create a hypergraph G with the networkx library
11 For each pair of hyperedges between node1 and 

node2 present in the listofnodes list:
11.1 Initialize newset to store the common words 
in the selected hyperedges
11.2 If the intersection of the words present in 
node1 and node2 is not empty

11.2.1 Add edge between node1 and node2 in 
the hypergraph G
11.2.2 Calculate the common words and store 
them in the newset list
11.2.3 Increment the rank in the rank dictio-
nary of all the words in the newset list 

11.3 Else
11.3.1 Add node1 and node2 in the hypergraph 
G without a hyperedge

12 Sort and store the words in the rank dictionary 
based on decreasing rank order in the sortedwords 
list

13 Apply spectral clustering algorithm on the adja-
cency matrix of the hypergraph G to obtain cluster 
assignments

14 Create the list clust to store n clusters
15 Assign a hyperedge to its corresponding cluster 

based on the cluster assignment for all the hyper-
edges

16 Create the colour mapping dictionary colormap to 
store the colours of the hyperedges based on their 
cluster assignments.

17 Visualize the hypergraph G with the node colours 
from the cluster assignments.

18  Store the clusters

The hypergraph clustering involves the construction 
of a hypergraph, calculation of the rank of words based 
on occurrence, application of clustering algorithm to 
the hypergraph and visualization of the clusters.
Spectral clustering is a technique of hypergraph clus-
tering where the data points are considered as graph 
nodes and the clustering problem is transformed into 
a graph-partition problem. Applying this technique 
and utilizing the eigenvalue decomposition method, 
the clusters are extracted. Spectral clustering is per-
formed on the adjacency matrix of the graph by eigen-
value decomposition of the Laplacian matrix. Listed 
below are hypergraph clustering terms:
(i) Hypergraph Laplacian matrix:
Hypergraph Laplacian matrix is based on the hyper-
graph structure for spectral clustering 

algorithm to the hypergraph and visualization of the 
clusters. 

Spectral clustering is a technique of hypergraph 
clustering where the data points are considered as 
graph nodes and the clustering problem is 
transformed into a graph-partition problem. 
Applying this technique and utilizing the eigenvalue 
decomposition method, the clusters are extracted. 
Spectral clustering is performed on the adjacency 
matrix of the graph by eigenvalue decomposition of 
the Laplacian matrix. Listed below are hypergraph 
clustering terms: 

(i)Hypergraph Laplacian matrix: 
Hypergraph Laplacian matrix is based on the 
hypergraph structure for spectral clustering    

,                                                        (7) 

where is the  Laplacian matrix,  is the degree 
matrix and is the adjacency matrix of the 
hypergraph. 

(ii) Hypergraph Normalized cut: 
The normalized cut is the measure of the quality of 
hypergraph clustering. 

,             (8) 

where  is the cut between two 

hypergraph partitions and   is the volume 
of partition of hypergraph. 

(iii) Hypergraph random walk: 
The random walk on a hypergraph model is used to 
derive the cluster assignment based on which 
clustering takes place. 

3.5. Hypergraph Dominating Set 
A dominating set is formulated from the graph 
obtained in the hypergraph clustering process. The 
dominating set for an undirected graph 

 where and are the edge and 

vertex set respectively  is such that .A 
vertex is considered to dominate itself and all its 
neighbors, for the neighbors, are given by

.For every vertex
, either or a hyperedge exists 

such that  is adjacent to . The domination 
number for graph G is symbolized as 

(9). where is a dominating 
set of the graph. The smallest dominating set in the 
hypergraph is a measure of the problem’s 
complexity. The minimum cardinality of dominating 
set-in hypergraph  is represented as the 
domination number. 

Finding a hypergraph dominating set involves 
figuring out the smallest set of vertices that can 
encompass the hypergraph's hyperedges. The 
intricacy or effectiveness of the solution is gauged 
by the size of the dominant set. It is computationally 
difficult to find the ideal answer promptly since 
finding the minimal hypergraph dominating set is an 
NP-hard task. To identify effective answers or 
approximate solutions to the problem, numerous 
heuristic and approximation methods have been 
presented. 

Algorithm 4: Dominating Set 

Purpose: The aim of this algorithm is to investigate 
and depict the dominant set. This method locates and 
emphasizes the important nodes, which helps in 
network analysis and decision-making situations 
where comprehending the importance of certain 
nodes is crucial. 
Input:  Hypergraph ‘G’ and dominating set on 
hypergraph ‘G’ 

Output: support value and relative support value 
of each node in dominating set visualization of the 
dominating set using Matplotlib. 

1. Import networkx and matplotlib libraries  
2. Apply nx.dominating_set function from 
networkx library on the hypergraph G  
3. Return the nodes that form the dominating set.  
4. Initialize an empty supplist list to store the 
support value of each node  
5. for node ->dominating_set 

5.1. for hyperedge, words -
>hypergraph.items() 

5.1.1 if node -> words then 
Append support value to the supplist list  

6. for support_value ->supplist: 
6.1. relative_support => support_value / 

total_support 
6.1.1 Append the 

relative_support value to supplist 
7. Visualize the dominating set with Matplatlib  
 

3.6. Cluster Analysis 
Cluster analysis is a basic data exploration and 
segmentation approach that seeks to reveal hidden 

(7)

where is the L Laplacian matrix, D is the degree ma-
trix and A is the adjacency matrix of the hypergraph.
(ii) Hypergraph Normalized cut:
The normalized cut is the measure of the quality of 
hypergraph clustering.

algorithm to the hypergraph and visualization of the 
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Spectral clustering is a technique of hypergraph 
clustering where the data points are considered as 
graph nodes and the clustering problem is 
transformed into a graph-partition problem. 
Applying this technique and utilizing the eigenvalue 
decomposition method, the clusters are extracted. 
Spectral clustering is performed on the adjacency 
matrix of the graph by eigenvalue decomposition of 
the Laplacian matrix. Listed below are hypergraph 
clustering terms: 

(i)Hypergraph Laplacian matrix: 
Hypergraph Laplacian matrix is based on the 
hypergraph structure for spectral clustering    

,                                                        (7) 

where is the  Laplacian matrix,  is the degree 
matrix and is the adjacency matrix of the 
hypergraph. 

(ii) Hypergraph Normalized cut: 
The normalized cut is the measure of the quality of 
hypergraph clustering. 

,             (8) 

where  is the cut between two 

hypergraph partitions and   is the volume 
of partition of hypergraph. 

(iii) Hypergraph random walk: 
The random walk on a hypergraph model is used to 
derive the cluster assignment based on which 
clustering takes place. 

3.5. Hypergraph Dominating Set 
A dominating set is formulated from the graph 
obtained in the hypergraph clustering process. The 
dominating set for an undirected graph 

 where and are the edge and 

vertex set respectively  is such that .A 
vertex is considered to dominate itself and all its 
neighbors, for the neighbors, are given by

.For every vertex
, either or a hyperedge exists 

such that  is adjacent to . The domination 
number for graph G is symbolized as 

(9). where is a dominating 
set of the graph. The smallest dominating set in the 
hypergraph is a measure of the problem’s 
complexity. The minimum cardinality of dominating 
set-in hypergraph  is represented as the 
domination number. 

Finding a hypergraph dominating set involves 
figuring out the smallest set of vertices that can 
encompass the hypergraph's hyperedges. The 
intricacy or effectiveness of the solution is gauged 
by the size of the dominant set. It is computationally 
difficult to find the ideal answer promptly since 
finding the minimal hypergraph dominating set is an 
NP-hard task. To identify effective answers or 
approximate solutions to the problem, numerous 
heuristic and approximation methods have been 
presented. 

Algorithm 4: Dominating Set 

Purpose: The aim of this algorithm is to investigate 
and depict the dominant set. This method locates and 
emphasizes the important nodes, which helps in 
network analysis and decision-making situations 
where comprehending the importance of certain 
nodes is crucial. 
Input:  Hypergraph ‘G’ and dominating set on 
hypergraph ‘G’ 

Output: support value and relative support value 
of each node in dominating set visualization of the 
dominating set using Matplotlib. 

1. Import networkx and matplotlib libraries  
2. Apply nx.dominating_set function from 
networkx library on the hypergraph G  
3. Return the nodes that form the dominating set.  
4. Initialize an empty supplist list to store the 
support value of each node  
5. for node ->dominating_set 

5.1. for hyperedge, words -
>hypergraph.items() 

5.1.1 if node -> words then 
Append support value to the supplist list  

6. for support_value ->supplist: 
6.1. relative_support => support_value / 

total_support 
6.1.1 Append the 

relative_support value to supplist 
7. Visualize the dominating set with Matplatlib  
 

3.6. Cluster Analysis 
Cluster analysis is a basic data exploration and 
segmentation approach that seeks to reveal hidden 

, (8)

where  is the cut between two hypergraph 
partitions and  is the volume of partition of hy-
pergraph.
(iii) Hypergraph random walk:
The random walk on a hypergraph model is used to 
derive the cluster assignment based on which clus-
tering takes place.

3.5. Hypergraph Dominating Set
A dominating set is formulated from the graph ob-
tained in the hypergraph clustering process. The dom-
inating set for an undirected graph  where 

 and  are the edge and vertex set respectively  is 
such that .A vertex  is considered to dominate 
itself and all its neighbors, for  the neighbors, are 
given by .For every vertex , 
either  or a hyperedge  exists such that  is 
adjacent to . The domination number for graph G is 
symbolized as  (9). where  is a domi-
nating set of the graph. The smallest dominating set in 
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the hypergraph is a measure of the problem’s complex-
ity. The minimum cardinality of dominating set-in hy-
pergraph  is represented as the domination number.
Finding a hypergraph dominating set involves figur-
ing out the smallest set of vertices that can encom-
pass the hypergraph’s hyperedges. The intricacy or 
effectiveness of the solution is gauged by the size of 
the dominant set. It is computationally difficult to 
find the ideal answer promptly since finding the mini-
mal hypergraph dominating set is an NP-hard task. To 
identify effective answers or approximate solutions 
to the problem, numerous heuristic and approxima-
tion methods have been presented.
Algorithm 4: Dominating Set
Purpose: The aim of this algorithm is to investigate 
and depict the dominant set. This method locates and 
emphasizes the important nodes, which helps in net-
work analysis and decision-making situations where 
comprehending the importance of certain nodes is 
crucial.
Input: Hypergraph ‘G’ and dominating set on hyper-
graph ‘G’
Output: support value and relative support value of 
each node in dominating set visualization of the dom-
inating set using Matplotlib.
1 Import networkx and matplotlib libraries 
2 Apply nx.dominating_set function from networkx 

library on the hypergraph G 
3 Return the nodes that form the dominating set. 
4 Initialize an empty supplist list to store the support 

value of each node 
5 for node ->dominating_set

5.1 for hyperedge, words ->hypergraph.items()
5.1.1 if node -> words then Append support val-
ue to the supplist list 

6 for support_value ->supplist:
6.1 relative_support => support_value / total_support

6.1.1 Append the relative_support value to supplist
7 Visualize the dominating set with Matplatlib 

3.6. Cluster Analysis
Cluster analysis is a basic data exploration and seg-
mentation approach that seeks to reveal hidden struc-
tures and patterns within a dataset. These clusters are 
defined using a similarity or distance metric between 

data points, with the aim of maximizing homogeneity 
within clusters and heterogeneity between them. In 
order to create clusters, cluster analysis locates nat-
urally occurring groups within a dataset. The data 
points that are densely connected contribute to a 
cluster. Sparse regions represent weakly connected 
data points. The cluster analysis is used to identify 
the frequently used keywords related to a given med-
ical plant. This helps in studying the relationship be-
tween the keywords and a medicinal plant and also a 
keyword with multiple medicinal plants. The clusters 
are represented in the form of a network that shows 
the spatial distribution of keywords mapped to the 
corresponding medicinal plants [19], [28]. 

4. Experimental Results
The methods followed in this research describe a 
complete approach to grouping medical plant key-
words that incorporates text mining, hypergraph 
clustering, and data visualization approaches [24], 
[27]. Experiments were carried out using a diverse 
dataset of medical plant keywords to assess the suc-
cess of the strategy. The analysis and interpretation of 
the data have crucial implications for future research 
and practical applications in clustering and text min-
ing. This section presents some major results that 
demonstrate the usefulness of Hypergraph clustering.

4.1. Medical Plant Datasets: Data collection
In the dataset, the abstracts of five medicinal plants: 
Aloe Vera, Fennel, Fenugreek, Mint, and Tulsi were 
retrieved from PUBMED [7]. Figure 3 depicts a bar 

Figure 3
Number of abstracts of each plant taken for this study

structures and patterns within a dataset. These 
clusters are defined using a similarity or distance 
metric between data points, with the aim of 
maximizing homogeneity within clusters and 
heterogeneity between them. In order to create 
clusters, cluster analysis locates naturally occurring 
groups within a dataset. The data points that are 
densely connected contribute to a cluster. Sparse 
regions represent weakly connected data points. The 
cluster analysis is used to identify the frequently 
used keywords related to a given medical plant. This 
helps in studying the relationship between the 
keywords and a medicinal plant and also a keyword 
with multiple medicinal plants. The clusters are 
represented in the form of a network that shows the 
spatial distribution of keywords mapped to the 
corresponding medicinal plants [19], [28].  
 

4. Experimental Results 
 
The methods followed in this research describe a 
complete approach to grouping medical plant 
keywords that incorporates text mining, hypergraph 
clustering, and data visualization approaches [24], 
[27]. Experiments were carried out using a diverse 
dataset of medical plant keywords to assess the 
success of the strategy. The analysis and 
interpretation of the data have crucial implications 
for future research and practical applications in 
clustering and text mining. This section presents 
some major results that demonstrate the usefulness 
of Hypergraph clustering. 
 
4.1  Medical  Plant  datasets:  Data 

collection 
 
In the dataset, the abstracts of five medicinal plants: 
Aloe Vera, Fennel, Fenugreek, Mint, and Tulsi were 
retrieved from PUBMED [7]. Figure 3 depicts a bar 
graph representation of the number of abstracts 
obtained from the PubMed database, which includes 
around 4092 Aloe Vera documents, 1246 Fennel 
materials, 1629 Fenugreek documents, 5175 Mint 
documents, and 408 Tulsi documents. Each of these 
abstracts was stored in a CSV file, and any rows with 
null values were eliminated as well. 
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graph representation of the number of abstracts ob-
tained from the PubMed database, which includes 
around 4092 Aloe Vera documents, 1246 Fennel 
materials, 1629 Fenugreek documents, 5175 Mint 
documents, and 408 Tulsi documents. Each of these 
abstracts was stored in a CSV file, and any rows with 
null values were eliminated as well.

4.2. Text Pre-processing and Feature Reduction
Text processing techniques are used to extract data 
for the analysis [13]. The data is cleaned, and then 
frequent stopwords and non-ASCII characters are 
eliminated before tokenizing it into words. The TF-
IDF values for every term in the dataset were com-
puted. The top terms from each document are ar-
ranged according to their TF-IDF scores. The words 
with scores exceeding a 0.02 threshold are retained, 
and discarding the remaining words, a concise list of 
significant terms for each document is obtained. This 
analysis provides a refined dataset for the task of key-

Figure 4
Word Cloud of the dataset after Pre-Processing
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cluster analysis is used to identify the frequently 
used keywords related to a given medical plant. This 
helps in studying the relationship between the 
keywords and a medicinal plant and also a keyword 
with multiple medicinal plants. The clusters are 
represented in the form of a network that shows the 
spatial distribution of keywords mapped to the 
corresponding medicinal plants [19], [28].  
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word extraction. Figure 4 shows the essential words 
from the abstract that are obtained after pre-process-
ing the datasets.

4.3. Clustering based on Apriori Algorithm

The Apriori algorithm is a well-known approach for 
association rule mining, which seeks to identify com-
mon item sets in a dataset [10]. The Apriori method 
creates a JSON file containing all the items along with 
their related support values, confidence scores, and 
lift values by setting a minimum support threshold of 
0.005, a minimum confidence threshold of 0.5, and a 
minimum length of 1. The Apriori method is applied 
individually to all 5 plants to generate their respective 
item sets. The itemset retrieved for mint comprises 
2053 items, whereas the itemset retrieved for fennel 
has 435. In the case of aloe vera, fenugreek, and tul-
si, the items retrieved are comprised of 1106, 310, and 
4732 items, respectively.

4.4. Hypergraph Clustering

The study used a hypergraph-based approach to un-
derstand the relationships between words in a data-
set. The dataset was read from a JSON file and a set 
of unique words was created. A rank dictionary was 
initialized to track word appearances. The data was 
organized into a hypergraph, with each hyper edge 
representing a set of words. The hypergraph was con-
verted into a NetworkX graph, and edges were added 
between sets that shared at least one word. The inter-
section of words between these sets updated the rank 
of individual words. The NetworkX library was used 
to visualize the graph, and spectral clustering was ap-
plied to partition the hypergraph into clusters. Figure 
5 shows Clusters of the selected five plants.
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Clusters of the selected five plants
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4.5.  Hypergraph Dominating Set 
The evaluation identified a dominating set of 
clusters within the hypergraph derived from plants, 
with every non-included cluster connected to 
another one. By mapping these clusters back to their 
original items, support values were obtained for each 
cluster, revealing the significance of specific items 
across them. These findings provide valuable 
insights into the prevalence and importance of 
certain items in the dataset. Support values were 
visualized using a bar chart for easy identification. 
Figures 6-10 show a Bar graph of the dominating set 
of these plants. Here, the x-axis refers the support 
value for the collected dominating set. 

Figure 6 
Plant 1: Fennel Bar graph of dominating set 
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the itemset retrieved for fennel has 435. In the case 
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are comprised of 1106, 310, and 4732 items, 
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a set of unique words was created. A rank dictionary 
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was organized into a hypergraph, with each hyper 
edge representing a set of words. The hypergraph 
was converted into a NetworkX graph, and edges 
were added between sets that shared at least one 
word. The intersection of words between these sets 
updated the rank of individual words. The 
NetworkX library was used to visualize the graph, 
and spectral clustering was applied to partition the 
hypergraph into clusters.  Figure 5 shows Clusters 
of the selected five plants. 

Figure 5 
Clusters of the selected five plants 

 

Mint 

 

Fennel 

 

Aloe Vera 

 

Tusli 

 

Fenugreek 
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across them. These findings provide valuable 
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of these plants. Here, the x-axis refers the support 
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are comprised of 1106, 310, and 4732 items, 
respectively. 

4.4 Hypergraph Clustering 
The study used a hypergraph-based approach to 
understand the relationships between words in a 
dataset. The dataset was read from a JSON file and 
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was organized into a hypergraph, with each hyper 
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was converted into a NetworkX graph, and edges 
were added between sets that shared at least one 
word. The intersection of words between these sets 
updated the rank of individual words. The 
NetworkX library was used to visualize the graph, 
and spectral clustering was applied to partition the 
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4.5.  Hypergraph Dominating Set 
The evaluation identified a dominating set of 
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the itemset retrieved for fennel has 435. In the case 
of aloe vera, fenugreek, and tulsi, the items retrieved 
are comprised of 1106, 310, and 4732 items, 
respectively. 
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The study used a hypergraph-based approach to 
understand the relationships between words in a 
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were added between sets that shared at least one 
word. The intersection of words between these sets 
updated the rank of individual words. The 
NetworkX library was used to visualize the graph, 
and spectral clustering was applied to partition the 
hypergraph into clusters.  Figure 5 shows Clusters 
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4.5.  Hypergraph Dominating Set 
The evaluation identified a dominating set of 
clusters within the hypergraph derived from plants, 
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are comprised of 1106, 310, and 4732 items, 
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The study used a hypergraph-based approach to 
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was initialized to track word appearances. The data 
was organized into a hypergraph, with each hyper 
edge representing a set of words. The hypergraph 
was converted into a NetworkX graph, and edges 
were added between sets that shared at least one 
word. The intersection of words between these sets 
updated the rank of individual words. The 
NetworkX library was used to visualize the graph, 
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4.5. Hypergraph Dominating Set
The evaluation identified a dominating set of clus-
ters within the hypergraph derived from plants, with 
every non-included cluster connected to another 
one. By mapping these clusters back to their original 
items, support values were obtained for each cluster, 
revealing the significance of specific items across 
them. These findings provide valuable insights into 
the prevalence and importance of certain items in the 
dataset. Support values were visualized using a bar 
chart for easy identification. Figures 6-10 show a Bar 
graph of the dominating set of these plants. Here, the 
x-axis refers the support value for the collected dom-
inating set.

4.6 Analyzing Keyword Clusters and 
Modularity
In the context of clustering, it can be viewed as a 
multi-objective optimization problem [16]. An undi-
rected graph is created to examine keyword clusters. 
The nodes in the network indicate distinct keywords 
that were taken from a combined dataset. Based on 
the keywords that were extracted from each plant, 
clusters are to be assigned labels. The quantity of 
these clusters reveals the contribution of a specif-
ic plant to the biomedical nomenclature. Nodes be-
tween clusters represent benefits that two or more 
plants share in common. 
The undirected graph in this study has 890 nodes and 
1104 edges. With a resolution of 1.0 and randomized 
parameters, the graph’s modularity is determined. The 
calculated modularity score is 0.577, which shows that 
the graph has a respectable amount of clustering struc-
ture. The graph also shows five communities, each of 
which represents a unique cluster or set of keywords 
with related properties. Figures 11-13 shows the key-
words clustered for the different plants.
The multi-objective optimization perspective is used 
in this method to provide a systematic manner to find 
keyword clusters and their associated advantages. The 
communities that were discovered in the undirected 
graph reflect significant clusters of keywords that pro-
vide light on the connections and traits that various 
plants have in common in terms of their advantages.
Traditionally cluster analysis algorithms like 
k-means and hierarchical clustering rely on the pair-

Figure 6
Plant 1: Fennel Bar graph of dominating set

Figure 7
Plant 2: Fenugreek Bar graph of dominating set
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multi-objective optimization problem [16]. An 
undirected graph is created to examine keyword 
clusters. The nodes in the network indicate distinct 
keywords that were taken from a combined dataset. 
Based on the keywords that were extracted from 
each plant, clusters are to be assigned labels. The 
quantity of these clusters reveals the contribution of 
a specific plant to the biomedical nomenclature. 
Nodes between clusters represent benefits that two 
or more plants share in common.  

The undirected graph in this study has 890 nodes 
and 1104 edges. With a resolution of 1.0 and 
randomized parameters, the graph's modularity is 
determined. The calculated modularity score is 
0.577, which shows that the graph has a respectable 
amount of clustering structure. The graph also 
shows five communities, each of which represents a 
unique cluster or set of keywords with related 
properties. Figures 11-13 shows the keywords 
clustered for the different plants. 

The multi-objective optimization perspective is used 
in this method to provide a systematic manner to 
find keyword clusters and their associated 
advantages. The communities that were discovered 
in the undirected graph reflect significant clusters of 
keywords that provide light on the connections and 
traits that various plants have in common in terms of 
their advantages. 
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Figure 8
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Plant 4: Tulsi Bar graph of dominating set
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wise relationship between two data points [18]. The 
limitation of the binary relationships results as a hin-
drance to the discovery of complex relationships be-
tween the plants and the keywords. Thus, multiway 
association using hypergraph clustering is utilized to 
explore higher dimensional associations among the 
data points.
The cluster analysis of the keyword and plant associ-
ation is a representation of the multiway association. 
As depicted in Figure 13, nodes of extracted keywords 
have edges from one or more than one plant. It can 
be inferred that Aloe Vera has its keywords closely 
linked to Tulsi and Mint and Mint has its keywords 
closely linked to Fenugreek and Aloe Vera.
Hypergraph-based clustering might generate less 
populated edges due to data sparsity in the high di-
mensional data. The complex cluster structures can 
also result in interpretability being more challenging 
than traditional clustering methods. 

5. Conclusion
Identifying relationships among medicinal plants in 
published documents is crucial for advancing med-
icine. This paper introduces a keyword extraction 

model, Hypergraph-based Clustering with Dominat-
ing Set, comprising four phases: Text preprocessing, 
hypergraph construction, clustering, and dominating 
set determination. The Hypergraph is constructed, 
treating documents as edges and words within the 
edges as vertices. Clustering is then executed on the 
graph, and the dominating set property in the graph 
illustrates relationships among the extracted words. 
The study concludes by presenting all results through 
a relationship graph for better comprehension. This 
research significantly contributes to the expanding 
body of knowledge in medical plant research by pro-
viding a robust method for systematically clustering 
terms associated with medicinal plants. Beyond data 
organization, this framework not only enhances our 
understanding of medicinal plant relationships but 
also fosters new opportunities for investigation, cre-
ativity, and progress in the fields of natural and herbal 
medicine.
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