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Abstract: To capture and analyze the motion state of patients in real time and improve the evaluation effect 
of sports injury, the research is based on image recognition in visual image capture technology. Firstly, multi-
scale attention mechanism was introduced into U-Net image segmentation model to improve the pre-process-
ing of image recognition. Then, the image recognition model of convolutional neural network is optimized by 
gradient class weighted activation mapping. The combination of the two is applied to the sports injury image 
processing to verify the effect. The results show that the F1 score and Precision values of the improved segmen-
tation model in the database reach 98.85% and 98.74%, respectively. The segmentation accuracy is obviously 
improved. The accuracy of the optimized image recognition method in the training set and the test set is about 
96% and 98%, respectively. After the combination of the two methods, the processing accuracy of sports injury 
medical images is 97%, and the running time is within 4s. It has high accuracy and processing efficiency, provid-
ing a technical and methodological basis for sports injury rehabilitation training.
KEYWORDS: Image segmentation; Classification; Motion impairment; Visualization; CNN; U-Net.

1. Introduction
Exercise is an important activity to promote physi-
cal health. It is a necessary content for the people to 
achieve a healthy life [15]. With the extensive promo-
tion of national fitness activities, sports have gradu-
ally become the only way for most people to pursue a 

better life. In some sports, it is inevitable that tissue 
and organ injuries closely related to sports events, 
intensity and personal quality, that is, sports injuries, 
which causes serious threat to human health. With 
the development of digital technology, image capture 
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technology is gradually becoming mature. Applying 
it to the medical image recognition can provide doc-
tors with the organ and tissue information needed 
for disease diagnosis, providing technical reference 
for subsequent rehabilitation training [1]. As a pre-
processing step of medical image recognition, image 
segmentation (IS) technology can provide reference 
information for quantitative evaluation such as brain 
tumor segmentation and injury IS. It acts a crucial 
role in the automatic identification of lesion informa-
tion. The current IS is mainly based on the supervised 
segmentation algorithm. Although the segmentation 
effect is good, it lacks accurate image data annotation. 
Meanwhile, the edge part effect is still poor [27]. At 
the same time, Convolutional Neural Network (CNN) 
uses artificial neurons to respond to surrounding 
units to achieve large-scale image processing, which is 
superior in the image recognition. However, the CNN 
also needs to be further improved to enhance the rec-
ognition accuracy and efficiency [25]. Therefore, the 
research improves the U-Net segmentation model. It 
is combined with the optimized CNN to get better ap-
plication in sports injury rehabilitation. The research 
is mainly divided into four parts. The first part is a 
literature review on IS and recognition algorithms 
in visual image capture technology. The second part 
is about the research methods used in this paper. The 
first section is about IS through multi-scale attention 
mechanism. The second section is about sports injury 
image recognition through improved CNN. The third 
part validates the proposed image capture technol-
ogy, including performance testing of the proposed 
method and actual application effects analysis. The 
last part summarizes the application of the proposed 
visual image capture technology in sports injury.

2. Related Works
IS in visual image capture technology is a crucial 
component influencing how well image recognition 
works. Many academics, both domestically and inter-
nationally, have become interested in it recently. Cui 
X’s team [5] developed a recognition method based on 
dual-channel deep learning (DL) for the limitations 
faced by the information-diverse image recognition 
from local or global features. The results showed that 
this method obtained higher recognition accuracy. To 

improve the application of IS platform in medicine, 
Müller and Kramer [6] proposed an open source Py-
thon library MIS CNN. This database contained DL 
models, training models and smart technologies. The 
data showed that the model framework could quickly 
produce the required medical images [17]. Saood and 
Hatem [21] proposed to use DL model and U-NET for 
image classification and segmentation to better diag-
nose patients with new crowns. Combined with com-
puter technology, the patient’s lungs were scanned. 
The results showed that the method had high usability 
in medical IS. To enhance the accuracy of medical IS, 
You C’s team [26] proposed to introduce the contras-
tive distillation framework Sim CVD into the IS. The 
method was based on an unsupervised training strat-
egy with a large amount of data. The results showed 
that the average scores of the framework were 90.85% 
and 89.03%, which were 0.91% and 2.22% higher than 
the traditional advanced methods. Scholars such as 
Feng et al. [7] proposed an interactive few-shot learn-
ing (IFSL) method to solve the problem that the exist-
ing DL model needed a lot of data annotation during 
training. It achieved IS by introducing interactive 
learning into a few shot learning strategy. When there 
were four image lenses, the performance of this meth-
od was significantly improved by more than 20%.
Image recognition has also achieved a series of 
breakthrough research results. Raza and Singh [20] 
analyzed the application of IS in the medical field. 
The application of common models in medicine was 
compared. The advantages and disadvantages of su-
pervised learning and unsupervised learning were 
discussed. The final results showed that both learning 
methods could be applied in the medical field, but the 
recognition effect of unsupervised learning technol-
ogy was better [20]. To better grasp the application 
principles of DL models in the medical area, Guo et al. 
[10] combined machine learning (CML) with DL as a 
hybrid intelligence-driven medical image recognition 
method. The data showed that this method could im-
prove the image recognition accuracy by 2% to 3%. 
Sarvamangala and Kulkarni [22] conducted research 
on the application of CNN in the medical field. The re-
search discussed the various frameworks included in 
CNN and introduced the applications in medical IS, 
recognition. It was found that CNN had better perfor-
mance and feasibility in medical image recognition. Li 
et al. [23] proposed several different super-resolution 



431Information Technology and Control 2024/2/53

methods to solve the limitations of long medical im-
age acquisition time and high radiation dose. The DL 
and different frameworks were described and com-
pared. The findings demonstrated that DL technology 
could be widely used in the medical field, which was 
conducive to intuitively discovering the location of 
patients’ lesions. Alalwan et al. [2] proposed a seman-
tic segmentation DL model for human liver and tumor 
segmentation to improve the accuracy of medical IS 
and recognition. Compared with traditional models, 
this model effectively utilized laterally separable con-
volutional images. The final results showed that the 
model had high performance. It could be effectively 
applied to relevant medical IS and recognition.
In summary, for the application of IS and image rec-
ognition technology in the medical field, most re-
searchers have combined and improved the DL model 
with other algorithms. Therefore, it can be better ap-
plied to medical image tasks. However, there are few 
applications for the fusion of the two methods. The 
accuracy needs to be enhanced. Therefore, IS and 
recognition technology will be improved separately. 
It is applied to image recognition of sports injury to 
provide more reliable information support for reha-
bilitation training.

3. Sports Injury Rehabilitation 
Training Based on Image Capture 
Technology
3.1. IS Based on Multi-scale AM
In this study, the U-Net framework is used to build 
a segmentation network model for sports injury im-
ages. U-Net is developed from a fully CNN. The out-
put resolution is improved through up sampling [16]. 
When segmenting boundaries, image data of the out-
er circle is needed for specific areas. When the image 
itself is the boundary, mirror extrapolation is used to 
supplement the missing data to achieve segmentation 
training [4]. The U-Net structure is U-shaped on the 
whole. Down sampling is maximum pooling and con-
volution. The up sampling is transposed convolution. 
Finally, a 1×1 convolution operation with dimension-
ality reduction as the main function is performed. In 
Figure 1, the U-Net structure is displayed.

In Figure 1, the U-NET network structure is symmet-
rical, forming a structure similar to the letter “U”. The 
left part is a down sampling encoding network. In the 
coding structure, convolution, pooling, and activa-
tion function are used to extract image features. The 
right part of the U-Net network structure is the up 
sampling decoding network. The decoding network 
restores images through repeated up sampling, con-
volution, and activation function. The difference be-
tween U-Net network and FCN network is that U-Net 
network uses the same convolutional operation in the 
encoding and decoding stage. Between layer encoding 
and decoding, skip connections are used to fuse more 
features with low-level image details and high-lev-
el semantic information. U-Net adds the boundary 
weight to the Loss function, as shown in Formula (1).
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In Formula (2), 1d represents the distance 
from the pixel point to the nearest cell. 2d is 
the distance from the second nearest 
cell. ( )cw x  represents the weight that balance 
the foreground-background ratio.  and 

0w represent constant values. Although U-Net 
can cope with the fewer training samples, it 
causes overlapping and redundant 
calculations, leading in the loss of background 
information. Therefore, the study introduces a 
multi-scale attention network for IS, and 
establishes an image network segmentation 
model. This model includes 5 parts, 
convolution layer, de-convolution layer, 
pooling layer, spatial attention module and 
IR-Block module. The input is the sports 
injury image to be segmented. The IR-Block 
block, the 2×2 convolution kernel and the 
pooling layer with a stride of 2 are used as the 
structure of the encoder layer. The primary 
purposes are to lower resolution and extract 
features. After adding the pooling layer, the 
size of the feature map (FM) varies. The image 
FM is reduced to half of the upper image 
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loss of background information. Therefore, the study 
introduces a multi-scale attention network for IS, and 
establishes an image network segmentation model. 
This model includes 5 parts, convolution layer, de-con-
volution layer, pooling layer, spatial attention module 
and IR-Block module. The input is the sports injury 
image to be segmented. The IR-Block block, the 2×2 
convolution kernel and the pooling layer with a stride 
of 2 are used as the structure of the encoder layer. The 
primary purposes are to lower resolution and extract 
features. After adding the pooling layer, the size of the 
feature map (FM) varies. The image FM is reduced to 
half of the upper image feature. After the first pooling 
operation, the obtained image features are reduced to 
1/2 of the original image. After the second layer pooling 
operation, it is reduced to 1/4. After the third layer, it is 
1/8. In the decoder layer of the model, the image reso-
lution and feature size are reduced due to the pooling 
operation of the encoder layer. To restore it to the origi-
nal size, the de-convolution operation is used to realize 
the mapping from small resolution to large resolution. 
The first de-convolution operation expands the size to 
2 times, the second to 4 times, and the third to 8 times. 
The last layer of the model is the convolution operation 
of the 1×1 convolution kernel. The resolution and size 
of the obtained image are consistent with the size of 
the input image. They are mapped through the Sigmoid 
activation function. Then the type of pixel is deter-
mined to realize segmentation prediction. The encoder 
and decoder layers of the model are connected through 
a skip connection layer. An attention mechanism (AM) 
is added simultaneously. The skip connection can pro-
vide high-resolution image features to the decoder lay-
er, which combines the bottom and high-level features 
of the image, improving the model performance. Figure 
2 shows the framework of the IRS-Block model.
In the sports injuries IS task, based on AM, all atten-
tion is focused on key information, which mainly in-
cludes two main steps. The first one is to use the glob-
al scan to extract local useful information. The other 
is to suppress redundancy information and enhance 
useful information. Since the channel and spatial in-
formation of the FM are fused in the local receptive 
field when the convolutional layer extracts features, 
the information contained in the spatial and channel 
positions is quite different. Therefore, the research 
introduces a spatial attention module to preserve the 
global information in the image. Figure 3 is the struc-
ture of the spatial attention module.

Figure 2
The proposed IRS-Block model framework
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The primary role of the attention module is to 
convert the key information contained in the 
image into the spatial domain, because the 
semantic consistency of the image is obtained 
according to the weighting process of the 
channel AM [6]. The input of the spatial 
attention module is a FM. Two branches are 
generated to perform operations. One mainly 
performs a global maximum pooling 
operation on the feature information, so as to 
reduce the dimensions and parameters in the 
network and avoid over fitting to the greatest 
extent. Another branch performs the global 
average pooling operation, so that all 
positions in the FM can get a pixel-level global 
attention map. Then the FMs processed by the 
two branches are connected. The 
dimensionality reduction and feature fusion 
are realized through the convolutional layer 
with a convolution kernel size of 7×7. Finally, 
the spatial attention FM is obtained by the 
Sigmoid activation function, as shown in 
Formula (3). 
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In Formula (3), 7 7f is a convolution 
operation with a convolution kernel size of 
7×7. S

avgF is the FM obtained by global average 
pooling. max

SF  represents the FM obtained by 
global maximum pooling. Spatial attention 
has strong portability, which can be 
embedded in the U-Net network structure. It 
is conducive to the extraction of image detail 
features. To address the gradient decrease 
during training and enhance training stability, 
the optimization and update iteration of the 
network are realized through the binary 
cross-entropy loss function, which is defined 
as shown in Formula (4). 
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Figure 2 shows the framework of the 
IRS-Block model. 
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In the sports injuries IS task, based on AM, all 
attention is focused on key information, 
which mainly includes two main steps. The 
first one is to use the global scan to extract 
local useful information. The other is to 
suppress redundancy information and 
enhance useful information. Since the channel 
and spatial information of the FM are fused in 
the local receptive field when the 
convolutional layer extracts features, the 
information contained in the spatial and 
channel positions is quite different. Therefore, 
the research introduces a spatial attention 

module to preserve the global information in 
the image. Figure 3 is the structure of the 
spatial attention module. 
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The primary role of the attention module is to 
convert the key information contained in the 
image into the spatial domain, because the 
semantic consistency of the image is obtained 
according to the weighting process of the 
channel AM [6]. The input of the spatial 
attention module is a FM. Two branches are 
generated to perform operations. One mainly 
performs a global maximum pooling 
operation on the feature information, so as to 
reduce the dimensions and parameters in the 
network and avoid over fitting to the greatest 
extent. Another branch performs the global 
average pooling operation, so that all 
positions in the FM can get a pixel-level global 
attention map. Then the FMs processed by the 
two branches are connected. The 
dimensionality reduction and feature fusion 
are realized through the convolutional layer 
with a convolution kernel size of 7×7. Finally, 
the spatial attention FM is obtained by the 
Sigmoid activation function, as shown in 
Formula (3). 
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In Formula (3), 7 7f is a convolution 
operation with a convolution kernel size of 
7×7. S

avgF is the FM obtained by global average 
pooling. max

SF  represents the FM obtained by 
global maximum pooling. Spatial attention 
has strong portability, which can be 
embedded in the U-Net network structure. It 
is conducive to the extraction of image detail 
features. To address the gradient decrease 
during training and enhance training stability, 
the optimization and update iteration of the 
network are realized through the binary 
cross-entropy loss function, which is defined 
as shown in Formula (4). 
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lution kernel size of 7×7. Finally, the spatial attention 
FM is obtained by the Sigmoid activation function, as 
shown in Formula (3).
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convert the key information contained in the 
image into the spatial domain, because the 
semantic consistency of the image is obtained 
according to the weighting process of the 
channel AM [6]. The input of the spatial 
attention module is a FM. Two branches are 
generated to perform operations. One mainly 
performs a global maximum pooling 
operation on the feature information, so as to 
reduce the dimensions and parameters in the 
network and avoid over fitting to the greatest 
extent. Another branch performs the global 
average pooling operation, so that all 
positions in the FM can get a pixel-level global 
attention map. Then the FMs processed by the 
two branches are connected. The 
dimensionality reduction and feature fusion 
are realized through the convolutional layer 
with a convolution kernel size of 7×7. Finally, 
the spatial attention FM is obtained by the 
Sigmoid activation function, as shown in 
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In Formula (3), 7 7f is a convolution 
operation with a convolution kernel size of 
7×7. S

avgF is the FM obtained by global average 
pooling. max

SF  represents the FM obtained by 
global maximum pooling. Spatial attention 
has strong portability, which can be 
embedded in the U-Net network structure. It 
is conducive to the extraction of image detail 
features. To address the gradient decrease 
during training and enhance training stability, 
the optimization and update iteration of the 
network are realized through the binary 
cross-entropy loss function, which is defined 
as shown in Formula (4). 
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dient decrease during training and enhance training 
stability, the optimization and update iteration of the 
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In Formula (4), ijp is the predicted result 
value obtained by network segmentation. ijg  
is the real category. 

3.2 Image Recognition of Sports Injuries 
Based on Improved CNN 

After IS, a CNN combined Gradient-weighted 
Class Activation Mapping (Grad-CAM) is 
proposed for image classification, which 
includes AlexNet network and 
Gradient-weighted Class Activation Mapping 
(Grad-CAM) layer. The AlexNet network 
consists of 3 fully connected layers and 5 
convolutional layers. The output of the last 
connected layer is classified through the input 
of the Softmax function. The diagnostic 
classification process of medical images using 
AlexNet network is shown in Figure 4. 
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The convolution kernel contained in 
GCCV-CNN uses convolution operation to 
obtain the medical image feature, that is, 
FeatureMap. The convolution operation is 
shown in Formula (5). 
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In Formula (5), c indicates the quantity of 
channels. '

,i jx indicates the element whose 
coordinate is ( , )i j . The pooling kernel's size 
is represented by k . The values 
of m and n are 0,1,..., 1k . After the 
convolutional layer operation is completed, 
the pooling layer is utilized to lower the 
network's computational loss. It is also to 

extract relevant features in the image. The 
pooling function selected in the research is the 
maximum value. It can overcome the blurring 
defect caused by the average pooling, thereby 
retaining the most significant features. The 
maximum pooling calculation is shown in 
Formula (6). 
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In Formula (6), , ,l i jx represents the element at 
the coordinate ( , )i j  of the layer l  in the 
FeatureMap after the pooling operation. 
When the pooling kernel is larger than stride , 
the output of the pooling layer overlaps each 
other, the feature richness is improved, and 
the information loss is less [8]. After the 
pooling layer in the fully connected layer, all 
neurons are fully connected to the neurons in 
the upper layer to achieve information 
separation in the integrated area. The ReLU 
function serves as the fully linked layer's 
activation function. The proposed 
GCCV-CNN classification process is shown in 
Figure 5. 

When using CNN to classify images, the last 
convolutional layer can obtain the 
FeatureMap containing the key information of 
the original image, that is u vR . u and 
v represent the breadth and height, 
respectively. The CAM technology removes 
the fully connected layer of the last 
convolutional layer and adds a new global 
average pooling (GAP) layer [14]. Each 
FeatureMap in the GAP layer calculates the 
mean value to obtain a new FeatureMap. 
Then it is directly input into the Softmax 
layer. Then, the weights from the GAP layer 
to the Softmax layer  c

k are multiplied and 
added to each FeatureMap, thereby obtaining 
a marked activation map (CAM) with the 
same size as the original image. The 
FeatureMap obtained by the last 
convolutional layer is k , denoted as kA . 
Through the GAP linear transformation, the 
FeatureMap generates c  categories. The 
score of the specific category is cS , as shown 
in Formula (7). 
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The convolution kernel contained in 
GCCV-CNN uses convolution operation to 
obtain the medical image feature, that is, 
FeatureMap. The convolution operation is 
shown in Formula (5). 
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In Formula (5), c indicates the quantity of 
channels. '

,i jx indicates the element whose 
coordinate is ( , )i j . The pooling kernel's size 
is represented by k . The values 
of m and n are 0,1,..., 1k . After the 
convolutional layer operation is completed, 
the pooling layer is utilized to lower the 
network's computational loss. It is also to 

extract relevant features in the image. The 
pooling function selected in the research is the 
maximum value. It can overcome the blurring 
defect caused by the average pooling, thereby 
retaining the most significant features. The 
maximum pooling calculation is shown in 
Formula (6). 
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In Formula (6), , ,l i jx represents the element at 
the coordinate ( , )i j  of the layer l  in the 
FeatureMap after the pooling operation. 
When the pooling kernel is larger than stride , 
the output of the pooling layer overlaps each 
other, the feature richness is improved, and 
the information loss is less [8]. After the 
pooling layer in the fully connected layer, all 
neurons are fully connected to the neurons in 
the upper layer to achieve information 
separation in the integrated area. The ReLU 
function serves as the fully linked layer's 
activation function. The proposed 
GCCV-CNN classification process is shown in 
Figure 5. 
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convolutional layer can obtain the 
FeatureMap containing the key information of 
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the fully connected layer of the last 
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k are multiplied and 
added to each FeatureMap, thereby obtaining 
a marked activation map (CAM) with the 
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FeatureMap obtained by the last 
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value obtained by network segmentation. ijg  
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After IS, a CNN combined Gradient-weighted 
Class Activation Mapping (Grad-CAM) is 
proposed for image classification, which 
includes AlexNet network and 
Gradient-weighted Class Activation Mapping 
(Grad-CAM) layer. The AlexNet network 
consists of 3 fully connected layers and 5 
convolutional layers. The output of the last 
connected layer is classified through the input 
of the Softmax function. The diagnostic 
classification process of medical images using 
AlexNet network is shown in Figure 4. 

Convolution

Convolution

Overlanpping
Max Pool

Overlanpping
Max Pool

Convolution

Overlanpping
Max Pool

FC

FC

FC

Convolution

Softmax

Figure 4. AlexNet network for diagnosis and 
classification of medical images 

The convolution kernel contained in 
GCCV-CNN uses convolution operation to 
obtain the medical image feature, that is, 
FeatureMap. The convolution operation is 
shown in Formula (5). 
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is represented by k . The values 
of m and n are 0,1,..., 1k . After the 
convolutional layer operation is completed, 
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In Formula (6), , ,l i jx represents the element at 
the coordinate ( , )i j  of the layer l  in the 
FeatureMap after the pooling operation. 
When the pooling kernel is larger than stride , 
the output of the pooling layer overlaps each 
other, the feature richness is improved, and 
the information loss is less [8]. After the 
pooling layer in the fully connected layer, all 
neurons are fully connected to the neurons in 
the upper layer to achieve information 
separation in the integrated area. The ReLU 
function serves as the fully linked layer's 
activation function. The proposed 
GCCV-CNN classification process is shown in 
Figure 5. 

When using CNN to classify images, the last 
convolutional layer can obtain the 
FeatureMap containing the key information of 
the original image, that is u vR . u and 
v represent the breadth and height, 
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FeatureMap generates c  categories. The 
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In Formula (4), ijp is the predicted result 
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After IS, a CNN combined Gradient-weighted 
Class Activation Mapping (Grad-CAM) is 
proposed for image classification, which 
includes AlexNet network and 
Gradient-weighted Class Activation Mapping 
(Grad-CAM) layer. The AlexNet network 
consists of 3 fully connected layers and 5 
convolutional layers. The output of the last 
connected layer is classified through the input 
of the Softmax function. The diagnostic 
classification process of medical images using 
AlexNet network is shown in Figure 4. 
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The convolution kernel contained in 
GCCV-CNN uses convolution operation to 
obtain the medical image feature, that is, 
FeatureMap. The convolution operation is 
shown in Formula (5). 
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is represented by k . The values 
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pooling function selected in the research is the 
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defect caused by the average pooling, thereby 
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the coordinate ( , )i j  of the layer l  in the 
FeatureMap after the pooling operation. 
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the output of the pooling layer overlaps each 
other, the feature richness is improved, and 
the information loss is less [8]. After the 
pooling layer in the fully connected layer, all 
neurons are fully connected to the neurons in 
the upper layer to achieve information 
separation in the integrated area. The ReLU 
function serves as the fully linked layer's 
activation function. The proposed 
GCCV-CNN classification process is shown in 
Figure 5. 

When using CNN to classify images, the last 
convolutional layer can obtain the 
FeatureMap containing the key information of 
the original image, that is u vR . u and 
v represent the breadth and height, 
respectively. The CAM technology removes 
the fully connected layer of the last 
convolutional layer and adds a new global 
average pooling (GAP) layer [14]. Each 
FeatureMap in the GAP layer calculates the 
mean value to obtain a new FeatureMap. 
Then it is directly input into the Softmax 
layer. Then, the weights from the GAP layer 
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k are multiplied and 
added to each FeatureMap, thereby obtaining 
a marked activation map (CAM) with the 
same size as the original image. The 
FeatureMap obtained by the last 
convolutional layer is k , denoted as kA . 
Through the GAP linear transformation, the 
FeatureMap generates c  categories. The 
score of the specific category is cS , as shown 
in Formula (7). 
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and added to each FeatureMap, thereby obtaining a 
marked activation map (CAM) with the same size as 
the original image. The FeatureMap obtained by the 
last convolutional layer is k , denoted as kA . Through 
the GAP linear transformation, the FeatureMap gen-
erates c  categories. The score of the specific category 
is cS , as shown in Formula (7).
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Figure 5. The Proposed GCCV-CNN classification process 
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According to Formula (10), dy is the interest 
degree that the d class for the final 
FeatureMap of the k channel. d

ka is weight. 
The final FeatureMap is linearly weighted and 
combined. The result is shown in Formula 
(11). 
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The two-dimensional FeatureMap is passed to 
the ReLU activation function. The output is 
shown in Formula (12). 
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the Grad-CAM map obtained from the input 
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In Formula (7), d  represents the serial number of the 
target category. ω d

k  represents the weight from the 
GAP layer to the Softmax layer. j  and i  represents the 
high and wide dimension serial numbers, respective-
ly. A represents the final output FeatureMap. Since 
the CNN structure does not have weight ω d

k , the net-
work must eventually be retrained. Therefore, the 
research introduces Grad-CAM to obtain the Grad-
CAM diagram of the image, as shown in Formula (8).
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mation lost by the fully connected layer. This creates 

Figure 5
The Proposed GCCV-CNN classification process

Convolution PoolingInput Output Grad-CAM

Full connection

 
Figure 5. The Proposed GCCV-CNN classification process 

 

1  d d k
k ij

k i j
S A

Z
.       (7) 

In Formula (7), d represents the serial 
number of the target category.  d

k represents 
the weight from the GAP layer to the Softmax 
layer. j  and i  represents the high and 
wide dimension serial numbers, respectively. 
A  represents the final output FeatureMap. 

Since the CNN structure does not have 
weight d

k , the network must eventually be 
retrained. Therefore, the research introduces 
Grad-CAM to obtain the Grad-CAM diagram 
of the image, as shown in Formula (8). 

1  d k d
ij k

i j k
S A

Z
.      (8) 

Adding Grad-CAM technology to the CNN 
structure can provide a better visual 
interpretation and interpretability view for 
the neural network. Therefore, more 
information that can explain CNN in 
classification tasks is obtained. The study uses 
Grad-CAM technology to obtain a 
gradient-weighted category activation map, 
highlighting important areas of the image and 
improving classification visualization through 
marking. The deep-level features in CNN can 
well represent the visual structure of the 
image. The final output FeatureMap retains 
the spatial information lost by the fully 
connected layer. This creates necessary 
conditions for using FeatureMap to save the 
original image spatial information. The 
Grad-CAM technology learns the weight of all 
neurons to the final decision through the 
gradient information of the last convolutional 
layer, which is in line with CNN's features 
[24]. The CNN image classification based on 
Grad-CAM technology is shown in Figure 6. 

CNN

FC

+

ReLU

Grad-CAM

Input

Figure 6. CNN image classification process based 
on Grad-CAM technology 
gy  is target class probability output by the 

Softmax layer in CNN. ijA is the final output 
FeatureMap. The calculation method of 
partial derivative dy of ijA  is shown in 
Formula (9). 






d

ij
ij

ya
A

.             (9) 

The partial derivative for all pixels of dy on 
the FeatureMap and the global average are 
calculated. 

1 



d

d
k

i j ij

ya
Z A

.          (10) 

According to Formula (10), dy is the interest 
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The final FeatureMap is linearly weighted and 
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According to Formula (10), dy is the interest 
degree that the d class for the final 
FeatureMap of the k channel. d

ka is weight. 
The final FeatureMap is linearly weighted and 
combined. The result is shown in Formula 
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The partial derivative for all pixels of dy on the Fea-
tureMap and the global average are calculated.
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According to Formula (10), dy is the interest 
degree that the d class for the final 
FeatureMap of the k channel. d

ka is weight. 
The final FeatureMap is linearly weighted and 
combined. The result is shown in Formula 
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According to Formula (10), dy  is the interest degree 
that the d  class for the final FeatureMap of the k
channel. d

ka  is weight. The final FeatureMap is lin-
early weighted and combined. The result is shown in 
Formula (11).
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Finally, the output result of the two-dimensional map 
is obtained, which is the Grad-CAM map obtained 
from the input image. Therefore, the final output Fea-
tureMap can be retained through Grad-CAM technol-
ogy. Then it is reversed to obtain the interest degree of 
the target category in the final output FeatureMap. The 
features are marked on the original image to realize the 
color visualization of image classification. For segmen-
tation and recognition accuracy, the calculation of the 
evaluation index F1 score is shown in Formula (13).

image. Therefore, the final output FeatureMap 
can be retained through Grad-CAM 
technology. Then it is reversed to obtain the 
interest degree of the target category in the 
final output FeatureMap. The features are 
marked on the original image to realize the 
color visualization of image classification. For 
segmentation and recognition accuracy, the 
calculation of the evaluation index F1 score is 
shown in Formula (13). 
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In Formula (13), TP means the correct 
detection. The result of the positive class 
detection is the positive class. FN  indicates 
false detections. The positive detection results 
are negative. FP  indicates the false 
detections. The negative class results are 
positive class. The Accuracy and Precision are 
shown in Formula (14). 
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In Formula (14), TN is the wrong detection. 
The negative class detection result is the 
negative class. The Sensitivity and Specificity 
are shown in Formula (15). 
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4. Analysis of the Application 

Effect of Image Recognition in 
Sports Injury Rehabilitation 

Firstly, the IS effect of the proposed IRS-Net 
network is verified. To improve classification 
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To verify the IS effect of IRS-Net network, it is 
compared with the U-Net Medical IS network 
and the CA-Network medical IS network in 
literature [11], and the DO-UNet medical IS 
network in literature [9, 11, 12]. The data set 
used in the test is the Muskuloskeletal 
Radiographs Abnormalities Database 
(MURA) database, which is a data set of 
musculoskeletal radiographs. This dataset 
includes 12,173 patients, a total of 14,863 
researches, and 40,561 multi-view radiology 
images. The performance evaluation results of 
the four methods in this dataset are shown in 
Figure 7. From Figure 7, the F1 score of the 
proposed IRS-Net network is 98.85%, which is 
1.30%, 0.89% and 0.44% higher compared 

(13)

In Formula (13), TP  means the correct detection. The 
result of the positive class detection is the positive 
class. FN  indicates false detections. The positive detec-
tion results are negative. FP indicates the false detec-
tions. The negative class results are positive class. The 
Accuracy and Precision are shown in Formula (14).

image. Therefore, the final output FeatureMap 
can be retained through Grad-CAM 
technology. Then it is reversed to obtain the 
interest degree of the target category in the 
final output FeatureMap. The features are 
marked on the original image to realize the 
color visualization of image classification. For 
segmentation and recognition accuracy, the 
calculation of the evaluation index F1 score is 
shown in Formula (13). 
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To verify the IS effect of IRS-Net network, it is 
compared with the U-Net Medical IS network 
and the CA-Network medical IS network in 
literature [11], and the DO-UNet medical IS 
network in literature [9, 11, 12]. The data set 
used in the test is the Muskuloskeletal 
Radiographs Abnormalities Database 
(MURA) database, which is a data set of 
musculoskeletal radiographs. This dataset 
includes 12,173 patients, a total of 14,863 
researches, and 40,561 multi-view radiology 
images. The performance evaluation results of 
the four methods in this dataset are shown in 
Figure 7. From Figure 7, the F1 score of the 
proposed IRS-Net network is 98.85%, which is 
1.30%, 0.89% and 0.44% higher compared 
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4. Analysis of the Application Effect 
of Image Recognition in Sports 
Injury Rehabilitation
Firstly, the IS effect of the proposed IRS-Net network 
is verified. To improve classification accuracy, the 
IRS-Net network model is pre-trained on the open 
Data set Lung Kaggle in the Lung Nodule Analysis 
competition in the 2017 Kaggle Data Science Bowl. 
During the training and testing, the data in nii for-
mat is converted to numpy format, which is more 
convenient for data loading. The data set consists of 
3D CT images, including lung CT images and corre-
sponding mask images, respectively. The experimen-
tal platform is Ubuntu operating system. The hard-
ware configuration of the experiment is Tesla P4. 
The memory is 16 G. The software is CUDA10.1 and 
Python 3.6. The deep learning framework is Keras. 
The proposed segmentation algorithm uses Adam 
optimizer for network training. To improve the effi-
ciency of the network, batch input of the network is 
adopted. The batch size is 8. A total of 50 epochs are 
trained to achieve the convergence of the model. After 
fine-tuning the model, to verify the IS effect of IRS-
Net network, the method proposed in the research is 
compared with classic medical IS networks, includ-
ing CA-Net, DO-UNet, and U-Net. Table 1 displays 
the fundamental environment.

Table 1
Basic environment of experiment

Project _ Configuration conditions

Experimental platform Ubuntu operating system

GPU Tesla P4

Internal memory 16G

Software configuration CUDA10.1, Python3.6

DL framework Keras

To verify the IS effect of IRS-Net network, it is com-
pared with the U-Net Medical IS network and the 
CA-Network medical IS network in literature [11], 
and the DO-UNet medical IS network in literature 
[9, 11, 12]. The data set used in the test is the Mu-
skuloskeletal Radiographs Abnormalities Database 
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Figure 7
Performance evaluation index mean of four methods in MURA database comparison results of Average Speed of Single 
Image Processing

(MURA) database, which is a data set of musculoskel-
etal radiographs. This dataset includes 12,173 patients, 
a total of 14,863 researches, and 40,561 multi-view ra-
diology images. The performance evaluation results of 
the four methods in this dataset are shown in Figure 7. 
From Figure 7, the F1 score of the proposed IRS-Net 
network is 98.85%, which is 1.30%, 0.89% and 0.44% 
higher compared with U-Net, CA-Net and DO-UNet, 
respectively. The IRS-Net network accuracy is 98.74%, 
which is 2.03%, 1.30% and 1.25% higher than U-Net, 
CA-Net and DO-UNet, respectively. It shows that the 
improved network enhances the accuracy index, be-
cause of the proposed method in this study significant-
ly improves the segmentation accuracy of motor dam-
age images. The IRS-Net network accuracy is 99.74%, 
0.50%, 0.37%, and 0.23% higher compared to U-Net, 
CA-Net and DO-UNet, respectively. The proposed 
IRS-Net network has better F1 score, accuracy and ac-
curacy evaluation metrics than the other three meth-
ods. Compared with other algorithms, the improved 
IRS-Net algorithm has lower sensitivity, because the 
edge features of the medical images are not significant. 
Finally, in the running time, the IRS-Net model is 189 
ms, which is 26 ms, 84 ms, and 21 ms faster compared 
to U-Net, CA-Net, and DO-UNet, respectively. It has 
less runtime. Combined with the objective evaluation 
index, the proposed model is still superior. The reason 

image. Therefore, the final output FeatureMap 
can be retained through Grad-CAM 
technology. Then it is reversed to obtain the 
interest degree of the target category in the 
final output FeatureMap. The features are 
marked on the original image to realize the 
color visualization of image classification. For 
segmentation and recognition accuracy, the 
calculation of the evaluation index F1 score is 
shown in Formula (13). 
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To verify the IS effect of IRS-Net network, it is 
compared with the U-Net Medical IS network 
and the CA-Network medical IS network in 
literature [11], and the DO-UNet medical IS 
network in literature [9, 11, 12]. The data set 
used in the test is the Muskuloskeletal 
Radiographs Abnormalities Database 
(MURA) database, which is a data set of 
musculoskeletal radiographs. This dataset 
includes 12,173 patients, a total of 14,863 
researches, and 40,561 multi-view radiology 
images. The performance evaluation results of 
the four methods in this dataset are shown in 
Figure 7. From Figure 7, the F1 score of the 
proposed IRS-Net network is 98.85%, which is 
1.30%, 0.89% and 0.44% higher compared 

may be that the multi-scale AM in the IRS-Net net-
work and embedded Grad-CAM technology provide 
high-resolution image features for the decoder layer. 
The bottom and advanced features of the image are 
combined to improve the performance of the model.
To further verify the influence of the AM and the 
multi-scale feature extraction module on the IS per-
formance, different modules are added to the U-Net 
network. The optimal effect of IRS-Net is proved by 
ablation experiments. The test of the basic U-Net in 
the MURA database is recorded as Experiment A. The 
combination of AM and U-Net network is recorded as 
Experiment B. The combination of multi-scale fea-
ture extraction and U-Net network is recorded as Ex-
periment C. The proposed IRS-Net model is recorded 
as experiment D. Figure 8 displays the comparison 
findings. Figure 8(a) displays the F1 score, Accuracy, 
Precision and Specificity results of the four exper-
iments. Figure 8(b) shows the AUC and Sensitivity 
results of the four experiments. From Figure 8(a), 
the F1 score, Accuracy, Precision and Specificity val-
ues of Experiment D are 98.85%, 99.74%, 98.74% and 
99.77%, respectively. The finding indicates that the 
IRS-Net model is better than the other three models. 
From Figure 8 (b), the AUC and sensitivity indexes of 
experiment D are better than the other three experi-
ments. The AUC is the area under the ROC curve, be-
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Figure 8
Mean value of performance evaluation indexes of four experiments

with U-Net, CA-Net and DO-UNet, 
respectively. The IRS-Net network accuracy is 
98.74%, which is 2.03%, 1.30% and 1.25% 
higher than U-Net, CA-Net and DO-UNet, 
respectively. It shows that the improved 
network enhances the accuracy index, because 
of the proposed method in this study 
significantly improves the segmentation 
accuracy of motor damage images. The 
IRS-Net network accuracy is 99.74%, 0.50%, 
0.37%, and 0.23% higher compared to U-Net, 
CA-Net and DO-UNet, respectively. The 
proposed IRS-Net network has better F1 
score, accuracy and accuracy evaluation 
metrics than the other three methods. 
Compared with other algorithms, the 
improved IRS-Net algorithm has lower 
sensitivity, because the edge features of the 
medical images are not significant. Finally, in 
the running time, the IRS-Net model is 189 
ms, which is 26 ms, 84 ms, and 21 ms faster 
compared to U-Net, CA-Net, and DO-UNet, 
respectively. It has less runtime. Combined 
with the objective evaluation index, the 
proposed model is still superior. The reason 
may be that the multi-scale AM in the IRS-Net 
network and embedded Grad-CAM 
technology provide high-resolution image 
features for the decoder layer. The bottom and 
advanced features of the image are combined 
to improve the performance of the model. 

To further verify the influence of the AM and 

the multi-scale feature extraction module on 
the IS performance, different modules are 
added to the U-Net network. The optimal 
effect of IRS-Net is proved by ablation 
experiments. The test of the basic U-Net in the 
MURA database is recorded as Experiment A. 
The combination of AM and U-Net network is 
recorded as Experiment B. The combination of 
multi-scale feature extraction and U-Net 
network is recorded as Experiment C. The 
proposed IRS-Net model is recorded as 
experiment D. Figure 8 displays the 
comparison findings. Figure 8(a) displays the 
F1 score, Accuracy, Precision and Specificity 
results of the four experiments. Figure 8(b) 
shows the AUC and Sensitivity results of the 
four experiments. From Figure 8(a), the F1 
score, Accuracy, Precision and Specificity 
values of Experiment D are 98.85%, 99.74%, 
98.74% and 99.77%, respectively. The finding 
indicates that the IRS-Net model is better than 
the other three models. From Figure 8 (b), the 
AUC and sensitivity indexes of experiment D 
are better than the other three experiments. 
The AUC is the area under the ROC curve, 
between 0.1 and 1. The larger AUC in the 
horizontal axis shows better model 
performance. This indicates that the IS 
performance of the IRS-Net model is better. 
The AM and multi-scale feature extraction 
modules have the potential to significantly 
improve the IS performance. 
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tween 0.1 and 1. The larger AUC in the horizontal axis 
shows better model performance. This indicates that 
the IS performance of the IRS-Net model is better. 
The AM and multi-scale feature extraction modules 
have the potential to significantly improve the IS per-
formance.
The GCCV-CNN algorithm proposed in the study is 
verified for image classification. The ResNet model 
is commonly utilized in medical image classification 

in the CNN model. It is compared with the proposed 
GCCV-CNN mode. A test set and a training set are 
separated in the MURA database, respectively, which 
are randomly selected according to the ratio of 25% 
and 75% respectively. Considering the CPU, GPU and 
memory performance, both models are run 50 times. 
Figure 9 displays the obtained accuracy curves for 
the training set and test set. Figure 9(a) and (b) re-
spectively show the variation of the accuracy rate in 

Figure 9
The accuracy curve of the training set and test set obtained by running the two models for 50 times
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Figure 9. The accuracy curve of the training set and test set obtained by running the two models for 50 times 
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Figure 10. Test set and training set loss curve results of the two models 
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Figure 11. The results of four models in the recognition of actual sports injury images 

 

The GCCV-CNN algorithm proposed in the study is verified for image classification. The ResNet model is 
commonly utilized in medical image classification in the CNN model. It is compared with the proposed 
GCCV-CNN mode. A test set and a training set are separated in the MURA database, respectively, which 
are randomly selected according to the ratio of 25% and 75% respectively. Considering the CPU, GPU and 
memory performance, both models are run 50 times. Figure 9 displays the obtained accuracy curves for 
the training set and test set. Figure 9(a) and (b) respectively show the variation of the accuracy rate in the 
training set and test set with the number of iterations. The accuracy rate is plotted on the vertical axis, with 
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Figure 10
Test set and training set loss curve results of the two models

the training set and test set with the number of iter-
ations. The accuracy rate is plotted on the vertical 
axis, with the number of iterations on the horizontal 
axis. From Figure 9(a), the ResNet model converges 
at 15 iterations, and then the accuracy rate stabilizes 
at about 90%. The GCCV-CNN model converges at 
5 iterations, and the accuracy rate stabilizes at 96%, 
with an increase of 6%. From Figure 9(b), the GC-
CV-CNN model is still better than the ResNet mod-
el, converging only in 8 iterations. The accuracy rate 
can be maintained at about 98%. The ResNet model 
is only stable around 93%. Overall, the GCCV-CNN 
model achieves a superior classification effect and a 
better training effect.
Figure 10 shows the changes in the loss curves of the 
two models. The loss coefficient is represented by the 
vertical axis, while the number of iterations is repre-
sented by the horizontal axis. From Figure 10(a), the 
loss coefficient of the ResNet model fluctuates greatly 
with the iterations. The highest iteration is 0.7, and 
the lowest is about 0.1, which is very unstable. How-
ever, after the 10th iteration of the GCCV-CNN mod-
el, the loss coefficient gradually fluctuates around 0. 
The maximum value is only 0.4, and the waveform 
does not appear to vibrate significantly. From Figure 
10(b), the fluctuation of the loss curve for the ResNet 
decreases, the highest is close to 1.2, and the loss co-
efficient approaches 0 only between 20 and 35 itera-
tions. However, the fluctuation of the loss curve in the 
GCCV-CNN model basically disappears. The loss co-
efficient approaches 0 after 5 iterations. It shows that 

the error of the GCCV-CNN model is smaller, which 
has stronger classification ability.
Finally, The IRS-Net IS algorithm is used as a prepro-
cessing step. It is combined with GCCV-CNN algorithm 
in the recognition and classification of sports injury 
images. Through the investigation of 10 well-known 
rehabilitation institutions and 5 provincial hospitals, 
skeletal medical images, muscles and skin images in 
sports injuries are collected. The new data are formed 
after screening by doctors and experts in the field set 
to verify the actual application effect of the combined 
method. The data set contains a total of 1086 images of 
bone, muscle and skin injuries. The combined method 
is compared with GCCV-CNN, CNN in reference [12], 
and the M-C model in reference [27]. Each model is run 
3 times. A total of 100 images are processed randomly. 
The outcomes are displayed in Figure 11. Figure 11(a) 
shows the image recognition accuracy of the 4 meth-
ods. Figure 11(a) displays the time required for 3 pro-
cessing. According to Figure 11(a), the highest accuracy 
rates of CNN, M-C and GCCV-CNN are 90%, 94%, and 
95%, respectively. The accuracy rate of CNN fluctuates 
relatively greatly. The lowest value is close to 85%. The 
accuracy of GCCV-CNN method is basically kept above 
95%, with a maximum of 97%, because the improved 
method model is able to extract more abundant and 
more accurate features from medical images. From Fig-
ure 11(b), among the four methods, CNN consumes the 
shortest time, all within the range of 2s. The time differ-
ence between M-C and GCCV-CNN is small, all within 
the range of 3-4s. The combined combination is as low 
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Table 2
Comparison results between research methods and the 
latest IS techniques

Method Type Run 
time/s Accuracy/%

Medical IS technology [18] 6.37 92.65

Optimized multi-kernel FCM method [13] 5.92 91.07

Differential evolution [3] 7.83 93.55

Image processing-based system [19] 7.06 93.01

GCCV-CNN 3.44 98.96
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as 3s and as high as 4s. The required time is gradually 
shortened. From the perspective of comprehensive 
time and accuracy, the running time of the combined 
method has increased, which may be because of the 
more detailed features, so it takes a long time. Com-
pared with other methods, the time difference is small 
and the accuracy is high. Therefore, after comprehen-
sive consideration, the improved combined method has 
better performance and has more advantages.
To further validate the superior performance of the 
proposed method, it is compared with the latest IS 
and recognition techniques. Five methods are inde-
pendently run 10 times on a self-built dataset. The 
accuracy and average recognition time obtained are 
shown in Table 2.

The latest research methods in Table 2 are the opti-
mized multi-kernel FCM method proposed in 2023 
in literature [13], the Differential proposed in litera-
ture [3] evolution, the image processing based system 
proposed in 2023 in literature [19], and the research 
method proposed in this paper. From Table 2, the ac-
curacy of the four methods in the reference is more 
than 90%, the maximum accuracy is 93.55%, and the 
running time is about 6s. The running time of the 
GCCV-CNN method proposed in this study is 3.44s, 
and the accuracy rate is 98.96%. This shows that GC-
CV-CNN has obviously better actual performance. 

5. Conclusion
The promotion of national fitness has led to the rapid 
development of sports types. The subsequent sports 
injuries have gradually increased. Using modern tech-
nology to analyze sports injury has become a new 
mainstream trend. Visual image capture technology 
is used as a starting point to analyze the image recog-
nition technologies it encompasses. Firstly, a multi-
scale AM is introduced into the U-Net framework. An 
IS model is established. Then the Grad-CAM technol-
ogy is embedded to improve the CNN medical image 
classification algorithm. Finally, the segmentation 
model and classification algorithm are combined to 
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recognize the sports injury image. The results show 
that the proposed IRS-Net network segmentation 
model is 0.50%, 0.37% and 0.23% higher than U-Net, 
CA-Net and DO-UNet in accuracy indicators. The 
highest AUC is 98.93%. The loss coefficient of the im-
proved GCCV-CNN algorithm gradually fluctuates 
around 0 after the 10th iteration in the training set, the 
maximum value is only 0.4, and the waveform does not 
oscillate. The loss coefficient approaches 0 after 5 iter-
ations in the test set. After taking the IRS-Net segmen-
tation model as the preprocessing step of GCCV-CNN 
algorithm, the accuracy rate basically remains above 
95%, the maximum can reach 98%, and the minimum 
running time is close to 3s. It shows that the IS and rec-
ognition method proposed in the research has higher 
accuracy and better comprehensive performance. The 

proposed IS and recognition method has high accu-
racy and excellent overall performance. At the same 
time, it also shows that the application potential of 
this technology is of great significance for improving 
the rehabilitation effect of Sports injury. In the future, 
personalized and customized virtual rehabilitation 
applications can be studied according to the individ-
ual characteristics of patients, such as the type of in-
jury, severity and specific rehabilitation needs. Visual 
image capture technology is used to promote the sim-
ulation research of sports injury rehabilitation. It im-
proves the effectiveness, efficiency and accessibility 
of rehabilitation practice. However, the research does 
not pay enough attention to the speed of image recog-
nition. The efficiency of image processing needs to be 
continuously improved in subsequent research.
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