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Network traffic anomaly detection, as a key link of network security, has been paid more and more attention in 
recent years. Aiming at abnormal flow caused by improper network usage, this paper proposes a network flow 
anomaly detection model using representation learning. In this model, the study treats raw flow data as images 
directly through representation learning, and then classifies malicious flow by performing image classification 
tasks. The study is tested using the USTC-TFC2016 dataset. The experimental results show that the model 
exhibits excellent classification accuracy of 0.9990 both in the characterization of flow sessions and total flow, 
and PR and F1 values are all above 0.9907. In addition, the classification accuracy of the three classifiers for flow 
data is more than 98%, and the classification accuracy of normal flow and malicious flow is 100%. The experi-
mental results show that the proposed method meets the needs of practical applications and has excellent clas-
sification performance. This provides a new research angle and direction for network flow anomaly detection.
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1. Introduction
With the continuous development of information 
technology, the Internet has an important relation-
ship with people’s interests and has become an indis-
pensable infrastructure for people. At the same time, 
the rise of malicious flow has brought huge impact on 
the social economy and stability. Therefore, network 
flow anomaly detection has become a key research 
object, and network flow classification is an import-
ant method of that [11]. Flow classification refers to 
the association of network flow to the applications 
that generate it. It plays an extremely important role 
in network management and network security [2]. 
Especially in network security, flow classification is 
actually the primary work of anomaly detection and 
other measures to detect the malicious use of network 
resources. At present, the mainstream flow classifi-
cation methods include four categories: port-based 
methods, DPI-based methods, statistic-based meth-
ods, behavior-based methods. The first two methods 
are rule-based hard coding methods. It is character-
ized by matching and classification according to fixed 
rules made manually. The latter two methods are 
classical machine learning methods. Its feature is to 
fit the model from the historical data according to the 
manually selected features for classification [3, 26]. 
The behavior-based method overcomes the problems 
of encrypted flow identification and high unpacking 
cost that cannot be solved by the rule-based method. 
However, how to choose the appropriate characteris-
tics is a difficult task. Therefore, aiming at the feature 
dependence problem of malicious traffic classifica-
tion methods based on traditional machine learning, 
this paper proposes a malicious traffic classification 
method based on representation learning. Methods 
The expression of traffic direction was analyzed, and 
the expression features were extracted by deep learn-
ing method, which had certain novelty in the feature 
extraction and characterization of network traffic 
classification. The research is mainly divided into 
four parts. The first part is to summarize and analyze 
the research results of domestic and foreign scholars 
on RL technology and flow anomaly detection tech-
nology; The second part is to establish the framework 
of the RL model and the extensibility test, and intro-
duce the way of data preprocessing; The third part is 
to validate and analyze the method of RL and the ex-
tensibility test; The fourth part is to summarize the 

research, analyze the deficiencies in the research, and 
propose the future research direction. The research 
aims to further improve the accuracy and efficiency 
of malicious flow classification, and provide strong 
guarantee for property protection and social stability.

2. Related Works
The current RL algorithm can extract features from 
the original data, thus avoiding the traditional fea-
ture-based artificial selection. Especially in speech 
recognition and image classification, it has a good ap-
plication prospect. Sch ö lkopf and others reviewed the 
basic knowledge of causal reasoning. It was also asso-
ciated with important open issues in machine learning 
to analyze the impact of causality on contemporary 
machine learning. They found that most causal studies 
were based on a specific causal factor. Therefore, in the 
research of artificial intelligence and causality, there 
was a core issue that was the RL of causality. On this ba-
sis, the causes and results of machine learning was de-
scribed, and the main research directions of the inter-
section of the two disciplines was given [20]. Ericsson 
and other researchers introduced four main methods 
and the latest technologies, and explained how to use 
self-monitoring in various data formats. They also dis-
cussed practical issues such as workflow, representa-
tion portability, and computing costs. Finally, research-
ers have studied some important issues in this field. 
This has laid a solid foundation for future research [6]. 
Fang X and other scholars proposed a new geometrical-
ly enhanced molecular characterization learning meth-
od (GEM). The algorithm adopted a special geometric 
structure to construct. Several special geometry-level 
adaptive learning strategies were used to learn geome-
try knowledge. They compared GEM with various base-
lines under different benchmarks. The results showed 
that this method was much better than other baselines 
[7]. Zhou researchers proposed a specific association 
model to characterize the possible multiple source re-
lationships. First, the different features generated by 
each encoder were used to estimate the parameters 
independent of the mode. Then the individual’s repre-
sentation was transformed into possible multi-source 
correlation features. Finally, the attention mechanism 
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was used to integrate cross-pattern related representa-
tion into shared representation, highlighting the most 
critical segmentation feature. Through the analysis of 
the BraTS datasets, it is found that the model had a good 
processing effect. When one or more modes were lost, 
they still had a robust effect [25].
The research on network security maintenance is of 
great significance in society. Yang et al. studied a new 
malicious data flow detection method based on deep 
learning. The model can automatically extract mali-
cious data from encrypted networks, and has the char-
acteristics of autonomous learning and intelligent 
adaptability. The model could effectively overcome 
the problems of sample size and distribution imbal-
ance. Through verification experiments, this method 
could distinguish normal and unconventional flow, 
with an accuracy of 99.94%. Experiments showed 
that this method could effectively improve malicious 
flow detection in encrypted networks [24]. Arivu-
dambi and other scholars proposed a new flow anal-
ysis scheme using relevant methods. They verified it 
by collecting real-time flow data for a week. The ex-
perimental results denoted that the proposed method 
was superior to the current flow analysis technology. 
And they showed the excellent flow classification per-
formance of this method, effectively solving the net-
work attack problem of malicious flow [4]. Sharma 

and other scholars proposed a new network anomaly 
detection method based on features. On this basis, the 
optimal feature selection method was used to clas-
sify DNS services. In the second stage, an improved 
HoltWinter method was used to predict the normal 
behavior in the future. Finally, it needed to determine 
the location of abnormal data. The experiment indi-
cated that the prediction accuracy of their proposed 
method has been greatly improved [21]. Nakashima 
M team proposed an integration technology based on 
greedy search. This technology solved the termina-
tion problem in feature elimination and reduced the 
number of feature points. The method was tested by 
two sets of datasets. The results illustrated that the 
integrated recognition method could achieve compa-
rable performance with traditional selection technol-
ogy in the case of a small number of features [16].
To sum up, RL has the function of reducing task com-
plexity and saving feature workload. Network flow 
is characterized by complexity and high difficulty in 
feature processing. Therefore, the research applied 
RL to flow detection technology and proposed a flow 
anomaly detection method based on RL. Its purpose 
is to help malicious flow be more accurately identi-
fied and improve the stability of the network environ-
ment. The specific characteristics of related work are 
shown in Table 1.

Table 1
Comparison table of specific features

Method Advantage Shortcoming

GEM [7]

The special geometric structure can capture the intrinsic 
geometric features of the data, which is suitable for the analysis 
of complex data structures. The geometric adaptive learning 
strategy is helpful to improve the adaptive ability and learning 
efficiency of the model to the data features.

High complexity. 
It has limited applicability 
and generality to other 
types of data

Malicious data stream detec-
tion for deep learning [24]

Automatic feature extraction. 
High accuracy.

High computing resource 
requirements. 
Model transparency is low

Specific association models 
deal with multiple source 
relationships [25]

Efficient integration of multi-source data.
 Reinforce key features

The model complexity is 
high. 
Strong data dependence

Integration technology based 
on greedy search [16]

High feature selection efficiency.
Strong adaptability

Overfitting is easy to occur.
The search efficiency is 
low

Classification of 
malicious traffic based on 
representation learning

Direct use of raw data to reduce feature engineering requirements; 
High classification performance and accuracy; 
Adaptability and scalability; 
Reduce the calculation burden

/
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3. Construction of Malicious Flow 
Classification Model Based on RL
RL aims to extract meaningful and distinguishable 
features from raw data. When studying the process-
ing of network flow data as images, it is actually a 
transformation or mapping of the data to reveal its 
internal structure and patterns in new forms. The 
connection between the malicious flow classifica-
tion model based on RL and the expression form of 
network flow is mainly reflected in how to effectively 
extract, express, and utilize key information and pat-
terns in flow data to achieve efficient, accurate, and 
robust network anomaly detection.

3.1. Expressions of Network Flow
Using the flow classification method of machine 
learning, it is necessary to segment the continuous 
flow according to a certain granularity, and then ob-
tain multiple discrete cells. Each packet in these dis-
crete units is divided into multiple layers through OSI 
or TCP/IP [1]. There are many different ways to seg-
ment network flow, including TCP connection form, 
host, service, session and flow. In the same original 
flow data, it is segmented in different forms. The rep-
resentation of the datasets is also quite different. Cur-
rently, the form of flow and session is widely used in 
flow classification. Flow refers to all packets of source 
IP, destination IP, source port, destination port and 
transport layer protocol. The five tuple that make up 
the flow are called the same quintuple. The “five tu-
ple” is used in computer networks, especially in IP 
networks and transport layer protocols, to determine 
a specific data flow. The source IP address is the IP ad-
dress of the sender of the data stream; The source port 
number is the port number of the sender of the data 
flow, which is usually associated with a specific pro-
cess or service; The target IP address is the IP address 
of the recipient of the data flow; The target port num-
ber is the port number of the receiver of the data flow, 
which is usually associated with a specific process or 
service; Protocol is a field indicating the protocol used 
by the data flow. Quintuples are commonly used in 
scenarios such as network monitoring, security, and 
routing decisions to identify or distinguish different 
data flows. Sessions refer to all packets composed of 
two-way flows. Two-way flow means that the source 
and address in a five-tuple can be interchanged. The 
original flow can be expressed by Formula (1) [15].

TCP/IP [1]. There are many different ways to 
segment network flow, including TCP 
connection form, host, service, session and 
flow. In the same original flow data, it is 
segmented in different forms. The 
representation of the datasets is also quite 
different. Currently, the form of flow and 
session is widely used in flow classification. 
Flow refers to all packets of source IP, 
destination IP, source port, destination port 
and transport layer protocol. The five tuple 
that make up the flow are called the same 
quintuple. The "five tuple" is used in computer 
networks, especially in IP networks and 
transport layer protocols, to determine a 
specific data flow. The source IP address is the 
IP address of the sender of the data stream; The 
source port number is the port number of the 
sender of the data flow, which is usually 
associated with a specific process or service; 
The target IP address is the IP address of the 
recipient of the data flow; The target port 
number is the port number of the receiver of 
the data flow, which is usually associated with 
a specific process or service; Protocol is a field 
indicating the protocol used by the data flow. 
Quintuples are commonly used in scenarios 
such as network monitoring, security, and 
routing decisions to identify or distinguish 
different data flows. Sessions refer to all 
packets composed of two-way flows. Two-way 
flow means that the source and address in a 
five-tuple can be interchanged. The original 
flow can be expressed by Formula (1) [15]. 

1{ , , }pP p p= ⋅⋅⋅ .   (1) 

Formula (1) defines the set of all packets in 
network traffic and is the starting point for 
network traffic data analysis. In formula (1), 
P  represents the set of all packages. iP  
represents the package. The expression of iP  
is shown in Formula (2). 

( , , )i i i iP x b t= .   (2) 

The quintuple information of Formula (2) is the 
key attribute used to distinguish different 
flows in the network flow. In Formula (2), each 
package consists of three elements. There are 
five-tuple information 

ix , packet length 
ib  in 

bytes, and packet transmission time 
it . The 

flow divides the set into several subsets 
according to the five-tuple information, as 
shown in Formula (3). 

1 1 1 1{ ( , , ), , ( , , )}n n n nP p x b t p x b t= = ⋅⋅⋅ = .   (3) 

Formula (3) divides the packet set into subsets 
according to the quintuple information, and 

each subset represents a stream. This is a key 
step in network traffic analysis, dividing 
continuous network traffic data into 
meaningful units for analysis. The packets in 
each subset are arranged according to the 
length of time, and the arrangement expression 
is shown in Formula (4) [12]. 

1 2 nt t t< < ⋅⋅⋅ < (4) 

Formula (4) indicates that within each subset, 
packets are arranged according to length of 
time. This ensures that the packet order within 
the stream is preserved and is crucial for 
analyzing the behavior and characteristics of 
the stream. An expression can be obtained by 
combining Formulae (3)-(4), which is called a 
flow, as shown in Formula (5). 

( , , , )f x b d t= .   (5) 

In Formula (5), f  represents flow. td  
indicates the duration of the package. The 
whole raw flow is expressed in the form of 
flow as shown in Formula (6). 

1{ , }nF f f= ⋅⋅⋅ .   (6) 

Formulae (5)-(6) provide representations of the 
flow and the entire original flow, emphasizing 
the importance of time persistence when 
defining a flow. Sessions are further defined 
based on the concept of flow, which is 
especially important for traffic analysis of 
two-way communications, given that source 
and destination are interchangeable. The form 
of the session is the same as the expression of 
the flow. The difference between the two is 
whether the source and address in the 
five-tuple can be interchanged. The form of 
conversation is interchangeable, so the form of 
conversation is also called two-way flow. 
When using streams or sessions, it should be 
noted that different streams or sessions have 
different degrees. However, the requirements 
of the deep learning model on the size of data 
input must be the same. To solve this problem, 
the model only selects the initial bytes of the 
stream or session. This method is adopted 
because the front end of the flow or session is 
the data packet that establishes the connection. 
Such data packets can better reflect the flow 
characteristics. The packets behind the stream 
or session are mainly data, which cannot well 
show the characteristics of flow. These 
traditional machine learning algorithms use the 
same methods or ideas when detecting 
malicious flow. The research only needs to 
select the first few hundred bytes of the session 
or stream. This is more portable and simpler 
than the traditional machine learning 
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time. This ensures that the packet order within 
the stream is preserved and is crucial for 
analyzing the behavior and characteristics of 
the stream. An expression can be obtained by 
combining Formulae (3)-(4), which is called a 
flow, as shown in Formula (5). 

( , , , )f x b d t= .   (5) 

In Formula (5), f  represents flow. td  
indicates the duration of the package. The 
whole raw flow is expressed in the form of 
flow as shown in Formula (6). 

1{ , }nF f f= ⋅⋅⋅ .   (6) 

Formulae (5)-(6) provide representations of the 
flow and the entire original flow, emphasizing 
the importance of time persistence when 
defining a flow. Sessions are further defined 
based on the concept of flow, which is 
especially important for traffic analysis of 
two-way communications, given that source 
and destination are interchangeable. The form 
of the session is the same as the expression of 
the flow. The difference between the two is 
whether the source and address in the 
five-tuple can be interchanged. The form of 
conversation is interchangeable, so the form of 
conversation is also called two-way flow. 
When using streams or sessions, it should be 
noted that different streams or sessions have 
different degrees. However, the requirements 
of the deep learning model on the size of data 
input must be the same. To solve this problem, 
the model only selects the initial bytes of the 
stream or session. This method is adopted 
because the front end of the flow or session is 
the data packet that establishes the connection. 
Such data packets can better reflect the flow 
characteristics. The packets behind the stream 
or session are mainly data, which cannot well 
show the characteristics of flow. These 
traditional machine learning algorithms use the 
same methods or ideas when detecting 
malicious flow. The research only needs to 
select the first few hundred bytes of the session 
or stream. This is more portable and simpler 
than the traditional machine learning 

. (4)

Formula (4) indicates that within each subset, pack-
ets are arranged according to length of time. This 
ensures that the packet order within the stream is 
preserved and is crucial for analyzing the behavior 
and characteristics of the stream. An expression can 
be obtained by combining Formulae (3)-(4), which is 
called a flow, as shown in Formula (5).

TCP/IP [1]. There are many different ways to 
segment network flow, including TCP 
connection form, host, service, session and 
flow. In the same original flow data, it is 
segmented in different forms. The 
representation of the datasets is also quite 
different. Currently, the form of flow and 
session is widely used in flow classification. 
Flow refers to all packets of source IP, 
destination IP, source port, destination port 
and transport layer protocol. The five tuple 
that make up the flow are called the same 
quintuple. The "five tuple" is used in computer 
networks, especially in IP networks and 
transport layer protocols, to determine a 
specific data flow. The source IP address is the 
IP address of the sender of the data stream; The 
source port number is the port number of the 
sender of the data flow, which is usually 
associated with a specific process or service; 
The target IP address is the IP address of the 
recipient of the data flow; The target port 
number is the port number of the receiver of 
the data flow, which is usually associated with 
a specific process or service; Protocol is a field 
indicating the protocol used by the data flow. 
Quintuples are commonly used in scenarios 
such as network monitoring, security, and 
routing decisions to identify or distinguish 
different data flows. Sessions refer to all 
packets composed of two-way flows. Two-way 
flow means that the source and address in a 
five-tuple can be interchanged. The original 
flow can be expressed by Formula (1) [15]. 

1{ , , }pP p p= ⋅⋅⋅ .   (1) 

Formula (1) defines the set of all packets in 
network traffic and is the starting point for 
network traffic data analysis. In formula (1), 
P  represents the set of all packages. iP  
represents the package. The expression of iP  
is shown in Formula (2). 

( , , )i i i iP x b t= .   (2) 

The quintuple information of Formula (2) is the 
key attribute used to distinguish different 
flows in the network flow. In Formula (2), each 
package consists of three elements. There are 
five-tuple information 

ix , packet length 
ib  in 

bytes, and packet transmission time 
it . The 

flow divides the set into several subsets 
according to the five-tuple information, as 
shown in Formula (3). 

1 1 1 1{ ( , , ), , ( , , )}n n n nP p x b t p x b t= = ⋅⋅⋅ = .   (3) 

Formula (3) divides the packet set into subsets 
according to the quintuple information, and 

each subset represents a stream. This is a key 
step in network traffic analysis, dividing 
continuous network traffic data into 
meaningful units for analysis. The packets in 
each subset are arranged according to the 
length of time, and the arrangement expression 
is shown in Formula (4) [12]. 

1 2 nt t t< < ⋅⋅⋅ < (4) 

Formula (4) indicates that within each subset, 
packets are arranged according to length of 
time. This ensures that the packet order within 
the stream is preserved and is crucial for 
analyzing the behavior and characteristics of 
the stream. An expression can be obtained by 
combining Formulae (3)-(4), which is called a 
flow, as shown in Formula (5). 

( , , , )f x b d t= .   (5) 

In Formula (5), f  represents flow. td  
indicates the duration of the package. The 
whole raw flow is expressed in the form of 
flow as shown in Formula (6). 

1{ , }nF f f= ⋅⋅⋅ .   (6) 

Formulae (5)-(6) provide representations of the 
flow and the entire original flow, emphasizing 
the importance of time persistence when 
defining a flow. Sessions are further defined 
based on the concept of flow, which is 
especially important for traffic analysis of 
two-way communications, given that source 
and destination are interchangeable. The form 
of the session is the same as the expression of 
the flow. The difference between the two is 
whether the source and address in the 
five-tuple can be interchanged. The form of 
conversation is interchangeable, so the form of 
conversation is also called two-way flow. 
When using streams or sessions, it should be 
noted that different streams or sessions have 
different degrees. However, the requirements 
of the deep learning model on the size of data 
input must be the same. To solve this problem, 
the model only selects the initial bytes of the 
stream or session. This method is adopted 
because the front end of the flow or session is 
the data packet that establishes the connection. 
Such data packets can better reflect the flow 
characteristics. The packets behind the stream 
or session are mainly data, which cannot well 
show the characteristics of flow. These 
traditional machine learning algorithms use the 
same methods or ideas when detecting 
malicious flow. The research only needs to 
select the first few hundred bytes of the session 
or stream. This is more portable and simpler 
than the traditional machine learning 

. (5)

In Formula (5), f  represents flow. td  indicates the du-
ration of the package. The whole raw flow is expressed 
in the form of flow as shown in Formula (6).

TCP/IP [1]. There are many different ways to 
segment network flow, including TCP 
connection form, host, service, session and 
flow. In the same original flow data, it is 
segmented in different forms. The 
representation of the datasets is also quite 
different. Currently, the form of flow and 
session is widely used in flow classification. 
Flow refers to all packets of source IP, 
destination IP, source port, destination port 
and transport layer protocol. The five tuple 
that make up the flow are called the same 
quintuple. The "five tuple" is used in computer 
networks, especially in IP networks and 
transport layer protocols, to determine a 
specific data flow. The source IP address is the 
IP address of the sender of the data stream; The 
source port number is the port number of the 
sender of the data flow, which is usually 
associated with a specific process or service; 
The target IP address is the IP address of the 
recipient of the data flow; The target port 
number is the port number of the receiver of 
the data flow, which is usually associated with 
a specific process or service; Protocol is a field 
indicating the protocol used by the data flow. 
Quintuples are commonly used in scenarios 
such as network monitoring, security, and 
routing decisions to identify or distinguish 
different data flows. Sessions refer to all 
packets composed of two-way flows. Two-way 
flow means that the source and address in a 
five-tuple can be interchanged. The original 
flow can be expressed by Formula (1) [15]. 

1{ , , }pP p p= ⋅⋅⋅ .   (1) 

Formula (1) defines the set of all packets in 
network traffic and is the starting point for 
network traffic data analysis. In formula (1), 
P  represents the set of all packages. iP  
represents the package. The expression of iP  
is shown in Formula (2). 

( , , )i i i iP x b t= .   (2) 

The quintuple information of Formula (2) is the 
key attribute used to distinguish different 
flows in the network flow. In Formula (2), each 
package consists of three elements. There are 
five-tuple information 

ix , packet length 
ib  in 

bytes, and packet transmission time 
it . The 

flow divides the set into several subsets 
according to the five-tuple information, as 
shown in Formula (3). 

1 1 1 1{ ( , , ), , ( , , )}n n n nP p x b t p x b t= = ⋅⋅⋅ = .   (3) 

Formula (3) divides the packet set into subsets 
according to the quintuple information, and 

each subset represents a stream. This is a key 
step in network traffic analysis, dividing 
continuous network traffic data into 
meaningful units for analysis. The packets in 
each subset are arranged according to the 
length of time, and the arrangement expression 
is shown in Formula (4) [12]. 

1 2 nt t t< < ⋅⋅⋅ < (4) 

Formula (4) indicates that within each subset, 
packets are arranged according to length of 
time. This ensures that the packet order within 
the stream is preserved and is crucial for 
analyzing the behavior and characteristics of 
the stream. An expression can be obtained by 
combining Formulae (3)-(4), which is called a 
flow, as shown in Formula (5). 

( , , , )f x b d t= .   (5) 

In Formula (5), f  represents flow. td  
indicates the duration of the package. The 
whole raw flow is expressed in the form of 
flow as shown in Formula (6). 

1{ , }nF f f= ⋅⋅⋅ .   (6) 

Formulae (5)-(6) provide representations of the 
flow and the entire original flow, emphasizing 
the importance of time persistence when 
defining a flow. Sessions are further defined 
based on the concept of flow, which is 
especially important for traffic analysis of 
two-way communications, given that source 
and destination are interchangeable. The form 
of the session is the same as the expression of 
the flow. The difference between the two is 
whether the source and address in the 
five-tuple can be interchanged. The form of 
conversation is interchangeable, so the form of 
conversation is also called two-way flow. 
When using streams or sessions, it should be 
noted that different streams or sessions have 
different degrees. However, the requirements 
of the deep learning model on the size of data 
input must be the same. To solve this problem, 
the model only selects the initial bytes of the 
stream or session. This method is adopted 
because the front end of the flow or session is 
the data packet that establishes the connection. 
Such data packets can better reflect the flow 
characteristics. The packets behind the stream 
or session are mainly data, which cannot well 
show the characteristics of flow. These 
traditional machine learning algorithms use the 
same methods or ideas when detecting 
malicious flow. The research only needs to 
select the first few hundred bytes of the session 
or stream. This is more portable and simpler 
than the traditional machine learning 

. (6)

Formulae (5)-(6) provide representations of the flow 
and the entire original flow, emphasizing the impor-
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tance of time persistence when defining a flow. Ses-
sions are further defined based on the concept of flow, 
which is especially important for traffic analysis of 
two-way communications, given that source and des-
tination are interchangeable. The form of the session 
is the same as the expression of the flow. The differ-
ence between the two is whether the source and ad-
dress in the five-tuple can be interchanged. The form 
of conversation is interchangeable, so the form of 
conversation is also called two-way flow. When using 
streams or sessions, it should be noted that different 
streams or sessions have different degrees. Howev-
er, the requirements of the deep learning model on 
the size of data input must be the same. To solve this 
problem, the model only selects the initial bytes of the 
stream or session. This method is adopted because 
the front end of the flow or session is the data pack-
et that establishes the connection. Such data packets 
can better reflect the flow characteristics. The pack-
ets behind the stream or session are mainly data, 
which cannot well show the characteristics of flow. 
These traditional machine learning algorithms use 
the same methods or ideas when detecting malicious 
flow. The research only needs to select the first few 
hundred bytes of the session or stream. This is more 
portable and simpler than the traditional machine 
learning algorithm [8].
From the analysis of protocol layer transmission, the 
application layer is mainly used to reflect the charac-
teristics of flow, which is in the seventh layer of OSI 

model. It sets SMTP protocol to represent mail flow 
and HTTP to represent browser flow. Based on the 
above assumptions, only the application layer is se-
lected as the representation form of flow. However, in 
other protocol layers, sometimes there is information 
reflecting the characteristics of flow. For example, the 
port information of the transport layer can identify 
most standard interface applications. In the trans-
port layer, different tag bits can also reflect the char-
acteristics of SYN attack and RST attack. There are 
two main ways to choose the protocol layer. The first 
way is to use all protocol level data and express it with 
All. The second method only uses application layer 
data and is represented by L7. It is worth noting that 
there are IP addresses and MAC addresses unique to 
each flow in the “All” data. This information may af-
fect the classification feature extraction to a certain 
extent. To solve these factors, the unique information 
of these flow data needs to be processed randomly. 
The above operation is generally called flow cleaning, 
which is a part of data preprocessing. Data processing 
refers to the processing steps from raw flow to data 
input. After reference, the data processing process is 
shown in Figure 1 [17].
In Figure 1, the data input format is through different 
combinations of flow granularity and packet level. 
The representation of flow can be divided into four 
forms: flow and “All” combination, flow and L7 com-
bination, conversation and “All” combination, con-
versation and L7 combination. When the format of 

Figure 1
Workflow of Network Flow Data Processing

algorithm [8]. 

From the analysis of protocol layer 
transmission, the application layer is mainly 
used to reflect the characteristics of flow, which 
is in the seventh layer of OSI model. It sets 
SMTP protocol to represent mail flow and 
HTTP to represent browser flow. Based on the 
above assumptions, only the application layer 
is selected as the representation form of flow. 
However, in other protocol layers, sometimes 
there is information reflecting the 
characteristics of flow. For example, the port 
information of the transport layer can identify 
most standard interface applications. In the 
transport layer, different tag bits can also 
reflect the characteristics of SYN attack and 
RST attack. There are two main ways to choose 

the protocol layer. The first way is to use all 
protocol level data and express it with All. The 
second method only uses application layer data 
and is represented by L7. It is worth noting that 
there are IP addresses and MAC addresses 
unique to each flow in the “All” data. This 
information may affect the classification feature 
extraction to a certain extent. To solve these 
factors, the unique information of these flow 
data needs to be processed randomly. The 
above operation is generally called flow 
cleaning, which is a part of data preprocessing. 
Data processing refers to the processing steps 
from raw flow to data input. After reference, 
the data processing process is shown in Figure 
1 [17]. 
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Figure 1 Workflow of Network Flow Data Processing 

In Figure 1, the data input format is through 
different combinations of flow granularity and 
packet level. The representation of flow can be 
divided into four forms: flow and “All” 
combination, flow and L7 combination, 
conversation and “All” combination, 
conversation and L7 combination. When the 
format of input data is pcap, the output format 
is the combination of stream and “All” or the 
combination of session and “All”. "pcap" is a 
common network packet capture file format. 
Through network protocol analyzer tools such 
as Wireshark, network packet information 
recorded in pcap files can be read and 
analyzed. When the input data format is bin, 
the output format is the combination of stream 
and L7 or the combination of session and L7. 
The method of image generation is to convert 
network traffic data into image form, which 
involves taking the characteristics of each 
packet or session and encoding them into a 
two-dimensional array to obtain a gray image. 

Figure 1 forms the IDX, DX file format 
commonly associated with the MNIST 
database for benchmarking in image 
processing and machine learning. CNN's IDX 
file generator works by processing raw 
network data and converting it into a format 
suitable for CNN input. The reason for using 
IDX is to achieve efficient storage and loading 
of data, which has obvious effects on large data 
sets used for training machine learning models. 

 
3.2 Construction of RL Model 
The flow picture will be generated during data 
processing. The scale and size of the processed 
images are similar to the handwritten 
recognition datasets. Therefore, the structure of 
the deep learning model used in the study is a 
Convolutional Neural Network (CNN). Based 
on relevant literature experience, the CNN 
structure constructed in the study is shown in 
Figure 2 [14]. 
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input data is pcap, the output format is the combina-
tion of stream and “All” or the combination of session 
and “All”. “pcap” is a common network packet capture 
file format. Through network protocol analyzer tools 
such as Wireshark, network packet information re-
corded in pcap files can be read and analyzed. When 
the input data format is bin, the output format is the 
combination of stream and L7 or the combination of 
session and L7. The method of image generation is to 
convert network traffic data into image form, which 
involves taking the characteristics of each packet or 
session and encoding them into a two-dimensional 
array to obtain a gray image. Figure 1 forms the IDX, 
DX file format commonly associated with the MNIST 
database for benchmarking in image processing and 
machine learning. CNN’s IDX file generator works by 
processing raw network data and converting it into a 
format suitable for CNN input. The reason for using 
IDX is to achieve efficient storage and loading of data, 
which has obvious effects on large data sets used for 
training machine learning models.

3.2. Construction of RL Model
The flow picture will be generated during data pro-
cessing. The scale and size of the processed images 
are similar to the handwritten recognition datasets. 
Therefore, the structure of the deep learning model 
used in the study is a Convolutional Neural Network 
(CNN). Based on relevant literature experience, the 
CNN structure constructed in the study is shown in 
Figure 2 [14].
In Figure 2, the size of the read window of the CNN 
structure is 28 * 28 * 1, which represents the pixel val-

ue of the flow picture. These pixel values need to be 
normalized and mapped to the range of 0 to 1. In the 
first convolution layer, 5 * 5 convolution verification 
data is used for convolution. There are 32 convolu-
tional channels in total, generating 32 28 * 28. The 
maximum value of 2 * 2 is processed at P1 level, and 
32 14 * 14 feature maps are obtained. In the second 
convolution layer, the number of convolution cores is 
also 5 * 5. However, a total of 64 channels generates 64 
14 * 14 characteristic maps. At the P2 level, the maxi-
mum value of 2 * 2 is performed, and 64 characteris-
tic diagrams of 7 * 7 are obtained. Then there are two 
full connection steps. The full connection converts 
the data size into 1024 and 10 in sequence. Finally, all 
possible output values are realized through softmax. 
To reduce over-fitting, Dropout is used in front of the 
output layer. Assuming that the flow bytes in a session 
or stream are represented by k  as a vector, the expres-
sion of a session or flow is shown in Formula (7) [9].
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In Figure 2, the size of the read window of the 
CNN structure is 28 * 28 * 1, which represents 
the pixel value of the flow picture. These pixel 
values need to be normalized and mapped to 
the range of 0 to 1. In the first convolution 
layer, 5 * 5 convolution verification data is used 
for convolution. There are 32 convolutional 
channels in total, generating 32 28 * 28. The 
maximum value of 2 * 2 is processed at P1 
level, and 32 14 * 14 feature maps are obtained. 
In the second convolution layer, the number of 
convolution cores is also 5 * 5. However, a total 
of 64 channels generates 64 14 * 14 
characteristic maps. At the P2 level, the 
maximum value of 2 * 2 is performed, and 64 
characteristic diagrams of 7 * 7 are obtained. 
Then there are two full connection steps. The 
full connection converts the data size into 1024 
and 10 in sequence. Finally, all possible output 
values are realized through softmax. To reduce 
over-fitting, Dropout is used in front of the 
output layer. Assuming that the flow bytes in a 
session or stream are represented by k  as a 
vector, the expression of a session or flow is 
shown in Formula (7) [9]. 

1 1 2n nx x x x= ⊕ ⊕⋅⋅⋅⊕    (7) 

Formula (7) shows how bytes of a session or 
stream are represented as vectors, a critical step 
in feeding network traffic data into a machine 
learning model. In Formula (7), n  represents 
the length of the session or flow. ⊕  
represents a join operator. A convolution 
operation includes a filter or convolution core. 
Then the filter operates on a group of flow 
bytes and finally outputs a new feature. The 
characteristic expression is shown in Formula 
(8) [10]. 

1( )i i hc R w x b+ −= ⋅ +    (8) 

In Formula (8), h  represents the filter window 
width; w  represents convolution kernel; b  
stands for offset term, The bias term is a 
learnable parameter used in machine learning 
and neural networks to give the model more 
adjustment space and help it better fit the data. 
The bias term itself is learned and adjusted 
during network training through optimization 
algorithms such as backpropagation and 
gradient descent. It is not calculated through a 
fixed formula, but rather a parameter that is 
iteratively updated as the training process 
progresses; R  represents ReLU nonlinear 
function. The characteristic mapping of flow 
bytes is shown in Formula (9) [19]. 

1 2 1[ , , ]n hc c c c − += ⋅⋅ ⋅    (9) 

Formulae (8)-(9) define the convolution 
operation, which uses the filter to operate on 
the flow bytes to output new features. Formula 
(9) applies the ReLU nonlinear function to the 
result of the convolution operation to produce 
the feature mapping. These steps are the basis 
for CNN's processing of image and image-like 
data to extract meaningful features from the 
raw data. The maximum pooling operation is 
performed on the feature map to obtain the 
maximum characteristic value. The proposed 
method needs to be verified for scalability, so 
two scenarios are set. The two scenarios 
include three classification forms, including 2 
classifier, 10 classifier and 20 classifier. The 
experiments of the two scenarios are shown in 
Figures 3-4 [22]. 
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Formula (7) shows how bytes of a session or stream 
are represented as vectors, a critical step in feeding 
network traffic data into a machine learning model. 
In Formula (7), n represents the length of the session 
or flow. ⊕  represents a join operator. A convolution 
operation includes a filter or convolution core. Then 
the filter operates on a group of flow bytes and finally 
outputs a new feature. The characteristic expression 
is shown in Formula (8) [10].
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In Figure 2, the size of the read window of the 
CNN structure is 28 * 28 * 1, which represents 
the pixel value of the flow picture. These pixel 
values need to be normalized and mapped to 
the range of 0 to 1. In the first convolution 
layer, 5 * 5 convolution verification data is used 
for convolution. There are 32 convolutional 
channels in total, generating 32 28 * 28. The 
maximum value of 2 * 2 is processed at P1 
level, and 32 14 * 14 feature maps are obtained. 
In the second convolution layer, the number of 
convolution cores is also 5 * 5. However, a total 
of 64 channels generates 64 14 * 14 
characteristic maps. At the P2 level, the 
maximum value of 2 * 2 is performed, and 64 
characteristic diagrams of 7 * 7 are obtained. 
Then there are two full connection steps. The 
full connection converts the data size into 1024 
and 10 in sequence. Finally, all possible output 
values are realized through softmax. To reduce 
over-fitting, Dropout is used in front of the 
output layer. Assuming that the flow bytes in a 
session or stream are represented by k  as a 
vector, the expression of a session or flow is 
shown in Formula (7) [9]. 

1 1 2n nx x x x= ⊕ ⊕⋅⋅⋅⊕    (7) 

Formula (7) shows how bytes of a session or 
stream are represented as vectors, a critical step 
in feeding network traffic data into a machine 
learning model. In Formula (7), n  represents 
the length of the session or flow. ⊕  
represents a join operator. A convolution 
operation includes a filter or convolution core. 
Then the filter operates on a group of flow 
bytes and finally outputs a new feature. The 
characteristic expression is shown in Formula 
(8) [10]. 

1( )i i hc R w x b+ −= ⋅ +    (8) 

In Formula (8), h  represents the filter window 
width; w  represents convolution kernel; b  
stands for offset term, The bias term is a 
learnable parameter used in machine learning 
and neural networks to give the model more 
adjustment space and help it better fit the data. 
The bias term itself is learned and adjusted 
during network training through optimization 
algorithms such as backpropagation and 
gradient descent. It is not calculated through a 
fixed formula, but rather a parameter that is 
iteratively updated as the training process 
progresses; R  represents ReLU nonlinear 
function. The characteristic mapping of flow 
bytes is shown in Formula (9) [19]. 

1 2 1[ , , ]n hc c c c − += ⋅⋅ ⋅    (9) 

Formulae (8)-(9) define the convolution 
operation, which uses the filter to operate on 
the flow bytes to output new features. Formula 
(9) applies the ReLU nonlinear function to the 
result of the convolution operation to produce 
the feature mapping. These steps are the basis 
for CNN's processing of image and image-like 
data to extract meaningful features from the 
raw data. The maximum pooling operation is 
performed on the feature map to obtain the 
maximum characteristic value. The proposed 
method needs to be verified for scalability, so 
two scenarios are set. The two scenarios 
include three classification forms, including 2 
classifier, 10 classifier and 20 classifier. The 
experiments of the two scenarios are shown in 
Figures 3-4 [22]. 

 

. (8)

Figure 2
Structure Diagram of CNN RL Model

Softmax

Full connection 
layer 1

Full connection 
layer 2

Convolution 2
Maximum pooling

Convolution 1
Maximum pooling

Convolution 2
5 * 5 filter

64 channels

Convolution 1
5 * 5 filter

32 channels

28*28*1 28*28*32 14*14*32 14*14*64 7*7*64 1024 2/10/20 2/10/20

 

Figure 2 Structure Diagram of CNN RL Model 

 

In Figure 2, the size of the read window of the 
CNN structure is 28 * 28 * 1, which represents 
the pixel value of the flow picture. These pixel 
values need to be normalized and mapped to 
the range of 0 to 1. In the first convolution 
layer, 5 * 5 convolution verification data is used 
for convolution. There are 32 convolutional 
channels in total, generating 32 28 * 28. The 
maximum value of 2 * 2 is processed at P1 
level, and 32 14 * 14 feature maps are obtained. 
In the second convolution layer, the number of 
convolution cores is also 5 * 5. However, a total 
of 64 channels generates 64 14 * 14 
characteristic maps. At the P2 level, the 
maximum value of 2 * 2 is performed, and 64 
characteristic diagrams of 7 * 7 are obtained. 
Then there are two full connection steps. The 
full connection converts the data size into 1024 
and 10 in sequence. Finally, all possible output 
values are realized through softmax. To reduce 
over-fitting, Dropout is used in front of the 
output layer. Assuming that the flow bytes in a 
session or stream are represented by k  as a 
vector, the expression of a session or flow is 
shown in Formula (7) [9]. 

1 1 2n nx x x x= ⊕ ⊕⋅⋅⋅⊕    (7) 

Formula (7) shows how bytes of a session or 
stream are represented as vectors, a critical step 
in feeding network traffic data into a machine 
learning model. In Formula (7), n  represents 
the length of the session or flow. ⊕  
represents a join operator. A convolution 
operation includes a filter or convolution core. 
Then the filter operates on a group of flow 
bytes and finally outputs a new feature. The 
characteristic expression is shown in Formula 
(8) [10]. 

1( )i i hc R w x b+ −= ⋅ +    (8) 

In Formula (8), h  represents the filter window 
width; w  represents convolution kernel; b  
stands for offset term, The bias term is a 
learnable parameter used in machine learning 
and neural networks to give the model more 
adjustment space and help it better fit the data. 
The bias term itself is learned and adjusted 
during network training through optimization 
algorithms such as backpropagation and 
gradient descent. It is not calculated through a 
fixed formula, but rather a parameter that is 
iteratively updated as the training process 
progresses; R  represents ReLU nonlinear 
function. The characteristic mapping of flow 
bytes is shown in Formula (9) [19]. 

1 2 1[ , , ]n hc c c c − += ⋅⋅ ⋅    (9) 

Formulae (8)-(9) define the convolution 
operation, which uses the filter to operate on 
the flow bytes to output new features. Formula 
(9) applies the ReLU nonlinear function to the 
result of the convolution operation to produce 
the feature mapping. These steps are the basis 
for CNN's processing of image and image-like 
data to extract meaningful features from the 
raw data. The maximum pooling operation is 
performed on the feature map to obtain the 
maximum characteristic value. The proposed 
method needs to be verified for scalability, so 
two scenarios are set. The two scenarios 
include three classification forms, including 2 
classifier, 10 classifier and 20 classifier. The 
experiments of the two scenarios are shown in 
Figures 3-4 [22]. 
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In Formula (8), h represents the filter window width; 
w  represents convolution kernel; b stands for offset 

term, The bias term is a learnable parameter used 
in machine learning and neural networks to give the 
model more adjustment space and help it better fit 
the data. The bias term itself is learned and adjusted 
during network training through optimization al-
gorithms such as backpropagation and gradient de-
scent. It is not calculated through a fixed formula, but 
rather a parameter that is iteratively updated as the 
training process progresses; R represents ReLU non-
linear function. The characteristic mapping of flow 
bytes is shown in Formula (9) [19].
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In Figure 2, the size of the read window of the 
CNN structure is 28 * 28 * 1, which represents 
the pixel value of the flow picture. These pixel 
values need to be normalized and mapped to 
the range of 0 to 1. In the first convolution 
layer, 5 * 5 convolution verification data is used 
for convolution. There are 32 convolutional 
channels in total, generating 32 28 * 28. The 
maximum value of 2 * 2 is processed at P1 
level, and 32 14 * 14 feature maps are obtained. 
In the second convolution layer, the number of 
convolution cores is also 5 * 5. However, a total 
of 64 channels generates 64 14 * 14 
characteristic maps. At the P2 level, the 
maximum value of 2 * 2 is performed, and 64 
characteristic diagrams of 7 * 7 are obtained. 
Then there are two full connection steps. The 
full connection converts the data size into 1024 
and 10 in sequence. Finally, all possible output 
values are realized through softmax. To reduce 
over-fitting, Dropout is used in front of the 
output layer. Assuming that the flow bytes in a 
session or stream are represented by k  as a 
vector, the expression of a session or flow is 
shown in Formula (7) [9]. 

1 1 2n nx x x x= ⊕ ⊕⋅⋅⋅⊕    (7) 

Formula (7) shows how bytes of a session or 
stream are represented as vectors, a critical step 
in feeding network traffic data into a machine 
learning model. In Formula (7), n  represents 
the length of the session or flow. ⊕  
represents a join operator. A convolution 
operation includes a filter or convolution core. 
Then the filter operates on a group of flow 
bytes and finally outputs a new feature. The 
characteristic expression is shown in Formula 
(8) [10]. 

1( )i i hc R w x b+ −= ⋅ +    (8) 

In Formula (8), h  represents the filter window 
width; w  represents convolution kernel; b  
stands for offset term, The bias term is a 
learnable parameter used in machine learning 
and neural networks to give the model more 
adjustment space and help it better fit the data. 
The bias term itself is learned and adjusted 
during network training through optimization 
algorithms such as backpropagation and 
gradient descent. It is not calculated through a 
fixed formula, but rather a parameter that is 
iteratively updated as the training process 
progresses; R  represents ReLU nonlinear 
function. The characteristic mapping of flow 
bytes is shown in Formula (9) [19]. 

1 2 1[ , , ]n hc c c c − += ⋅⋅ ⋅    (9) 

Formulae (8)-(9) define the convolution 
operation, which uses the filter to operate on 
the flow bytes to output new features. Formula 
(9) applies the ReLU nonlinear function to the 
result of the convolution operation to produce 
the feature mapping. These steps are the basis 
for CNN's processing of image and image-like 
data to extract meaningful features from the 
raw data. The maximum pooling operation is 
performed on the feature map to obtain the 
maximum characteristic value. The proposed 
method needs to be verified for scalability, so 
two scenarios are set. The two scenarios 
include three classification forms, including 2 
classifier, 10 classifier and 20 classifier. The 
experiments of the two scenarios are shown in 
Figures 3-4 [22]. 
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Formulae (8)-(9) define the convolution operation, 
which uses the filter to operate on the flow bytes to out-
put new features. Formula (9) applies the ReLU non-
linear function to the result of the convolution opera-
tion to produce the feature mapping. These steps are 
the basis for CNN’s processing of image and image-like 
data to extract meaningful features from the raw data. 
The maximum pooling operation is performed on the 
feature map to obtain the maximum characteristic val-
ue. The proposed method needs to be verified for scal-
ability, so two scenarios are set. The two scenarios in-
clude three classification forms, including 2 classifier, 
10 classifier and 20 classifier. The experiments of the 
two scenarios are shown in Figures 3-4 [22].
In Figure 3, the focus of scenario A is to test the per-
formance of the model under class 2 and class 10 clas-
sifiers. This setup mimics the most common need in 

real-world applications - identifying malicious data 
on the network. Not only is this at the heart of most 
current intrusion detection system (IDS) research, 
but it also fits the need to initially classify traffic as 
malicious or normal. In this scenario, by mixing 20 
different data streams, the classification effect of two 
different data streams is compared and analyzed. Sce-
nario A consists of two steps. The first step is a Class 
2 classifier, which involves simply dividing traffic into 
malicious traffic and normal traffic. This step tests the 
accuracy and efficiency of the model on basic classifi-
cation tasks; The second step is the 10-class classifier, 
in which the model is tasked with further subdividing 
the malicious traffic into 10 different categories. This 
step tests the model’s performance when dealing with 
more complex classification tasks, including its abili-
ty to identify specific malicious behavior [18].
In Figure 4, scenario B is designed to test the model’s 
performance in 20 classifiers. This applies to situa-
tions where multiple data streams need to be classi-
fied at once with high accuracy, and the challenge is 
that the model must be able to accurately distinguish 
between multiple categories of traffic, including var-
ious types of malicious traffic and normal traffic. In 
this setup, the model needs to distinguish between 20 
different types of traffic, including 10 malicious traffic 
and 10 normal traffic. This step is designed to evaluate 
the accuracy and robustness of the model in classify-
ing multiple complex traffic flows at once. Therefore, 
datasets are generally feature data that have been 
manually selected, which do not meet the use require-
ments in the RL method. In an open datasets, even if 
the original flow data can be provided, there are too 
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In Figure 3, the focus of scenario A is to test the 
performance of the model under class 2 and 
class 10 classifiers. This setup mimics the most 
common need in real-world applications - 
identifying malicious data on the network. Not 
only is this at the heart of most current 
intrusion detection system (IDS) research, but it 
also fits the need to initially classify traffic as 
malicious or normal. In this scenario, by 
mixing 20 different data streams, the 
classification effect of two different data 
streams is compared and analyzed. Scenario A 
consists of two steps. The first step is a Class 2 
classifier, which involves simply dividing 
traffic into malicious traffic and normal traffic. 
This step tests the accuracy and efficiency of 
the model on basic classification tasks; The 
second step is the 10-class classifier, in which 
the model is tasked with further subdividing 
the malicious traffic into 10 different categories. 
This step tests the model's performance when 
dealing with more complex classification tasks, 
including its ability to identify specific 
malicious behavior [18]. 
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Figure 4 Extensibility Research Structure of CNN RL 
Model in Scenario B 

 
In Figure 4, scenario B is designed to test the 
model's performance in 20 classifiers. This 
applies to situations where multiple data 
streams need to be classified at once with high 
accuracy, and the challenge is that the model 
must be able to accurately distinguish between 
multiple categories of traffic, including various 
types of malicious traffic and normal traffic. In 
this setup, the model needs to distinguish 

between 20 different types of traffic, including 
10 malicious traffic and 10 normal traffic. This 
step is designed to evaluate the accuracy and 
robustness of the model in classifying multiple 
complex traffic flows at once. Therefore, 
datasets are generally feature data that have 
been manually selected, which do not meet the 
use requirements in the RL method. In an open 
datasets, even if the original flow data can be 
provided, there are too few data including both 
normal and malicious flow. To solve the above 
problems, the study adopts the USTC-TFC2016 
datasets [23]. This data has 10 kinds of 
malicious flow and 10 kinds of normal flow. 
The samples of malicious flow are collected in 
the real environment. When some files with 
large size are used, the research adopts 
interception processing, and merges the 
smaller applications. Normal flow is collected 
by professional simulation equipment. To 
reflect the diversity of normal flow types, 10 
kinds of normal flow cover 8 kinds of common 
networks. In this study, Accuracy (A), 
Precision (P) and F1 Score(F1) were used as 
indicators of the overall effect of the method 
[13, 5]. During CNN recognition training, the 
loss rate curve will fluctuate greatly. Therefore, 
Linear Discriminant Analysis (LDA) is 
introduced into the CNN model to optimize 
the classifier. Now assume that there is a 
spatial dimension in which m  samples exist 

and are expressed as { }1 2, , , mx x x⋅ ⋅ ⋅ , then the 
expression of coefficient in LDA is shown in 
Formula (10). 
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In Formula (10), iu  represents the mean value 
of a single type sample; u  represents the 
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In Figure 3, the focus of scenario A is to test the 
performance of the model under class 2 and 
class 10 classifiers. This setup mimics the most 
common need in real-world applications - 
identifying malicious data on the network. Not 
only is this at the heart of most current 
intrusion detection system (IDS) research, but it 
also fits the need to initially classify traffic as 
malicious or normal. In this scenario, by 
mixing 20 different data streams, the 
classification effect of two different data 
streams is compared and analyzed. Scenario A 
consists of two steps. The first step is a Class 2 
classifier, which involves simply dividing 
traffic into malicious traffic and normal traffic. 
This step tests the accuracy and efficiency of 
the model on basic classification tasks; The 
second step is the 10-class classifier, in which 
the model is tasked with further subdividing 
the malicious traffic into 10 different categories. 
This step tests the model's performance when 
dealing with more complex classification tasks, 
including its ability to identify specific 
malicious behavior [18]. 
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In Figure 4, scenario B is designed to test the 
model's performance in 20 classifiers. This 
applies to situations where multiple data 
streams need to be classified at once with high 
accuracy, and the challenge is that the model 
must be able to accurately distinguish between 
multiple categories of traffic, including various 
types of malicious traffic and normal traffic. In 
this setup, the model needs to distinguish 

between 20 different types of traffic, including 
10 malicious traffic and 10 normal traffic. This 
step is designed to evaluate the accuracy and 
robustness of the model in classifying multiple 
complex traffic flows at once. Therefore, 
datasets are generally feature data that have 
been manually selected, which do not meet the 
use requirements in the RL method. In an open 
datasets, even if the original flow data can be 
provided, there are too few data including both 
normal and malicious flow. To solve the above 
problems, the study adopts the USTC-TFC2016 
datasets [23]. This data has 10 kinds of 
malicious flow and 10 kinds of normal flow. 
The samples of malicious flow are collected in 
the real environment. When some files with 
large size are used, the research adopts 
interception processing, and merges the 
smaller applications. Normal flow is collected 
by professional simulation equipment. To 
reflect the diversity of normal flow types, 10 
kinds of normal flow cover 8 kinds of common 
networks. In this study, Accuracy (A), 
Precision (P) and F1 Score(F1) were used as 
indicators of the overall effect of the method 
[13, 5]. During CNN recognition training, the 
loss rate curve will fluctuate greatly. Therefore, 
Linear Discriminant Analysis (LDA) is 
introduced into the CNN model to optimize 
the classifier. Now assume that there is a 
spatial dimension in which m  samples exist 

and are expressed as { }1 2, , , mx x x⋅ ⋅ ⋅ , then the 
expression of coefficient in LDA is shown in 
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In Formula (10), iu  represents the mean value 
of a single type sample; u  represents the 
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In Formula (10), iu  represents the mean value of a sin-
gle type sample; u  represents the mean of all samples; 

in  represents the dimension of the sample. LDA will 
find a new mapping surface during the classification 
process, and there is no intersection in the mapping 
process. In order to better identify the mean distance 
between samples and various categories, the concept 

of middle distance is further introduced in Formula 
(10). Its expression is shown in Formula (11).
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In Formula (11), 1D  represents the mean 

distance; 2D  represents the sum of mean 
distances. Bring the Formula (11) into the 
Softmax function to get the Formula (12). 
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In Formula (12), θ  represents the model 
parameters and p  represents the probability 
of occurrence. The cost function in the new 
algorithm is turned into the Formula (13). 
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By derivation of Formula (13), the descending 
gradient formula of model parameters can be 
obtained, and its expression is shown in 
Equation (14). 
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If Formula (14) is introduced into the gradient 
algorithm, the time cost function can be 
minimized, so as to complete the improvement 
effect of the classifier. 

 
4. Performance Analysis of 
Malicious flow Classification 
Model Based on RL 
To conduct performance analysis on the 
constructed model, experiments were 
conducted using a dataset to explore the 
optimal representation form of flow. It 
evaluated the comprehensive performance of 
the model in identifying malicious flow using 
metrics such as precision, recall, and F1 Score. 

4.1 Analysis of Experimental 
Results of Network Flow 
Characterization 
After the construction of the flow classification 
model was completed, the performance of the 
model was analyzed by experiments. In 
experimental operation, TensorFlow was used 
as the software framework. The computer 
hardware configuration was as follows: the 
CPU was 16-core XeonE5-2680, and the 
memory was 16GB. In addition, a GPU was 
used as an accelerator. GPU accelerator could 
improve the training speed and the operation 
efficiency of the model. In the experiment, the 
data in the datasets was divided into training 
data and test data according to the ratio of 9:1. 
The mini-batch size in the model training was 
set to 50, and the cross-entropy function was 
used as the loss function. The learning rate was 
set to 0.001. The number of workouts was set to 
40. In the characterization experiment, the 
study used the USTC-TFC2016 datasets to 
conduct experiments on four flow 
characterization forms, and the results are 
shown in Figure 5. 
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By derivation of Formula (13), the descending gradi-
ent formula of model parameters can be obtained, and 
its expression is shown in Equation (14).

{ }(1) (1) (1)

1 1

1( ) 1 ( ; )
j

m
j

jk T
i l ll

D
J y j p y j x

m Dθ θ θ λθ
θ=

=

   ∇ = − = − = +    
∑

∑
(14)

. (14)

If Formula (14) is introduced into the gradient algo-
rithm, the time cost function can be minimized, so as 
to complete the improvement effect of the classifier.

4. Performance Analysis of Malicious 
Flow Classification Model Based on RL
To conduct performance analysis on the constructed 
model, experiments were conducted using a dataset 
to explore the optimal representation form of flow. 
It evaluated the comprehensive performance of the 
model in identifying malicious flow using metrics 
such as precision, recall, and F1 Score.

4.1. Analysis of Experimental Results of Network 
Flow Characterization
After the construction of the flow classification mod-
el was completed, the performance of the model was 



Information Technology and Control 2024/3/53806

analyzed by experiments. In experimental operation, 
TensorFlow was used as the software framework. 
The computer hardware configuration was as follows: 
the CPU was 16-core XeonE5-2680, and the memory 
was 16GB. In addition, a GPU was used as an accel-
erator. GPU accelerator could improve the training 
speed and the operation efficiency of the model. In 
the experiment, the data in the datasets was divided 
into training data and test data according to the ra-
tio of 9:1. The mini-batch size in the model training 
was set to 50, and the cross-entropy function was 
used as the loss function. The learning rate was set 
to 0.001. The number of workouts was set to 40. In 
the characterization experiment, the study used the 
USTC-TFC2016 datasets to conduct experiments on 
four flow characterization forms, and the results are 
shown in Figure 5.
Figure 5 shows the classification accuracy results of 
four types of flow representation forms in normal and 
malicious flow datasets. Figure 5(a) shows the classi-
fication accuracy results of normal flow. Among them, 
the accuracy of flow and All representation in normal 
flow datasets was 0.998; The accuracy of flow and L7 
representation was 0.941; The accuracy of session 
and All representation was 0.999; The precision of 
conversation and L7 representation was 0.937. Fig-
ure 5(b) shows the classification accuracy results of 

Figure 5
Classification Accuracy of Network Flow Representation

malicious flow. Among them, the accuracy of stream 
and All representation in malicious flow datasets 
was 0.973; The accuracy of flow and L7 representa-
tion was 0.959; The accuracy of session and All rep-
resentation was 0.983; The accuracy of conversation 
and L7 representation was 0.962. From all layers and 
application layers, the accuracy of All representation 
was higher than that of L7 representation in the same 
datasets; From the analysis of conversation and flow, 
in the L7 representation of normal flow, there was no 
obvious difference between the accuracy of conver-
sation and flow, and the accuracy of other forms was 
higher than that of flow.
Figure 6(a) shows the precision result of the flow. The 
precision of flow and All forms was 0.999; The pre-
cision of flow and L7 form was 0.978; The precision 
of conversation and All was 0.997; The precision of 
conversation and L7 was 0.989. Figure 6(b) shows the 
recall result of the flow. Among them, the recall rate of 
stream and all forms was 0.983; The recall rate of flow 
and L7 was 0.964; The recall rate of conversation and 
All was 0.995; The recall rate between the session and 
L7 was 0.982. After comprehensive analysis of the 
above results, except that the recall rate of conversa-
tion and all forms was 0.002 lower than that of stream 
and all forms, the precision and recall rate of all forms 
were higher than that of L7 forms; The precision and 
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Figure 5 shows the classification accuracy 
results of four types of flow representation 
forms in normal and malicious flow datasets. 
Figure 5(a) shows the classification accuracy 
results of normal flow. Among them, the 
accuracy of flow and All representation in 
normal flow datasets was 0.998; The accuracy 
of flow and L7 representation was 0.941; The 
accuracy of session and All representation was 
0.999; The precision of conversation and L7 
representation was 0.937. Figure 5(b) shows the 
classification accuracy results of malicious 
flow. Among them, the accuracy of stream and 
All representation in malicious flow datasets 

was 0.973; The accuracy of flow and L7 
representation was 0.959; The accuracy of 
session and All representation was 0.983; The 
accuracy of conversation and L7 representation 
was 0.962. From all layers and application 
layers, the accuracy of All representation was 
higher than that of L7 representation in the 
same datasets; From the analysis of 
conversation and flow, in the L7 representation 
of normal flow, there was no obvious 
difference between the accuracy of 
conversation and flow, and the accuracy of 
other forms was higher than that of flow. 
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Figure 6 Precision and recall results of four expressions of random flow 

 

Figure 6(a) shows the precision result of the 
flow. The precision of flow and All forms was 
0.999; The precision of flow and L7 form was 
0.978; The precision of conversation and All 
was 0.997; The precision of conversation and 
L7 was 0.989. Figure 6(b) shows the recall 
result of the flow. Among them, the recall rate 
of stream and all forms was 0.983; The recall 
rate of flow and L7 was 0.964; The recall rate of 

conversation and All was 0.995; The recall rate 
between the session and L7 was 0.982. After 
comprehensive analysis of the above results, 
except that the recall rate of conversation and 
all forms was 0.002 lower than that of stream 
and all forms, the precision and recall rate of all 
forms were higher than that of L7 forms; The 
precision and recall of conversation form were 
higher than that of stream form. 
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Figure 5 Classification Accuracy of Network Flow Representation 

Figure 5 shows the classification accuracy 
results of four types of flow representation 
forms in normal and malicious flow datasets. 
Figure 5(a) shows the classification accuracy 
results of normal flow. Among them, the 
accuracy of flow and All representation in 
normal flow datasets was 0.998; The accuracy 
of flow and L7 representation was 0.941; The 
accuracy of session and All representation was 
0.999; The precision of conversation and L7 
representation was 0.937. Figure 5(b) shows the 
classification accuracy results of malicious 
flow. Among them, the accuracy of stream and 
All representation in malicious flow datasets 

was 0.973; The accuracy of flow and L7 
representation was 0.959; The accuracy of 
session and All representation was 0.983; The 
accuracy of conversation and L7 representation 
was 0.962. From all layers and application 
layers, the accuracy of All representation was 
higher than that of L7 representation in the 
same datasets; From the analysis of 
conversation and flow, in the L7 representation 
of normal flow, there was no obvious 
difference between the accuracy of 
conversation and flow, and the accuracy of 
other forms was higher than that of flow. 
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comprehensive analysis of the above results, 
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recall of conversation form were higher than that of 
stream form.
Figure 7 shows F1 Score in different expressions of a 
random flow. In Figure 7, F1 Score of flow and All was 
0.993; F1 Score of flow and L7 was 0.972; F1 Score of 
session and All was 0.994; The F1 Score of session 
and L7 was 0.984. The experimental results showed 
that the F1 Score of All form was higher than that of 
L7 form; The F1 Score of the session form was higher 

than that of the stream form. An explanation can be 
given for the above results. The conversation form 
has two-way flow, so it contains more interactive in-
formation. This form can represent more information 
than separate flows.

4.2. Extensibility Experiment and 
Classification Result Analysis of the Model

Through the characterization experiment of flow, it is 
determined that session and All were the best repre-
sentation of flow data. In the extensibility verification 
part, the data representation of flow was in the form 
of session and All. The research used this representa-
tion method to verify the effect of three classifiers in 
two different scenarios. Scenario A used two classifi-
ers first, and then used non-conventional classifiers 
for classification; Scenario B was directly classified 
by twenty classifiers, and the classification effect is 
shown in Figure 8.
Figure 8 shows the classification average accuracy 
of the three classifiers in the classification process, 
where the red curve represents the change in rec-
ognition accuracy of normal flow and the blue curve 
represents the change in recognition accuracy of ma-
licious flow. In Figure 8(a), the classification accura-
cy of both normal traffic and malicious traffic of the 
binary classifier converges to 100% as the number of 

Figure 7
F1 Results of Random Flow

Figure 7 shows F1 Score in different 
expressions of a random flow. In Figure 7, F1 
Score of flow and All was 0.993; F1 Score of 
flow and L7 was 0.972; F1 Score of session and 
All was 0.994; The F1 Score of session and L7 
was 0.984. The experimental results showed 
that the F1 Score of All form was higher than 
that of L7 form; The F1 Score of the session 
form was higher than that of the stream form. 
An explanation can be given for the above 
results. The conversation form has two-way 
flow, so it contains more interactive 
information. This form can represent more 
information than separate flows. 
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4.2 Extensibility Experiment 
and Classification Result 
Analysis of the Model 
Through the characterization experiment of 
flow, it is determined that session and All were 
the best representation of flow data. In the 
extensibility verification part, the data 
representation of flow was in the form of 
session and All. The research used this 
representation method to verify the effect of 
three classifiers in two different scenarios. 
Scenario A used two classifiers first, and then 
used non-conventional classifiers for 
classification; Scenario B was directly classified 
by twenty classifiers, and the classification 
effect is shown in Figure 8. 
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Figure 8 Average Classification Accuracy of Three Classifiers 

Figure 8 shows the classification average 
accuracy of the three classifiers in the 
classification process, where the red curve 
represents the change in recognition accuracy 
of normal flow and the blue curve represents 
the change in recognition accuracy of malicious 
flow. In Figure 8(a), the classification accuracy 
of both normal traffic and malicious traffic of 
the binary classifier converges to 100% as the 
number of iterations increases. In Figure 8(b), 
the normal traffic classification accuracy of the 
ten classifier begins to converge at the fifth 

iteration and finally stabilizes at 99.93%. The 
classification accuracy of malicious traffic starts 
to converge at the fifth iteration and finally 
stabilizes at 98.61%. In Figure 8(c), the normal 
flow classification of the twenty-class device 
begins to converge at the 7th iteration and 
finally stabilizes at an accuracy of 99.41%. The 
classification accuracy of malicious traffic 
begins to converge at the 10th iteration and 
finally stabilizes at 99.17%. The experimental 
results show that the three classifiers have high 
accuracy. 

Table 2 Classification Effect of the Ten-classifier for Each Flow 

Category P R F1 Category P R F1 
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Figure 8
Average Classification Accuracy of Three Classifiers

Figure 7 shows F1 Score in different 
expressions of a random flow. In Figure 7, F1 
Score of flow and All was 0.993; F1 Score of 
flow and L7 was 0.972; F1 Score of session and 
All was 0.994; The F1 Score of session and L7 
was 0.984. The experimental results showed 
that the F1 Score of All form was higher than 
that of L7 form; The F1 Score of the session 
form was higher than that of the stream form. 
An explanation can be given for the above 
results. The conversation form has two-way 
flow, so it contains more interactive 
information. This form can represent more 
information than separate flows. 
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classification; Scenario B was directly classified 
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Figure 8 shows the classification average 
accuracy of the three classifiers in the 
classification process, where the red curve 
represents the change in recognition accuracy 
of normal flow and the blue curve represents 
the change in recognition accuracy of malicious 
flow. In Figure 8(a), the classification accuracy 
of both normal traffic and malicious traffic of 
the binary classifier converges to 100% as the 
number of iterations increases. In Figure 8(b), 
the normal traffic classification accuracy of the 
ten classifier begins to converge at the fifth 

iteration and finally stabilizes at 99.93%. The 
classification accuracy of malicious traffic starts 
to converge at the fifth iteration and finally 
stabilizes at 98.61%. In Figure 8(c), the normal 
flow classification of the twenty-class device 
begins to converge at the 7th iteration and 
finally stabilizes at an accuracy of 99.41%. The 
classification accuracy of malicious traffic 
begins to converge at the 10th iteration and 
finally stabilizes at 99.17%. The experimental 
results show that the three classifiers have high 
accuracy. 

Table 2 Classification Effect of the Ten-classifier for Each Flow 

Category P R F1 Category P R F1 

Figure 7 shows F1 Score in different 
expressions of a random flow. In Figure 7, F1 
Score of flow and All was 0.993; F1 Score of 
flow and L7 was 0.972; F1 Score of session and 
All was 0.994; The F1 Score of session and L7 
was 0.984. The experimental results showed 
that the F1 Score of All form was higher than 
that of L7 form; The F1 Score of the session 
form was higher than that of the stream form. 
An explanation can be given for the above 
results. The conversation form has two-way 
flow, so it contains more interactive 
information. This form can represent more 
information than separate flows. 
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Analysis of the Model 
Through the characterization experiment of 
flow, it is determined that session and All were 
the best representation of flow data. In the 
extensibility verification part, the data 
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representation method to verify the effect of 
three classifiers in two different scenarios. 
Scenario A used two classifiers first, and then 
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Figure 8 shows the classification average 
accuracy of the three classifiers in the 
classification process, where the red curve 
represents the change in recognition accuracy 
of normal flow and the blue curve represents 
the change in recognition accuracy of malicious 
flow. In Figure 8(a), the classification accuracy 
of both normal traffic and malicious traffic of 
the binary classifier converges to 100% as the 
number of iterations increases. In Figure 8(b), 
the normal traffic classification accuracy of the 
ten classifier begins to converge at the fifth 

iteration and finally stabilizes at 99.93%. The 
classification accuracy of malicious traffic starts 
to converge at the fifth iteration and finally 
stabilizes at 98.61%. In Figure 8(c), the normal 
flow classification of the twenty-class device 
begins to converge at the 7th iteration and 
finally stabilizes at an accuracy of 99.41%. The 
classification accuracy of malicious traffic 
begins to converge at the 10th iteration and 
finally stabilizes at 99.17%. The experimental 
results show that the three classifiers have high 
accuracy. 
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Figure 7 shows F1 Score in different 
expressions of a random flow. In Figure 7, F1 
Score of flow and All was 0.993; F1 Score of 
flow and L7 was 0.972; F1 Score of session and 
All was 0.994; The F1 Score of session and L7 
was 0.984. The experimental results showed 
that the F1 Score of All form was higher than 
that of L7 form; The F1 Score of the session 
form was higher than that of the stream form. 
An explanation can be given for the above 
results. The conversation form has two-way 
flow, so it contains more interactive 
information. This form can represent more 
information than separate flows. 
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Analysis of the Model 
Through the characterization experiment of 
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the best representation of flow data. In the 
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Figure 8 shows the classification average 
accuracy of the three classifiers in the 
classification process, where the red curve 
represents the change in recognition accuracy 
of normal flow and the blue curve represents 
the change in recognition accuracy of malicious 
flow. In Figure 8(a), the classification accuracy 
of both normal traffic and malicious traffic of 
the binary classifier converges to 100% as the 
number of iterations increases. In Figure 8(b), 
the normal traffic classification accuracy of the 
ten classifier begins to converge at the fifth 

iteration and finally stabilizes at 99.93%. The 
classification accuracy of malicious traffic starts 
to converge at the fifth iteration and finally 
stabilizes at 98.61%. In Figure 8(c), the normal 
flow classification of the twenty-class device 
begins to converge at the 7th iteration and 
finally stabilizes at an accuracy of 99.41%. The 
classification accuracy of malicious traffic 
begins to converge at the 10th iteration and 
finally stabilizes at 99.17%. The experimental 
results show that the three classifiers have high 
accuracy. 

Table 2 Classification Effect of the Ten-classifier for Each Flow 

Category P R F1 Category P R F1 

iterations increases. In Figure 8(b), the normal traffic 
classification accuracy of the ten classifier begins to 
converge at the fifth iteration and finally stabilizes at 
99.93%. The classification accuracy of malicious traf-
fic starts to converge at the fifth iteration and finally 
stabilizes at 98.61%. In Figure 8(c), the normal flow 
classification of the twenty-class device begins to 
converge at the 7th iteration and finally stabilizes at 
an accuracy of 99.41%. The classification accuracy of 
malicious traffic begins to converge at the 10th itera-
tion and finally stabilizes at 99.17%. The experimental 
results show that the three classifiers have high accu-
racy.
Table 2 shows the classification effect of the non-con-
stant classifier for each type of flow. In the data in 
Table 1, only Virut and Neris had slightly lower indi-
cators. Among them, the precision rate of Virut was 
only 88.92%, that of Neris was 97.04%, and that of 
other flows was above 99%; The recall rate of Virut 
was 96.4%, that of Neris was 91.07%, and the preci-
sion rate of other flow was above 99%; The F1 value of 
Virut was 92.56%, that of Neris was 93.95%, and the 
F1 value of other flows was above 99%.
Table 3 shows the classification effect of twenty-clas-
sifiers for each flow. In the data in Table 3, only Virut 
and Neris had slightly lower indicators. Among them, 
the accuracy rate of Virut was only 90.63%, that of 
Neris was 96.28%, and that of other flows was above 
98%; The recall rate of Virut was 95.52%, that of Neris 
was 92.83%, and the precision rate of other flows was 
above 98%; The F1 value of Virut was 93.04%, that 
of Neris was 94.58%, and the F1 value of other flows 
was above 98%. The value of Viru and Neris flow was 
low, which might be related to the specific application 
characteristics. On the whole, the three classifiers 
met the requirements of practical applications, indi-
cating the feasibility of the proposed representation 
method.
Figure 9 shows the classification effect of normal data 
traffic. In Figure 9, four types of traffic, Wow, Weibo, 
FTP and SMB, have obvious clustering effect, and 
also have outstanding detection effect in the exper-
iment. Although Facetimet and BitTrt have certain 
clustering effects, they are not easily distinguishable 
from other types of clustering traffic due to their close 
distance. The experimental results also show that the 
detection effects of Facetime and BitTrt are relatively 
poor.



809Information Technology and Control 2024/3/53

Table 2
Classification Effect of the Ten-classifier for Each Flow

Category P R F1 Category P R F1

Zeus 99.94% 99.93% 99.93% Wow 99.90% 99.98% 99.92%
Virut 88.92% 96.43% 92.56% Weibo 99.97% 99.96% 99.90%
Tinba 99.81% 99.90% 99.86% SMB 99.94% 99.94% 99.98%
Shifu 99.88% 99.77% 99.79% Skype 99.91% 99.92% 99.95%

Nsis-ay 99.65% 99.24% 99.42% Outlook 99.58% 99.89% 99.62%
Neris 97.04% 91.07% 93.95% MySQL 99.95% 99.96% 99.98%

Miuref 99.92% 99.91% 99.95% Gmail 99.82% 99.63% 99.73%
Htbot 99.79% 99.78% 99.78% FTP 99.98% 99.90% 99.98%
Geodo 99.96% 99.95% 99.91% Facetime 99.96% 99.97% 99.92%
Cridex 99.93% 99.92% 99.94% BitTrt 99.94% 99.94% 99.95%

Table 3
Classification Effect of Twenty-classifiers for Each flow

Category P R F1 Category P R F1

Zeus 99.93% 99.97% 99.97% Wow 99.97% 99.84% 99.81%
Virut 90.63% 95.52% 93.04% Weibo 99.98% 99.95% 99.92%
Tinba 99.96% 99.93% 99.92% SMB 99.90% 99.93% 99.97%
Shifu 99.89% 99.84% 99.80% Skype 99.72% 99.95% 99.85%

Nsis-ay 99.72% 99.07% 99.36% Outlook 99.16% 98.02% 98.63%
Neris 96.28% 92.83% 94.58% MySQL 99.91% 99.91% 99.97%

Miuref 99.95% 99.92% 99.94% Gmail 98.37% 99.28% 98.75%
Htbot 99.78% 99.98% 99.88% FTP 99.93% 99.95% 99.92%
Geodo 99.91% 99.89% 99.89% Facetime 99.90% 99.96% 99.94%
Cridex 99.94% 99.94% 99.91% BitTrt 99.98% 99.92% 99.92%

Figure 9
Classification Effect of Normal Data Flow
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Figure 10 Classification Effect of Malicious Data flow 
 

Figure 10 shows the classification effect of 
malicious data traffic. In Figure 10, except 
Shifu and Htbot, the other traffic has obvious 
clustering effect, indicating that the 
malicious traffic is well distinguished. Shifu 
and Htbot also have some clustering effect, 
but there is a small overlap with other traffic, 
indicating that some traffic is difficult to 
distinguish. In order to further verify the 
performance of the proposed method, a set 
of data containing malicious traffic was used 

for experiments, and the algorithm was 
evaluated by ten indicators. The evaluation 
indexes include true case rate (TPR), false 
positive case rate (FPR), true negative case 
rate (TNR), false negative case rate (FNR), 
Accuracy, Precision, Recall, F1 Score, AUC 
value and error rate. There are 1000 samples 
of traffic data, of which 213 are malicious 
traffic data. Table 4 shows the specific 
results. 

Table 4 Algorithm evaluation and comparison results 
Index GEM Greedy search Representation Learning 
TPR 771 778 785 
FPR 16 9 2 
TNR 185 192 198 
FNR 29 22 15 

Accuracy 0.9560  0.9700  0.9830  
Precision 0.9797 0.9886 0.9974 

Recall 0.9638 0.9725 0.9813 
F1 Score 0.9717 0.9805 0.9893 

AUC 0.9652 0.9834 0.9932 
Error 0.0440  0.0300  0.0170  



Information Technology and Control 2024/3/53810

Figure 10 shows the classification effect of malicious 
data traffic. In Figure 10, except Shifu and Htbot, the 
other traffic has obvious clustering effect, indicating 
that the malicious traffic is well distinguished. Shifu 
and Htbot also have some clustering effect, but there 
is a small overlap with other traffic, indicating that 
some traffic is difficult to distinguish. In order to fur-
ther verify the performance of the proposed method, 
a set of data containing malicious traffic was used for 
experiments, and the algorithm was evaluated by ten 

Figure 10
Classification Effect of Malicious Data flow

Table 4
Algorithm evaluation and comparison results

Index GEM Greedy search Representation Learning

TPR 771 778 785

FPR 16 9 2

TNR 185 192 198

FNR 29 22 15

Accuracy 0.9560 0.9700 0.9830 

Precision 0.9797 0.9886 0.9974

Recall 0.9638 0.9725 0.9813

F1 Score 0.9717 0.9805 0.9893

AUC 0.9652 0.9834 0.9932

Error 0.0440 0.0300 0.0170 

indicators. The evaluation indexes include true case 
rate (TPR), false positive case rate (FPR), true negative 
case rate (TNR), false negative case rate (FNR), Accu-
racy, Precision, Recall, F1 Score, AUC value and error 
rate. There are 1000 samples of traffic data, of which 
213 are malicious traffic data. Table 4 shows the spe-
cific results.
In Table 4, the accuracy rate of the representation 
learning method reaches 0.9830, which is much 
higher than the GEM algorithm’s 0.9560 and Greedy 
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search technology’s 0.9700, indicating that it is more 
accurate and reliable in identifying malicious traffic. 
Similarly, the accuracy and recall performance of 
the representation learning method also indicate its 
advantages in reducing false positives (FPR of only 
2) and catching true positives (TPR of 785), which 
is particularly important for malicious traffic detec-
tion, as too high a false positive rate can lead to un-
necessary alerts, while missing true malicious traffic 
can be a security concern. In addition, the F1 score 
and AUC values representing the learning meth-
od reached 0.9893 and 0.9932, respectively, further 
demonstrating its ability to balance accuracy and re-
call and maintain excellent performance under differ-
ent thresholds. The Error rate (Error) is only 0.0170, 
which is much lower than the other two methods, 
which means that there will be fewer error classifica-
tions when using the presentation learning method. 
The results show that the representation learning 
method has significant performance advantages on 
several key indicators of comprehensive evaluation of 
malicious traffic detection capability. This approach 
significantly improves the accuracy and efficiency of 
malicious traffic detection by making more effective 
use of data features and improving the generalization 
ability of the model, making it a preferred algorithm 
in similar scenarios.

5. Conclusion
The research explored the anomaly detection of net-
work flow, and proposed a method to classify malicious 
flow using RL method. This method characterized dif-
ferent flow in the form of flow or session. It generated a 
visual graph of flow through CNN model and classified 
it. Through experimental verification, the representa-
tion of conversation and All had a classification accu-
racy of 0.999; The precision rate was 0.997; The recall 
rate was 0.995; F1 Score was 0.994, which was the best 
characterization method of flow data. Different clas-
sifiers had high classification accuracy for the data of 
this representation method. The two-classifier accura-
cy reached 100%; The ten-classifier accuracy for nor-
mal flow and malicious flow was 99.93% and 98.61%, 
respectively; The accuracy of twenty-classifiers 
reached 99.43%. The experimental results showed that 
the proposed method had good malicious flow identi-
fication performance and could be applied in practice. 
However, there were still deficiencies in the study. In 
flow detection, the detection effect of malicious flow 
was more uniform, while the detection effect of normal 
flow was unstable. This may be because the sources of 
normal and abnormal flow are different. Therefore, the 
follow-up experiment aims to improve the flow source, 
eliminate the above problems, and further improve the 
stability and accuracy of malicious flow detection.
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