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As the trend towards internationalization accelerates and communication between countries and peoples 
becomes more important, the need for language translation becomes more urgent. Machine translation has 
received much attention as it is more labor and material efficient than human translation. However, current 
machine translation is still far from being fully automated and of high quality. The CRNN-embed model uses 
characters as input to the translation model, and proposes a word vector generation method with embedded 
CRNN, namely CRNN-embed. The model adopts a bidirectional GRU structure and introduces two attention 
mechanisms, CA-Cross Att and MC-SefAtt. The BLEU value of the CRNN-embed model improved by 2.57 
percentage points compared to the baseline system after the attention mechanism was introduced. The BLEU 
values of the study model were higher than both the RNN-search and RNN-embed models, by 0.43 percent-
age points and 0.96 percentage points in char1, 2.02 percentage points and 3.06 percentage points in char2, 
respectively. As the size of the dataset increased, the model’s BLEU values and n-word accuracy also increased, 
and its translations improved significantly. The accuracy and fluency of this model are higher than those of the 
traditional neural machine translation model. The study model had better translation results and was superior 
among similar translation models.
KEYWORDS: Improved RNN; Short text; Intelligent translation; Attention mechanism; Encoder-decoder.
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1. Introduction
As globalization accelerates and countries and na-
tions become more connected, the need for accurate 
translation between languages has become a pressing 
one [26]. Although professional human translators 
can accurately convey the meaning of a language, the 
human cost is relatively high and time-consuming, 
so machine translation is becoming more and more 
popular [14]. However, the adoption of machine 
translation has not been fully automated and of 
high quality. Current algorithms such as deep learn-
ing are often used in machine translation and have 
made breakthroughs, but neural machine transla-
tion mainly uses words as its basic input unit, which 
can make the process cumbersome and cause prob-
lems such as translation errors [18, 27]. In addition, 
when the lexicon is too large, word-based transla-
tion models can also cause problems such as the high 
dimensionality of the network model and difficulties 
in processing unregistered words [30]. Therefore, 
this paper further improves the translation model 
based on neural network by using character-level 
bilingual data as input. Under the overall framework 
of encoder-decoder, the neural machine translation 
model is further improved, focusing on strengthen-
ing the ability of character feature expression. At 
the same time, the traditional attention mechanism 
only pays attention to the corresponding relation-
ship between the current output and the overall in-
put, and enhances the global weight value by inte-
grating historical information to further strengthen 
the word alignment effect. The aim of the research is 
to improve the translation effect and the efficiency 
of machine translation by improving the expression 
model. This research mainly includes five parts. In 
the first part of this paper, the research background 
and significance of machine translation are briefly 
introduced. The current problems of neural machine 
translation and the relevant solutions are present-
ed. The content of the second part is a summary of 
machine translation, which mainly introduces the 
previous research results. This paper summarizes 
and analyzes the design difficulties and shortcom-
ings of machine translation model. The third part 
is the research method content, mainly divided into 
two sections. In Section 3.1, an improved RNN algo-
rithm-based word vector generation and language 

model module design is proposed. In Section 3.2, a 
short text intelligent translation model based on im-
proved word vector generation and language model 
module is designed. The fourth part is the validity 
verification of the research model. The fifth part is 
the summary of the most research methods and the 
analysis of the experimental results. At the same 
time, the shortcomings of research methods and the 
direction of future research are put forward.

2. Related Work
In recent years, all sectors of society have shown a 
great deal of interest in machine translation and 
have shown strong support for it in practical terms. 
At the same time, as the language connection be-
tween nations becomes closer, the accurate transla-
tion and expression of language have become an ur-
gent need of people. In this environment, the search 
for more effective machine translation algorithms 
continues to have important academic and indus-
trial applications. Munz et al. proposed an improved 
machine translation system, which is based on visu-
alised neural machine translation. And the results 
showed that the system could effectively improve 
the translation quality [17]. Garcia et al. compared 
and analyzed Transformers and Recurrent Neural 
Networks (RNNs), two kinds of attention architec-
tures.  Using several models that combine this archi-
tecture, two parallel corpora and two tokenization 
techniques, a neural machine translation (NMT) 
based on Nahuatl is proposed. The results show that 
the model has good translation performance [8]. For 
Non-Autoregressive neural machine translation 
(NAT) output cannot be correctly evaluated due to 
multimodal problems, they proposed a model that 
uses sequence-level training targets to train the NAT 
model. The results showed that the model has some 
superiority [23]. Satir and Bulut proposed a hybrid 
system-based approach, and the experimental re-
sults showed the applicability and effectiveness of 
the approach [22]. Lee et al. proposed an attentional 
mechanism translation model based on reinforce-
ment learning, which solves the translation problem 
of insufficient delay in online scenarios. And the re-
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sults show that the model can achieve a satisfactory 
translation effect [11].
Li et al. proposed a method to improve neural ma-
chine translation using latent feature feedback, 
which was experimentally shown to significantly 
outperform a strong baseline with or without denois-
ing autoencoder pre-training [13]. Turganbayeva 
and Tukeyev proposed a training model to solve the 
unknown word search dictionary in neural machine 
translation. And the experiments show the effec-
tiveness of the method [24]. Armengol-Estapé and 
Costa-Jussà proposed a machine translation model 
that introduces any number of word features into 
the source sequence of the attention system, and the 
results show the model has some advantages [1]. Ma-
rie Benjamin et al. propose a method to address the 
deterioration of translation quality when translat-
ing noisy texts in order to address the deterioration 
of translation quality when translating noisy text, 
Benjamin et al. proposed a neural machine transla-
tion system with different but complementary syn-
thetic parallel data, and the results showed that the 
system was well suited to the problem [4]. Jian et al. 
proposed an attention-embedded Long Short-Term 
Memory (LSTM) English the results show that the 
research model can improve the performance and 
translation quality of English machine translation 
models [9]. 
The research on neural machine translation by 
scholars at home and abroad shows that the current 
neural machine translation technology is still im-
mature, and there are still many problems that need 
to be studied more deeply. Neural machine transla-
tion is based on neural network, and the outstanding 
problem of low interpretability is difficult to avoid at 
this stage. 
Moreover, the effect of neural network is closely re-
lated to whether the parameter Settings are reason-
able, which has not yet been perfected. The effect of 
neural machine translation has not yet met the re-
quirements of full automatic and high quality, and 
there is a large room for improvement. Therefore, 
based on the previous research, the study propos-
es an intelligent translation method for short texts 
based on an improved Recurrent Neural Network 
(RNN) algorithm, in order to obtain a more efficient 
machine translation algorithm model.

3. Design of Neural Machine 
Translation Model Based on 
Improved RNN Algorithm
3.1. Word Vector Generation and Language 
Model Module Design Based on Improved 
RNN Algorithm
End-to-end neural machine translation enables con-
version from source to target language sequences, 
completely eliminating the need for a manually de-
signed translation process, by building up a federat-
ed neural network to perform natural language pro-
cessing tasks in an encoder-decoder framework [20]. 
The linear model of statistical machine translation 
is replaced by its nonlinear model, eliminating the 
need for a hidden structural pipeline and becoming a 
single complex neural network. The encoder-decoder 
framework is shown in Figure 1.

Figure 1
Encoder-Decoder framework
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As shown in Figure 1, when a Chinese source 
statement is input, the model will first generate 
a word vector for each word. Then through the 
time series network model, the sentence vectors 
are generated in sequence. /s< > Representing 
sentence terminators, the input in the source 
language side generates a dense continuous 
representation of the sentence vector 
corresponding to a portion of the encoder. 
Target language segment corresponds to the 
meta-language segment, which is similar to the 
encoder side structure, both using a family of 
RNN networks that capture remote 
dependencies, but the encoder side is designed 
to generate translation outputs. As the model is 
temporal in nature, the output at this moment is 
very dependent on the output at the last 
moment. Before model training, it is necessary 
to convert the corpus into a regular form that 
meets the model input requirements. For 
irregular corpus, a pre-processing process is 
required. The pre-processing of corpus mainly 
includes three points, which are word 
segmentation, named entity recognition and 
special vocabulary processing. Among them, 
the quality of participle directly affects the 
subsequent processing process. Compared with 

Chinese word segmentation, English word 
segmentation is much simpler. Regular 
expressions are used to divide words according 
to space symbols, and high-frequency words 
need to be filtered out. Then through the stem 
extraction process, the different deformation 
words are merged. The combination of Chinese 
characters is relatively deterministic, and the 
probability or frequency of Chinese characters 
combination can better reflect the possibility of 
forming words. By counting the co-occurrence 
frequency or probability of combinations of 
Chinese characters, the word segmentation 
method based on statistics finds out the 
combinations whose probability or frequency is 
greater than the set threshold value and 
determines these as words. After the 
preprocessing is completed, the structured 
bilingual data can be obtained. 

In natural language processing, one-hot is one 
of the most widely used and straightforward 
representations and is known as one-hot 
coding. However, based on the fact that one-hot 
word vectors suffer from problems such as 
dimensional catastrophe, word embedding 
methods that can over-solve the problems in 
one-hot representations have been proposed. 
Usually, the training of word embeddings is 
done together with the training of modules 
such as language models, where the word 
vectors are obtained while the language model 
is being trained. Word vector length is 
considered to be custom, independent of 
dictionaries, generally 100, 200, 300 at 
maximum.  In natural language processing, 
the input is usually a whole sentence in the 
form of a matrix and a document. Each row of 
the matrix represents a vector representation of 
a word or character, often in the form of a word 
embedding. The method of word2vec is 
adopted in the research, and all word vectors 
are randomly initialized, which needs to be 
continuously optimized in the training process. 
A sentence in the input layer can be likened to a 
two-dimensional image, where each row is a 
word representation vector. Vertical is the 
sequential representation of each word of the 
sentence. The size of the input data can be 
compared to the size of the image and can be 
represented by nxk. Where n represents the 
number of words or characters in the longest 
sentence in the training data. If the sentence is 
less than n words or characters, the zero 
method is adopted. k is the dimension of 
embedding. In the experiment, it is set to 128. In 
natural language processing problems, since a 
whole row of inputs represents a word 
representation vector, the width of the filter is 
equal to the dimensionality of its input, i.e. the 
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Before model training, it is necessary to convert the 
corpus into a regular form that meets the model in-
put requirements. For irregular corpus, a pre-pro-
cessing process is required. The pre-processing of 
corpus mainly includes three points, which are word 
segmentation, named entity recognition and special 
vocabulary processing. Among them, the quality of 
participle directly affects the subsequent processing 
process. Compared with Chinese word segmentation, 
English word segmentation is much simpler. Regu-
lar expressions are used to divide words according 
to space symbols, and high-frequency words need 
to be filtered out. Then through the stem extraction 
process, the different deformation words are merged. 
The combination of Chinese characters is relative-
ly deterministic, and the probability or frequency of 
Chinese characters combination can better reflect 
the possibility of forming words. By counting the 
co-occurrence frequency or probability of combina-
tions of Chinese characters, the word segmentation 
method based on statistics finds out the combinations 
whose probability or frequency is greater than the set 
threshold value and determines these as words. After 
the preprocessing is completed, the structured bilin-
gual data can be obtained.
In natural language processing, one-hot is one of the 
most widely used and straightforward representa-
tions and is known as one-hot coding. However, based 
on the fact that one-hot word vectors suffer from 
problems such as dimensional catastrophe, word em-
bedding methods that can over-solve the problems in 
one-hot representations have been proposed. Usual-
ly, the training of word embeddings is done together 
with the training of modules such as language mod-
els, where the word vectors are obtained while the 
language model is being trained. Word vector length 
is considered to be custom, independent of dictionar-
ies, generally 100, 200, 300 at maximum.  In natural 
language processing, the input is usually a whole sen-
tence in the form of a matrix and a document. Each 
row of the matrix represents a vector representation 
of a word or character, often in the form of a word 
embedding. The method of word2vec is adopted in 
the research, and all word vectors are randomly ini-
tialized, which needs to be continuously optimized in 
the training process. A sentence in the input layer can 
be likened to a two-dimensional image, where each 
row is a word representation vector. Vertical is the se-

quential representation of each word of the sentence. 
The size of the input data can be compared to the size 
of the image and can be represented by nxk. Where n 
represents the number of words or characters in the 
longest sentence in the training data. If the sentence 
is less than n words or characters, the zero method is 
adopted. k is the dimension of embedding. In the ex-
periment, it is set to 128. In natural language process-
ing problems, since a whole row of inputs represents 
a word representation vector, the width of the filter is 
equal to the dimensionality of its input, i.e. the word 
representation vector, and the length of the filter is 
the next number of times that can be covered by the 
convolution operation. Figure 2 shows the convolu-
tion process of word vectors [31].word representation vector, and the length of 
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shows the convolution process of word vectors 
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Figure 2 Convolution diagram of word vectors 

As in Figure 2, although the size of the filter is 
variable, usually the window size does not 
exceed 5 lines. When using a filter of length not 
1 to do convolution in the edge region, there are 
no top and bottom elements adjacent to the 
actual and end elements. Therefore, the study 
performs convolution for each word with filters 
of different sizes by complementing the 
elements at that position with 0 and setting the 
positions where the filter has no elements to 0. 
In the convolution process, each convolution 
kernel is moved in steps of one, and multiple 
outputs are obtained by convolving the input 
matrix, which is combined to obtain a feature 
matrix that is the input to the next step of the 
recurrent neural network, which enhances the 
representational properties of individual 
characters. If a phrase occurs at one place in the 
sentence, the output value of the filter at that 
place will be very large, and the output value at 
other places will be very small. This preserves 
information about whether a feature is present 
in the sentence. The word vector corresponding 
to the last character of each word should be the 
word representation of the whole word, and the 
representation of each remaining character 
should be the zero vector. Although the input is 
processed by a layer of convolutional neural 
network, the convolutional neural network is 
only a further abstraction of the input features. 
The research uses RNN-embed, a recurrent 
neural network model for word vector 
generation, which incorporates a word cut 
switch and zeroes out the hidden layer 
information at the appropriate time to 
disconnect the preceding and following 
characters and generate independent word 
vectors. In addition, the research compensates 
for information prior to the word vector being 
input to this language model. By compensating 
for the information, and the blocking gradient 

backflow caused by the zero vector in part of 
the language model can be avoided, which is 
calculated as in Equation (1) [19]. 
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In Equation (1), ix  represents the input 
character at the time of i  , ig  represents the 
hidden layer neuron of the recurrent neural 
network, and cU


 represents any vector. 

iw represents the switch that controls word 
slicing, which determines how close the input at 
is to the input at i 1i − . No matter what kind of 
translation model is used, decoding is an 
essential step in the translation process. 
Decoding is to traverse the set space of 
solutions under the premise of source language 
sentences and parameter models to find the 
most reasonable translated sentences and take 
them as the final translation result of the model. 
Traversal is a search process. Heuristic 
depth-first search can be used to decode 
traversal. The search behavior depends on the 
calculation results of different modules, and 
these modules refer to these results to decide 
the direction of the next step until the 
translation terminator is generated, then the 
search process ends. To ensure that a 
meaningful vector is generated as a last resort, 
the word vector corresponding to iw  is forced 
to be identified as endg . 1

x
ie − The result of the 

decoder-side word vector module is 
represented, which is constrained by the word 
cut switch at the time of i  . The language model 
can be understood as a model identifying the 
probability of occurrence of an utterance, i.e. 
denoted as ( )1 2 3, , , , KP W W W W . If words are 
used as the basic units of a sentence, the 
probability value of a sentence S  consisting of 
words 1 2 3, , , , KW W W W  in the sequence is 
calculated as in Equation (2) [21]. 

( ) ( )1 2 3, , , , KP S P W W W W=  .         (2) 

If only the bi-gram model is 
considered,

( ) ( )1 2 3 1 1, , , , ,K K K KP W W W W W P W W− −=  then 

Equation (2) can be equated with Equation (3). 

( ) ( ) ( ) ( ) ( )1 2 1 3 2 1k kP S P W P W W P W W P W W −=                 
(3) 

The computation of Equation (3) is usually 
designed with a large number of parameters, so 
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As in Figure 2, although the size of the filter is variable, 
usually the window size does not exceed 5 lines. When 
using a filter of length not 1 to do convolution in the 
edge region, there are no top and bottom elements ad-
jacent to the actual and end elements. Therefore, the 
study performs convolution for each word with filters 
of different sizes by complementing the elements at 
that position with 0 and setting the positions where 
the filter has no elements to 0. In the convolution pro-
cess, each convolution kernel is moved in steps of one, 
and multiple outputs are obtained by convolving the 
input matrix, which is combined to obtain a feature 
matrix that is the input to the next step of the recur-
rent neural network, which enhances the representa-
tional properties of individual characters. If a phrase 
occurs at one place in the sentence, the output value 
of the filter at that place will be very large, and the out-
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put value at other places will be very small. This pre-
serves information about whether a feature is present 
in the sentence. The word vector corresponding to 
the last character of each word should be the word 
representation of the whole word, and the represen-
tation of each remaining character should be the zero 
vector. Although the input is processed by a layer of 
convolutional neural network, the convolutional neu-
ral network is only a further abstraction of the input 
features. The research uses RNN-embed, a recurrent 
neural network model for word vector generation, 
which incorporates a word cut switch and zeroes out 
the hidden layer information at the appropriate time 
to disconnect the preceding and following characters 
and generate independent word vectors. In addition, 
the research compensates for information prior to the 
word vector being input to this language model. By 
compensating for the information, and the blocking 
gradient backflow caused by the zero vector in part of 
the language model can be avoided, which is calculat-
ed as in Equation (1) [19].
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to the last character of each word should be the 
word representation of the whole word, and the 
representation of each remaining character 
should be the zero vector. Although the input is 
processed by a layer of convolutional neural 
network, the convolutional neural network is 
only a further abstraction of the input features. 
The research uses RNN-embed, a recurrent 
neural network model for word vector 
generation, which incorporates a word cut 
switch and zeroes out the hidden layer 
information at the appropriate time to 
disconnect the preceding and following 
characters and generate independent word 
vectors. In addition, the research compensates 
for information prior to the word vector being 
input to this language model. By compensating 
for the information, and the blocking gradient 

backflow caused by the zero vector in part of 
the language model can be avoided, which is 
calculated as in Equation (1) [19]. 
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slicing, which determines how close the input at 
is to the input at i 1i − . No matter what kind of 
translation model is used, decoding is an 
essential step in the translation process. 
Decoding is to traverse the set space of 
solutions under the premise of source language 
sentences and parameter models to find the 
most reasonable translated sentences and take 
them as the final translation result of the model. 
Traversal is a search process. Heuristic 
depth-first search can be used to decode 
traversal. The search behavior depends on the 
calculation results of different modules, and 
these modules refer to these results to decide 
the direction of the next step until the 
translation terminator is generated, then the 
search process ends. To ensure that a 
meaningful vector is generated as a last resort, 
the word vector corresponding to iw  is forced 
to be identified as endg . 1
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ie − The result of the 

decoder-side word vector module is 
represented, which is constrained by the word 
cut switch at the time of i  . The language model 
can be understood as a model identifying the 
probability of occurrence of an utterance, i.e. 
denoted as ( )1 2 3, , , , KP W W W W . If words are 
used as the basic units of a sentence, the 
probability value of a sentence S  consisting of 
words 1 2 3, , , , KW W W W  in the sequence is 
calculated as in Equation (2) [21]. 
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Figure 2 Convolution diagram of word vectors 
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information at the appropriate time to 
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( )
( )

1 11

1

x
i i c i i i

end i

e w U x w g

g w
− −

 = − +


= −


.          (1) 

 

In Equation (1), ix  represents the input 
character at the time of i  , ig  represents the 
hidden layer neuron of the recurrent neural 
network, and cU


 represents any vector. 

iw represents the switch that controls word 
slicing, which determines how close the input at 
is to the input at i 1i − . No matter what kind of 
translation model is used, decoding is an 
essential step in the translation process. 
Decoding is to traverse the set space of 
solutions under the premise of source language 
sentences and parameter models to find the 
most reasonable translated sentences and take 
them as the final translation result of the model. 
Traversal is a search process. Heuristic 
depth-first search can be used to decode 
traversal. The search behavior depends on the 
calculation results of different modules, and 
these modules refer to these results to decide 
the direction of the next step until the 
translation terminator is generated, then the 
search process ends. To ensure that a 
meaningful vector is generated as a last resort, 
the word vector corresponding to iw  is forced 
to be identified as endg . 1

x
ie − The result of the 

decoder-side word vector module is 
represented, which is constrained by the word 
cut switch at the time of i  . The language model 
can be understood as a model identifying the 
probability of occurrence of an utterance, i.e. 
denoted as ( )1 2 3, , , , KP W W W W . If words are 
used as the basic units of a sentence, the 
probability value of a sentence S  consisting of 
words 1 2 3, , , , KW W W W  in the sequence is 
calculated as in Equation (2) [21]. 

( ) ( )1 2 3, , , , KP S P W W W W=  .         (2) 

If only the bi-gram model is 
considered,

( ) ( )1 2 3 1 1, , , , ,K K K KP W W W W W P W W− −=  then 

Equation (2) can be equated with Equation (3). 

( ) ( ) ( ) ( ) ( )1 2 1 3 2 1k kP S P W P W W P W W P W W −=                 
(3) 

The computation of Equation (3) is usually 
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The computation of Equation (3) is usually designed 
with a large number of parameters, so simpler and 
more efficient methods are needed, such as neural 
networks, etc. The RNN model ensures that the goal 
of the implementation is to propagate the content 
information through multiple iterations of the steps. 
This is because in the backward propagation stage, 
the gradient contribution value gradually decreases 
in the initial step propagation, and the information of 
long sentences will be diluted as the content increas-
es. Because RNNs are difficult to optimize, Gated 
Recurrent unit (GRU) are used to replace RNNS. Be-
cause it has a more durable memory and can support 
longer sequences, the model is also simpler and easier 
to train than LSTM. The language model is generated 
from the current moment input and the top-clad mo-
ment hidden information state to generate the cur-
rent moment hidden state and thus the output, which 
involves a reset gate, an update gate, and an output 
gate, respectively, and also includes a new memory 
unit. The language model is calculated as in Equation 
(4) [28].
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In Equation (4),σ  is the sigmoid, which is used 
to taper the output to [0,1]. , , ,x

i i i ie z r s denote 
the word vector, update gate, reset gate, and 
output gate, respectively. 

, , , , , , ,z z r r s sW U W U W U W U In the decoder, the 
input of the language model is the output of the 
word vector generating module, and the overall 
bi-directional GRU is used with an additional 
output gate to generate the final language 
output sequence with combined forward and 
reverse outputs. The calculation formula of the 
language model is shown in Equation (5) [25]. 
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In Equation (5), the dimension of 
is , ,z r sW W W n m∗  , the dimension of , ,z r sU U U  
is n n∗ and the dimension of , ,z r sC C C  is n n∗  . 
The results generated by the y

is  language model 
is mainly due to the fact that the last output 
module on the decoder side is output in 
temporal order, using a bi-directional GRU 

structure. The information before each reference 
cannot be predicted at the current moment for 
the temporal information that follows. In 
natural language, word vectors and language 
models play an important role. In addition, they 
are also part of the encoder and decoder 
framework. 

 

3.2 Design of an Intelligent 
Translation Model for Short 
Texts Based on Improved Word 
Vector Generation and 
Language Modeling Modules 
Numerous microtransaction machines have 
encoders and decoders. The encoder 
corresponds to the source language, while the 
decoder corresponds to the target language. 
Word alignment means establishing a link 
between the two ends of the origin and target 
language, learning the latter two 
correspondences from a parallel corpus, 
learning translation rules based on this, and 
then completing the training of a neural 
machine translation model [10]. The usual 
representation of word alignment is i j→ , that 
is, the target word at position i  corresponds to 
the source language word at position j . 
Chinese and English word order is very similar, 
can achieve a certain degree of matching, but 
cannot fully meet the matching requirements. 
Therefore, fuzzy mechanism can be used to 
match the whole. The calculation method of 
fuzzy matching degree of any two words 1C  
and 2C  is shown in the Formula (6). 
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number of words that intersect the two words. 

1 , 2C C  Corresponding to the total number of 
words each of these two words. If one of the 
two words is English e  and the other is 
Chinese C , the calculation method is as shown 
in formula (7). 
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In Equation (7), ()Count  represents the 
frequency statistical function, DTe  represents 
all translations of e , and 1h  is the threshold of 
similarity. The study provides performance 
improvements to the translation maze model by 
augmenting the small poly component-based 
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the input of the language model is the output of the 
word vector generating module, and the overall bi-di-
rectional GRU is used with an additional output gate 
to generate the final language output sequence with 
combined forward and reverse outputs. The calcula-
tion formula of the language model is shown in Equa-
tion (5) [25].
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to taper the output to [0,1]. , , ,x

i i i ie z r s denote 
the word vector, update gate, reset gate, and 
output gate, respectively. 

, , , , , , ,z z r r s sW U W U W U W U In the decoder, the 
input of the language model is the output of the 
word vector generating module, and the overall 
bi-directional GRU is used with an additional 
output gate to generate the final language 
output sequence with combined forward and 
reverse outputs. The calculation formula of the 
language model is shown in Equation (5) [25]. 
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In Equation (5), the dimension of 
is , ,z r sW W W n m∗  , the dimension of , ,z r sU U U  
is n n∗ and the dimension of , ,z r sC C C  is n n∗  . 
The results generated by the y

is  language model 
is mainly due to the fact that the last output 
module on the decoder side is output in 
temporal order, using a bi-directional GRU 

structure. The information before each reference 
cannot be predicted at the current moment for 
the temporal information that follows. In 
natural language, word vectors and language 
models play an important role. In addition, they 
are also part of the encoder and decoder 
framework. 

 

3.2 Design of an Intelligent 
Translation Model for Short 
Texts Based on Improved Word 
Vector Generation and 
Language Modeling Modules 
Numerous microtransaction machines have 
encoders and decoders. The encoder 
corresponds to the source language, while the 
decoder corresponds to the target language. 
Word alignment means establishing a link 
between the two ends of the origin and target 
language, learning the latter two 
correspondences from a parallel corpus, 
learning translation rules based on this, and 
then completing the training of a neural 
machine translation model [10]. The usual 
representation of word alignment is i j→ , that 
is, the target word at position i  corresponds to 
the source language word at position j . 
Chinese and English word order is very similar, 
can achieve a certain degree of matching, but 
cannot fully meet the matching requirements. 
Therefore, fuzzy mechanism can be used to 
match the whole. The calculation method of 
fuzzy matching degree of any two words 1C  
and 2C  is shown in the Formula (6). 
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In Formula (6), 1 2C C+ Represents the 
number of words that intersect the two words. 

1 , 2C C  Corresponding to the total number of 
words each of these two words. If one of the 
two words is English e  and the other is 
Chinese C , the calculation method is as shown 
in formula (7). 
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In Equation (7), ()Count  represents the 
frequency statistical function, DTe  represents 
all translations of e , and 1h  is the threshold of 
similarity. The study provides performance 
improvements to the translation maze model by 
augmenting the small poly component-based 

(7)

In Equation (7), ()Count  represents the frequency 
statistical function, DTe represents all translations 
of e, and 1h  is the threshold of similarity. The study 
provides performance improvements to the transla-
tion maze model by augmenting the small poly com-
ponent-based sentence representation with learning 
knowledge of the source-side clause alignment. The 
decoder is translated by relying only on the hidden 
state of the encoder. The last vector which must en-
code all the content of the source sentence, i.e. the 
word embedding. Most translations are benchmarked 
with English-like word order sentences such as 
French, but some languages have sentences where the 
last word is highly linguistic in the first word of the 
English translation, and backwards input would make 
the results worse, so attention mechanisms are pro-
posed to solve such problems. Two attention mecha-
nisms were used, MC-SefAtt, a multiplexed collabo-
rative self-attention mechanism, and CA-CrossAtt, a 
clause alignment attention mechanism [12, 16].
From Figure 3, where tS  represents the input state, 
and tC  represents the decoder output word. The 
language model uses a bidirectional loop network 
where the words output by each decoder depend on 
a weighted combination of all the input states. The 
result of weight summation is usually normalized to 
1. The weight determines how much each input state 
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contributes to the output state. When the weight is 
large, the decoder will pay more attention to the cor-
responding part of the sentence in the original text 
when generating the current word of the translation. 
The study uses an attention mechanism that can es-
cape the limitations of the fixed vector, with the de-
coder incorporating a different part of the original text 
for each output word generated. Most importantly the 
study lets the model decide on the association with 
the current output based on the input sentences and 
what has been generated. Between languages that are 
very similar in form, the decoder chooses to engage 
things sequentially and so on. A two-way recurrent 
network is used into the language model, where the 
current word output from each decoder is determined 
by a combination of weights from all input states, and 
the weights are what determine the size of each input 
state’s contribution to the output state. The weight is 
usually calculated from the language model output of 
the source language and the hidden layer information 
of the target language at a time. In addition, it should 
be related to the historical information of the weight. 
The calculation method is shown in Formula (8).
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In Formula (8), , , T
a a aW U V  represents the 

weight matrix. 1
y
is −  is the output of the 

language model on the target language side at 
the previous moment, and x

js  is the output of 

the language model on the source language 
side. In the attention calculation process, the 
magnitude of the correlation needs to be 
calculated for each source language word as 
well as for each target language word, and the 
attention value needs to be calculated 
separately for each input-output combination. 
The attention mechanism simply gives the 
network model access to its internal memory, 
i.e. the hidden state of the encoder. The memory 
access mechanism here is a weighted 
combination of the multiple memory locations 
retrieved by the model, which has the 
advantage of allowing for easier end-to-end 
network model training via a back-propagation 
algorithm. To obtain the translation results, 1

x
ie −  

, ic  and y
is  are incorporated at each moment 

before the terminators are generated. The 
output module is calculated as in Equation (9). 
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In Equation (9), , ,i i iW U C  all represent the 
weight matrix with dimensions 
of `2 ,2 ,2 ,l m l n l n∗ ∗ ∗  respectively. The 
generated probability values for the output 
module are shown in Equation (10). 
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In Equation (10), pV  represents the weight 

matrix with dimensions of ,yk l∗ respectively. 
max represents the non-linear activation 
function, and maxsoft  represents the activation 
function. The output module and the word 
vector generation work together with the 

(8)
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output of the language model on the source language 
side. In the attention calculation process, the magni-
tude of the correlation needs to be calculated for each 
source language word as well as for each target lan-
guage word, and the attention value needs to be calcu-
lated separately for each input-output combination. 
The attention mechanism simply gives the network 
model access to its internal memory, i.e. the hidden 
state of the encoder. The memory access mechanism 
here is a weighted combination of the multiple mem-
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translations are benchmarked with English-like 
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languages have sentences where the last word 
is highly linguistic in the first word of the 
English translation, and backwards input 
would make the results worse, so attention 
mechanisms are proposed to solve such 
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used, MC-SefAtt, a multiplexed collaborative 
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In Equation (9), , ,i i iW U C  all represent the weight 
matrix with dimensions of `2 ,2 ,2 ,l m l n l n∗ ∗ ∗  re-
spectively. The generated probability values for the 
output module are shown in Equation (10).
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In Equation (10), pV  represents the weight 

matrix with dimensions of ,yk l∗ respectively. 
max represents the non-linear activation 
function, and maxsoft  represents the activation 
function. The output module and the word 
vector generation work together with the 

(10)

In Equation (10), pV  represents the weight matrix with 
dimensions of ,yk l∗  respectively. max represents the 
non-linear activation function, and maxsoft  rep-
resents the activation function. The output module 
and the word vector generation work together with 
the language model in order to form the complete de-
coder side, thus completing the complete translation 
process. Figure 4 shows the overall frame structure of 
the model.
As shown in Figure 4, the entire response process of 
the model is implemented in the encoder-decoder 
framework. Starting from the decoder side, the word 
vector generation module is input into the source 
language sequence and the related word vector. The 
encoder language model sequence is then generat-
ed by the language module, and the word vector and 
language model are calculated in two steps from the 
forward and reverse directions, finally synthesising 
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Figure 4
Overall framework of translation model

the language model output on the forward and reverse 
source language side. The word alignment module 
acts as a bridge between the encoder and the decoder, 
firstly budgeting the correlation between each output 
step and the individual inputs on the encoder side and 
performing a weighted sum, and then carrying out 
calculations on the decoder side to generate the trans-
lated output. The decoder side calculates the language 
model and the translation result at the current mo-
ment based on the output of all previous calculations. 
The final translation output is then used to generate 
the cloud side of the word vector model in preparation 
for the subsequent output. The size of the batch has 
an important impact on gradient descent methods in 
machine learning. When the error of a single sample 
is calculated each time and the gradient correction 
is carried out, a mutually cancelling effect may be 
formed due to the difference of each sample. As a re-
sult, the result oscillates back and forth and cannot be 
convergent. Therefore, using the batch method to se-

lect the appropriate size, not only can effectively im-
prove the utilization of memory, but also speed up the 
processing speed. However, if you blindly increase the 
batch size, you may exceed the range of memory can 
afford. Therefore, you need to choose a moderate val-
ue, such as 80. In this research, the study uses a batch 
approach, which will be set to 80, and each gradient to 
be updated is calculated as in Equation (11) [15].

language model in order to form the complete 
decoder side, thus completing the complete 

translation process. Figure 4 shows the overall 
frame structure of the model. 
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model output on the forward and reverse 
source language side. The word alignment 
module acts as a bridge between the encoder 
and the decoder, firstly budgeting the 
correlation between each output step and the 
individual inputs on the encoder side and 
performing a weighted sum, and then carrying 
out calculations on the decoder side to generate 
the translated output. The decoder side 
calculates the language model and the 
translation result at the current moment based 
on the output of all previous calculations. The 
final translation output is then used to generate 
the cloud side of the word vector model in 
preparation for the subsequent output. The size 
of the batch has an important impact on 
gradient descent methods in machine learning. 
When the error of a single sample is calculated 
each time and the gradient correction is carried 
out, a mutually cancelling effect may be formed 

due to the difference of each sample. As a 
result, the result oscillates back and forth and 
cannot be convergent. Therefore, using the 
batch method to select the appropriate size, not 
only can effectively improve the utilization of 
memory, but also speed up the processing 
speed. However, if you blindly increase the 
batch size, you may exceed the range of 
memory can afford. Therefore, you need to 
choose a moderate value, such as 80. In this 
research, the study uses a batch approach, 
which will be set to 80, and each gradient to be 
updated is calculated as in Equation (11) [15]. 

1i t tx x x+ = + ∆ .                 (11) 

In Equation (11), tx  represents the parameter to 
be updated and t  represents the moment. Each 
gradient update is calculated as in Equation 
(12). 

t tx gη∆ = − ⋅ .         (12) 

In Equation (9), tg  represents the gradient 
andη  represents the learning rate. Changing 
the learning rate during each update can speed 
up the convergence, and Adadelta’s method 
was used in this study. tθ∆ The parameters to 
be updated are calculated as in Equation (13) 
[5]. 
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In Equation (11), tx  represents the parameter to be 
updated and t  represents the moment. Each gradient 
update is calculated as in Equation (12).

language model in order to form the complete 
decoder side, thus completing the complete 

translation process. Figure 4 shows the overall 
frame structure of the model. 
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parameters to be updated are calculated as in Equa-
tion (13) [5].

language model in order to form the complete 
decoder side, thus completing the complete 

translation process. Figure 4 shows the overall 
frame structure of the model. 
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In Equation (13), RMS  denotes the root mean square 
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tg The rescaled gradient performs the 
update calculation as in Equation (14). 
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In Equation (14), tx denotes the leaked mean 
used to store the second order inverse of the 
change in the parameters of the model itself. 
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tg denotes the adjusted gradient, which is 

calculated as in Equation (15) [7]. 
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In Equation (15), ts represents the average of the 
leaks used for the second order derivatives 
and 1tx −∆ represents the average of the leaks 
from '

tg . The Adadelta algorithm is calculated 
as in Equation (16). 

( ) ( ) ( )22 '
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In Equation (16), ρ represents the 
parameter du jour . The study uses BLEU  as the 
evaluation method for this translation model 
[2]. For a sentence with a translation, the 
candidate translation is represented by C , the 
corresponding reference English by S  and the 
set of word-length phrases by N-gram . nP As a 
precision measure, the study introduced a 
penalty factor (Brevity Penalty, BP), as in 
Equation (17), since it cannot evaluate the 
completeness of the translation [29]. 
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In Equation (17), c  stands for candidate 
translation length, and r  the effective length of 
the reference translation. BLEU This is actually 
a pooled weighted average of the accuracy 
of N-gram  and is calculated as in Equation (18). 
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In Equation (18), 1,2,3,4N =  , nw  denotes the 
corresponding weight of the contributing n  
meta-word, which is generally taken as a 

constant value, i.e.1 / n  . 

 

4. Experimental Results 
Analysis of Short Text 
Intelligent Translation Model 
Based on Improved RNN 
Algorithm 
The theano-based deep learning framework is 
used for the experiments, as it consists of a large 
number of convenient optimisation libraries 
that can be used as the basis for the 
multidimensional arrays of universities and 
make full use of the GRU structure, thus greatly 
improving the computational efficiency. In 
order to achieve good training results, an early 
stopping mechanism is proposed. The 
operating system used for the experiments is 
64-bit Ubuntu 14.04 with 64G of RAM and a 
2.5TB hard disk. In this study, bilingual oral 
corpus pairs in Chinese and English are used as 
data sets. Since the existing fragmented data 
sets are far from meeting the requirements of 
deep learning on the size of data sets, it is 
necessary to obtain them by itself. The resources 
of individual subtitle groups are more 
authoritative in the same type of websites, the 
resources are updated relatively timely, and the 
data scale is larger. Therefore, the experiment 
takes subtitle website as the resource source of 
the dataset. Get tens of millions of data sets 
from subtitle websites through web crawlers 
and optimize extraction. To compare the effect 
of the model on word and character level input 
and to verify the effect of dataset size on the 
effect of the model, two datasets were extracted 
during the experimental phase, a small-scale 
dataset containing a bilingual training set of 1.8 
million and a large-scale dataset containing a 
bilingual dataset of 21 million, both with a test 
data size of 5000. To prove that the sequence 
length has a significant effect on the translation 
effect, the sentence length at the word level and 
the character level in the size and scale data set 
is calculated respectively. As shown in Table 1.  
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In Equation (16), ρ  represents the parameter du jour . 
The study uses BLEU  as the evaluation method for 
this translation model [2]. For a sentence with a 
translation, the candidate translation is represented 
by C , the corresponding reference English by S  and 
the set of word-length phrases by N-gram. nP  As a pre-
cision measure, the study introduced a penalty factor 
(Brevity Penalty, BP), as in Equation (17), since it can-
not evaluate the completeness of the translation [29].
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the reference translation. BLEU This is actually 
a pooled weighted average of the accuracy 
of N-gram  and is calculated as in Equation (18). 

( )1
exp logN

N nn
BLEU BP w P

=
= × ×∑     (18) 

In Equation (18), 1,2,3,4N =  , nw  denotes the 
corresponding weight of the contributing n  
meta-word, which is generally taken as a 

constant value, i.e.1 / n  . 

 

4. Experimental Results 
Analysis of Short Text 
Intelligent Translation Model 
Based on Improved RNN 
Algorithm 
The theano-based deep learning framework is 
used for the experiments, as it consists of a large 
number of convenient optimisation libraries 
that can be used as the basis for the 
multidimensional arrays of universities and 
make full use of the GRU structure, thus greatly 
improving the computational efficiency. In 
order to achieve good training results, an early 
stopping mechanism is proposed. The 
operating system used for the experiments is 
64-bit Ubuntu 14.04 with 64G of RAM and a 
2.5TB hard disk. In this study, bilingual oral 
corpus pairs in Chinese and English are used as 
data sets. Since the existing fragmented data 
sets are far from meeting the requirements of 
deep learning on the size of data sets, it is 
necessary to obtain them by itself. The resources 
of individual subtitle groups are more 
authoritative in the same type of websites, the 
resources are updated relatively timely, and the 
data scale is larger. Therefore, the experiment 
takes subtitle website as the resource source of 
the dataset. Get tens of millions of data sets 
from subtitle websites through web crawlers 
and optimize extraction. To compare the effect 
of the model on word and character level input 
and to verify the effect of dataset size on the 
effect of the model, two datasets were extracted 
during the experimental phase, a small-scale 
dataset containing a bilingual training set of 1.8 
million and a large-scale dataset containing a 
bilingual dataset of 21 million, both with a test 
data size of 5000. To prove that the sequence 
length has a significant effect on the translation 
effect, the sentence length at the word level and 
the character level in the size and scale data set 
is calculated respectively. As shown in Table 1.  
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In Equation (18), 1,2,3,4N = , nw  denotes the corre-
sponding weight of the contributing n meta-word, 
which is generally taken as a constant value, i.e. 1 / n.

4. Experimental Results Analysis 
of Short Text Intelligent Translation 
Model Based on Improved RNN 
Algorithm
The theano-based deep learning framework is used 
for the experiments, as it consists of a large number 
of convenient optimisation libraries that can be used 
as the basis for the multidimensional arrays of uni-
versities and make full use of the GRU structure, thus 
greatly improving the computational efficiency. In or-
der to achieve good training results, an early stopping 
mechanism is proposed. The operating system used 
for the experiments is 64-bit Ubuntu 14.04 with 64G 
of RAM and a 2.5TB hard disk. In this study, bilingual 
oral corpus pairs in Chinese and English are used as 
data sets. Since the existing fragmented data sets are 
far from meeting the requirements of deep learning 
on the size of data sets, it is necessary to obtain them 
by itself. The resources of individual subtitle groups 
are more authoritative in the same type of websites, 
the resources are updated relatively timely, and the 
data scale is larger. Therefore, the experiment takes 
subtitle website as the resource source of the dataset. 
Get tens of millions of data sets from subtitle web-
sites through web crawlers and optimize extraction. 
To compare the effect of the model on word and char-
acter level input and to verify the effect of dataset size 
on the effect of the model, two datasets were extracted 
during the experimental phase, a small-scale dataset 
containing a bilingual training set of 1.8 million and 
a large-scale dataset containing a bilingual dataset of 
21 million, both with a test data size of 5000. To prove 
that the sequence length has a significant effect on the 
translation effect, the sentence length at the word lev-
el and the character level in the size and scale data set 
is calculated respectively. As shown in Table 1. 
As can be seen from the statistical results in Table 1, 
the sentence length of word-level Chinese sentences in 
the dataset is generally less than 20, and the sentence 
length of English sentences is generally less than 60, 
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Table 1
Word level million and ten million data sentence length statistics

Sentence 
length

Word level million data sentence length statistics Word level ten million data sentence length statistics

Training Set 
(Chinese)

Training set 
(English)

Test Set 
(English)

Test set 
(English)

Training Set 
(Chinese)

Training set 
(English)

Test Set 
(English)

Test set 
(English)

1~9 1442446 127 1044 152763 142378 17647172 18753154 137397 174160

10~19 357330 523695 47038 56639 4286910 3189486 61263 25838

20~29 223 4909 197 569 9136 755 1332 2

30~39 1 349 2 360 169 7 8 0

40~49 0 3 0 51 11 3 0 0

50~59 0 0 0 3 5 0 0 0

60+ / / / / 3 1 0 0

and the sentence length of bilingual pairs is shorter, 
which is also consistent with the characteristics of oral 
language. The results of comparing this model with 
other translation models are shown in Table 2.
Table 2 shows the BLUE values of the different net-
work-structured translation models on the develop-
ment and test sets for the Chinese-English transla-
tion task. Among the translation models without the 
attention mechanism, the model with the GRU struc-
ture outperforms the RNN and LSTM-only models 
in all tests, but is weaker than the study model with 
the bidirectional GRU structure, and weaker than all 
other translation models with the attention mech-
anism. Since the traditional attention mechanism 

Table 2
Performance comparison of translation models with or without attention mechanism

Translation model Dev. Test.1 Test.2 Test.3

RNN 12.49 11.97 11.73 11.89

LSTM 14.57 14.25 13.93 14.09

GRU 14.59 14.26 13.95 14.11

BiGRU 16.31 15.92 15.59 15.68

RNN+Attention 21.44 16.85 16.51 16.72

LSTM+Attention 23.37 22.84 22.57 22.63

GRU+Attention 23.41 22.87 22.59 22.65

CRNN-embed 25.38 24.96 24.47 24.51

only focuses on the current output and the overall in-
put information, the global information-based word 
alignment method was used in this study, as shown 
in Figure 5. The performance improvement results of 
the study model with the addition of each mechanism.
As shown in Figure 5, the study model improved its 
BLEU value by 0.48 percentage points over the base-
line system after introducing the MC-SefAtt attention 
mechanism on the baseline system. The model im-
proved its BLEU value by 1.05 percentage points over 
the baseline system after introducing the CA-Cros-
sAtt attention mechanism on the baseline system. 
In contrast, after the model introduced both the 
CA-CrossAtt and MC-SefAtt attention mechanisms 
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on the baseline system, its BLEU value improved by 
2.57 percentage points over the baseline system. The 
experimental results show that the study’s introduc-
tion of two attention mechanisms incorporating the 
alignment knowledge approach enables the model to 
learn semantic structural alignment features at the 
bilingual clause level as well as to better improve the 
accuracy of the neural machine translation model. To 
further analyse the reasons for the improved system 
performance due to the study’s encoders, the exper-
iments grouped the test set by source-end sentence 
length and tested the BLRU scores for each group 
separately, the results of which are shown in Figure 6.

Figure 5
Performance results of the research model after introducing various mechanisms
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As shown in Figure 5, the study model 
improved its BLEU value by 0.48 percentage 
points over the baseline system after 

introducing the MC-SefAtt attention 
mechanism on the baseline system. The model 
improved its BLEU value by 1.05 percentage 
points over the baseline system after 

As shown in Figure 6, the performance of this study’s 
translation system and the baseline system are ap-
proximately the same when the sentences are short, 
and their performance is improved accordingly when 
the sentence length becomes longer. The baseline sys-
tem encoder is weaker than the encoder of the study 
system in terms of long-time capture capability, and 
this fusion encoder design can effectively cover the 
feature extraction capability of the encoder, further 
verifying its effectiveness in improving the perfor-
mance of the translation system. In addition, exper-
iments were conducted to statistically analyse the 
results of recursively updating the source-side an-
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The influence of the input sentence length on the performance of the fusion encoder translation system
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each group separately, the results of which are 
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notation of this study’s improved RNN-based trans-
lation system with three other better-performing at-
tention-based neural machine translation systems, 
as shown in Figure 7(a). Moreover, to further analyse 
and compare the performance of the four systems, the 
experiments grouped the test sets by source-end sen-
tence length and tested their BLUE scores for each 
group separately, the results of which are shown in 
Figure 7(b).
As can be seen from Figure 7(a), the study’s proposed 
translation system performs better than the other 
three systems in terms of the average BLEU value 
of the study’s improved RNN-based CRNN-embed 
model, both when compared with the traditional at-
tention-based system DL4MT and the better NMT-
IA and NMT-RA systems, with the average BLEU val-
ue of the study’s improved RNN-based CRNN-embed 
model being higher than that of DL4MT, NMT-IA, 
and NMT-RA by 4.91 percentage points, 4.11 percent-
age points, and 3.25 percentage points, respective-
ly. This also indicates that the research method has 
improved the over- and under-translation problems 
of the translation system, thus enhancing the per-
formance of the overall translation system. As can be 
seen in Figure 7(b), the study system achieves consis-
tent performance improvements with the other three 
systems in terms of length groupings, especially for 
long sentences. This also indicates that the studied 

Figure 7
Performance comparison results of translation systems in the recursively updated source-side annotation experiment
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experiment 

CRNN-embed model is more effective for long-term 
memory and can better fuse information from the 
source and target ends, thus achieving an improve-
ment in system performance. Table 3 below shows 
the translation results of different models, GNMT for 
the word and character-based neural machine trans-
lation model introduced by Google, the RNN-search 
model, the RNN-embed model, and the study’s pro-
posed CRNN-embed model.
In Table 3, 6 indicators are corresponding to the dif-
ferent calculations of the evaluation method. BLEU
For the main evaluation metrics, BP is determined 
by the length, and 1P  to 4P  represent the accuracy 
rates for one-to-four words, respectively. There, No. 
1 and No. 2 are the evaluation results for small and 
large quantitative sets, respectively, and it is clear 
from the data in the table that the performance of 
each model improves significantly when the size of 
the dataset grows. The CRNN-embed model in this 
study has higher values than both the RNN-search 
and RNN-embed models, with 0.43 and 0.96 per-
centage points higher in char1, and 2.02 and 3.06 per-
centage points higher in char2, respectively. And the 
CRNN-embed models from 1P  to 4P  are higher than 
all the models in the table. The experiments show that 
the research translation models translate better and 
are superior to similar translation models. To further 
demonstrate the effect of sentence length on the clas-
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Table 3
Comparison of model effects

Model BLEU P1(%) P2(%) P3(%) P1(%) BP

GNMT 23.39 41.8 23.9 21.2 13.9 1.0

RNN-search 1 19.01 38.6 23.2 15.1 11.9 1.0

RNN-search 2 21.73 41.8 26.2 17.5 11.9 1.0

RNN-embed 1 18.48 39.6 23.2 14.3 9.2 1.0

RNN-embed 2 20.69 41.3 25.3 16.5 10.9 1.0

CRNN-embed 1 19.44 39.3 23.6 15.4 10.2 1.0

CRNN-embed 2 23.75 44.0 30.3 22.3 15.5 1.0

sification effect, the experiments were tested by scor-
ing the models by sentence length, and the results are 
shown in Figure 8(a). In addition, to verify the effect 
of dataset size growth on model effectiveness, the ex-
periments were trained with data sets of 3 million, 6 
million, 9 million, 12 million and 15 million, and the 
results are shown in Figure 8(b).
As can be seen in Figure 8(a), the model scores are 
higher for lengths below 20, and decrease as the 
sentence length increases. From Figure 8(b), it can 
be seen that as the size of the dataset increases, the 
model’s BLEU values and n-word accuracy rates also 
increase and its translations improve significantly. 
The experiments were concluded with a manual eval-
uation of the translation method, using two dimen-

sions, accuracy and fluency, to evaluate the research 
CRNN-embed model against the traditional neural 
machine translation model, and the results of their 
scores are shown in Figure 9.
From Figure 9, the CRNN-embed model designed 
in this study has a higher manual score in terms of 
translation accuracy and fluency than the tradition-
al neural machine translation model, with an aver-
age score of 93.84, 4.99 points higher than the tra-
ditional model. And the root-mean-square error of 
CRNN-embed model is only 0.14, which is 0.18 low-
er than the traditional model. The error rate of the 
research model is lower than that of the traditional 
method, and the translation effect is better. In addi-
tion to translating English sentences, between lan-

Figure 8
Comparison of different data scale models and classification results by sentence length
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As can be seen in Figure 8(a), the model scores 
are higher for lengths below 20, and decrease as 
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it can be seen that as the size of the dataset 
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results of their scores are shown in Figure 9. 

 
 

89.25 88.46 88.85

94.32 93.36 93.84

70

75

80

85

90

95

100

Fluency Accuracy Average

Sc
or

e 
R

es
ul

ts

Evaluative dimension

Conventional model CRNN-embed

0.1

0.2

0.3

0.4

0.5

0.6

0.0
Conventional model CRNN-embed

R
oo

t M
ea

n 
Sq

ua
re

 E
rr

or

0.32

0.14

Translation model
(a) Evaluative dimension (b) The RMSE of the model translated sentences

 

Figure 9 Comparison results of model translation effects
 

From Figure 9, the CRNN-embed model 
designed in this study has a higher manual 
score in terms of translation accuracy and 
fluency than the traditional neural machine 
translation model, with an average score of 
93.84, 4.99 points higher than the traditional 
model. And the root-mean-square error of 
CRNN-embed model is only 0.14, which is 0.18 
lower than the traditional model. The error rate 
of the research model is lower than that of the 
traditional method, and the translation effect is 
better. In addition to translating English 
sentences, between languages with very similar 
forms, such as Chinese and Korean, the decoder 
may choose to participate in things sequentially, 
participating in the first word of the original 

when the first Korean word is generated, and so 
on. In order to further verify the translation 
performance of the research model, The 
experiment will study the translation effect of 
the model on different languages and several 
advanced translation models, such as attention 
mechanism translation model based on 
reinforcement learning [11], improved neural 
machine translation algorithm based on latent 
feature feedback [13], neural machine 
translation algorithm of clinical text between 
distant languages [29], and improved language 
translation algorithm based on hidden Markov 
model [6]. The translation results of each model 
are shown in Table 4.  



Information Technology and Control 2024/3/53956

Figure 9
Comparison results of model translation effects
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CRNN-embed model is only 0.14, which is 0.18 
lower than the traditional model. The error rate 
of the research model is lower than that of the 
traditional method, and the translation effect is 
better. In addition to translating English 
sentences, between languages with very similar 
forms, such as Chinese and Korean, the decoder 
may choose to participate in things sequentially, 
participating in the first word of the original 

when the first Korean word is generated, and so 
on. In order to further verify the translation 
performance of the research model, The 
experiment will study the translation effect of 
the model on different languages and several 
advanced translation models, such as attention 
mechanism translation model based on 
reinforcement learning [11], improved neural 
machine translation algorithm based on latent 
feature feedback [13], neural machine 
translation algorithm of clinical text between 
distant languages [29], and improved language 
translation algorithm based on hidden Markov 
model [6]. The translation results of each model 
are shown in Table 4.  

guages with very similar forms, such as Chinese and 
Korean, the decoder may choose to participate in 
things sequentially, participating in the first word of 
the original when the first Korean word is generated, 
and so on. In order to further verify the translation 
performance of the research model, The experiment 
will study the translation effect of the model on dif-
ferent languages and several advanced translation 
models, such as attention mechanism translation 
model based on reinforcement learning [11], im-
proved neural machine translation algorithm based 
on latent feature feedback [13], neural machine 

translation algorithm of clinical text between dis-
tant languages [29], and improved language trans-
lation algorithm based on hidden Markov model [6]. 
The translation results of each model are shown in 
Table 4. 
As can be seen from Table 4, firstly, in Korean data 
sets, the studied CRNN-embed model processes more 
sentences per second than other models. At the same 
time, the research model also processes more words 
per second than other models. In the Serbian data set, 
the CRNN-embed model also processes more sen-
tences and words per second than the other models. 

Table 4
Comparison of translation effects of different language concentration models

Model BLEU
Sentences processed per second Words processed per second

Accuracy rate 
(%)Korean data 

set
Serbian language 

data set
Korean data 

set
Serbian language 

data set

Baseline system 43.33 42.46 32.23 873.99 765.82 78.6

References [11] 41.23 45.12 34.45 922.65 843.84 83.1

References [13] 43.15 47.46 38.42 1108.06 956.51 84.3

References [29] 43.87 47.34 38.62 1109.42 956.21 86.8

References [6] 44.12 47.48 38.53 1112.33 956.54 87.4

CRNN-embed 48.47 58.76 51.76 1209.59 1174.32 92.1
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In addition, the average translation accuracy of the 
research model is also the highest, at 92.1%. In con-
clusion, the translation performance of the research 
model is better in different language datasets. The 
classical attention mechanism only focuses on the 
corresponding relationship between the current out-
put and the overall input, while the translation model 
designed in this study is based on the overall encod-
er-decoder framework, which emphasizes the en-
hancement of character feature expression ability. By 
integrating historical information, this study further 
strengthens the word alignment effect, thus obtaining 
better short text translation effect.

5. Conclusion
As the trend towards internationalisation acceler-
ates, communication between countries and peoples 
becomes more closely important, and the resulting 
need for language translation becomes more urgent. 
This research proposes an improved RNN algorithm 
for the intelligent translation of short texts, which 
uses characters as input to a neural machine transla-
tion model, and improves components such as word 
vector generation for changes in the form of the input. 
The results show that the study model outperforms 
other models without attention mechanisms or GRU 
structures in terms of performance, with a BLUE val-
ue of 25.38. The model improves its BLEU value by 
2.57 percentage points over the baseline system after 
introducing both CA-CrossAtt and MC-SefAtt atten-
tion mechanisms on the baseline system. The mean 
performance BLEU values of the studied CRNN-em-

bed model were 4.91 percentage points, 4.11 percent-
age points, and 3.25 percentage points higher than 
DL4MT, NMT-IA, and NMT-RA, respectively. The 
BLEU values of the study model were higher than 
both the RNN-search and RNN-embed models, by 
0.43 percentage points and 0.96 percentage points in 
char1, and 2.02 percentage points and 3.06 percent-
age points in char2, respectively, providing superior-
ity among similar translation models. As the size of 
the dataset increased, the model’s BLEU values and 
n-word accuracy also increased, and its translation re-
sults were significantly improved. The manual ratings 
of the study model were higher than those of the tra-
ditional neural machine translation model in terms of 
both translation accuracy and fluency, indicating that 
the study model was more effective in translation. Al-
though the study has comprehensively validated the 
effectiveness and superiority of the translation mod-
el, there is still room for improvement and the model 
structure will continue to be optimised in subsequent 
studies in the hope of further reducing the complexity 
of its training.
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