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Breast cancer is the most widespread cancer among women. Based on the International cancer research center 
analysis, the highest number of deaths among women is due to breast cancer. Hence, detecting breast cancer 
at the earliest may help the oncologist to make appropriate decisions. Due to variations in breast tissue den-
sity, there is still a challenge in precise diagnosis and classification. To overcome this challenge, a novel opti-
mal trained deep learning model (OTDEM)-based breast cancer segmentation and classification are proposed 
with the following four stages: they are, preprocessing, segmentation, feature extraction, and classification. The 
input image is passed to the initial stage using the Contrast Limited Adaptive Histogram Equalization (CLA-
HE) filter to enhance the image. Then the preprocessed image is given to the segmentation stage for the image 
sub-segments by correlation-based deep joint segmentation. Following that, the features such as statistical fea-
tures, improved local gradient texture pattern (LGXP), texton features, and shape-based features are derived 
from the segmented image. Then the derived features are fed to the ensemble model that includes a convo-
lutional neural network (CNN), deep belief network (DBN), and bidirectional graph recurrent unit (Bi-GRU) 
classifier to finalize the classification outcome. Further, to enhance the performance of the ensemble model, the 
weight of BI-GRU is optimized via a new algorithm termed Swarm Intelligence - Pelican Optimization Algo-
rithm (SIPOA). This ensures optimal training to make the model more appropriate in its classification process. 
Finally, the performance of the proposed work is validated over the traditional models concerning different 
performance measures.
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1. Introduction
Breast cancer is the world’s second most prevalent 
cancer in females. It is the leading cause of cancer 
mortality in women [25], [31]. Based on World Health 
Organization’s International Agency for Cancer Re-
search (IARC), breast cancer affects around 2.1 mil-
lion people yearly and causes 7.6 million deaths. It 
occurred in females between the ages of 40 and 60 
[1], [4], [2]. However, improved medical imaging tech-
nology allows for the early detection and treatment of 
more than 90% of breast cancer patients. Early iden-
tification of breast cancer, treatment facilities, and 
proper diagnosis improve life expectancies.
The methods such as Breast Self-Examination 
(BSE), Fine-Needle Aspiration Biopsy (FNAB), and 
mammography are utilized to identify breast cancer. 
The occurrence of swelling, lumps, or any distor-
tions is detected by the BSE method with the help 
of self-screening confirmation [22], [3]. Mammogra-
phy predicts early breast cancer occurrence through 
symptoms like lump, pain, skin dimpling, or nipple 
discharge. It uses low-intensity X-rays to create imag-
es, enabling classification of breast masses as benign 
or malignant based on factors like size, texture, gradi-
ent, and density. Benign tumors have smooth, round, 
and well-defined boundaries, while malignant masses 
have rough, hazy, and uncertain boundaries [15].
Automated segmentation and classification of breast 
masses in mammograms provide precise diagnosis 
and treatment, overcoming human error and saving 
time [16]. However, challenges include variations in 
masses’ texture, location, uncertain boundaries, and 
low contrast, requiring adaptable segmentation ap-
proaches for different phenotypic classes. A high-per-
formance classification method is needed to differ-
entiate between benign and malignant masses [24]. 
Biopsy-based procedures like FNAB utilize retrieved 
tissue samples to screen for malignant cells and offer 
a less painful, faster, and noninvasive alternative [14].
This paper proposes an OTDE-based segmentation 
and classification model for accurate breast cancer 
detection, addressing the challenges of variations in 
mass features and similar morphological appearanc-
es among classes.
The contribution of this work is as follows:
 _ Using CLAHE filtering method, the sample input 

image is preprocessed to filter the image. 

 _ A correlation-based deep joint segmentation is 
proposed in this work for the segmentation process.

 _ Improved LGXP is proposed as the new technique 
for extracting features from the segmented image 
along with other statistical features, texton 
features, and shape-based features.

 _ Proposing an ensemble model, which involves 
classifiers like CNN, DBN and Bi-GRU, to train the 
derived features.

 _ Also, proposing a novel SI-POA for optimal 
training. Here, the weight of the Bi-GRU classifier 
is optimized.

The remaining set of the work is as follows:
Section 2 studied the features and challenges of extant 
work. The proposed model of breast cancer classifica-
tion model is defined in Section 3. Section 4 describes 
the proposed ensemble model and the optimization 
algorithm. The comparison of suggested model results 
and discussions are analyzed in Section 4 and finally, 
the conclusion is summarized in Section 5.

2. Related Works
In 2022, Kosmia Loizidou et al. [17] developed a ma-
chine-learning method with neural networks to di-
agnose breast cancer with the effect on patient out-
comes. They developed the systems for the progress 
of automated computer-aided diagnosis systems. 
Moreover, they obtained accurate detection of masses 
of about 99.9%, and by using state-of-the-art tempo-
ral analysis, the classification precision of suspicious 
masses or benign increased from 92.6% to 98%.
In 2021, Wang et al. [30] used a framework called 
Deep Regional Metastases Segmentation for lymph 
node status classification in patients. They proposed 
DSNetutilized for the detection of patch-level re-
gional metastases. Then the metastases from indi-
vidual slides were predicted by density-based spatial 
clustering of the system with noise and patient-level 
pN-stages were determined.
In 2020, Yue et al. [32] proposed a multi-task learn-
ing framework in 3D Automated Breast Ultrasound 
(ABUS) images for the segmentation and classification 
of breast masses. The proposed framework, which con-
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tains two sub-networks such as for segmentation, an 
encoder-decoder network and for classification, a less-
weight multi-scale network. Finally, the probability 
maps from previous iterations were used to obtain re-
fined feature maps using an iterative training strategy.
In 2021, Zhang et al. [34] concluded multi-task learn-
ing (SHA-MTL) model based on hard and soft atten-
tion mechanisms for Breast Ultrasound (BUS) imag-
es. It has an upsampling decoder and a CNN encoder. 
These were interrelated by attention gated with soft 
attention technique. Compared to other methods, this 
model was effective and it requires less knowledge to 
obtain better outcomes.
In 2021, Khan et al. [11] showed that benign and ma-
lignant cells segmentation is performed by a level-set 
algorithm. Moreover, support vector machine (SVM) 
based classification is utilized to classify benign and 
malignant cells. Gray-Level Co-occurrence Matrix 
(GLCM) was used to collect texture information of 
breast masses. In classifying benign and malignant 
cells, the proposed system achieved high precision of 
about 96.3%.

In 2021, Singh et al. [27] proposed a list of techniques 
to perform segmentation, such as CLAHE, FCM, 
Green channel complement, and morphological op-
erations. They obtain results in the form of numeri-
cal readings such as specificity, positive and negative 
predictive rate, sensitivity, accuracy, false-positive 
value, and false-negative value, etc. Their research 
provided enhanced results by indicating and recti-
fying the presence of microcalcifications in the seg-
mentation process.
In 2019, Shen et al. [26] concluded a mixed-supervi-
sion guided method and a Residual-aided Classifica-
tion U-Net model (ResCU-Net) jointly for segmenta-
tion and classification of breast masses. Moreover, an 
annotation procedure has been used to couple strong 
supervision as a segmentation process and weak lead-
ership used to label benign and malignant cells. The 
ResCU-Net included a residual model and SegNet 
architecture to collect information about cellular tis-
sues of breast thus, the identification of cells could be 
improved.

Table 1
Features and challenges of extant works

Author [Citation] Methodology Features Challenges

Loizidou et al. [17]  _ CLAHE  _ Achieved high performance 
 _ Need to develop automated CAD sys-
tems to treat breast cancer 

Wang et al. [30]
 _ DSNet
 _ DBSCAN

 _ Low accuracy for ITC
 _ Need to explore more advanced seg-
mentation framework networks 

Yue et al. [32]
 _ Multi-task learning 
VNet model.

 _ Better outcomes from multi-
task models 

 _ It is affected by classification bias.

Zhang et al. [34]
 _ Multi-task learning 
SHA-MTL model.

 _ Increased recognition ability 
of the model.

 _ Need to perform in large-scale BUS 
image datasets.

Khan et al. [11]  _ SVM-based classifier.  _ High accuracy of 96.3%.
 _ Prediction with limited datasets is 
complicated.

Singh et al. [27]

 _ GCC
 _ CLAHE
 _ FCM

 _ Effective classification of 
tumor

 _ Seriousness of caused damage.

 _ The occurrence of micro calcifications 
makes the reduction process difficult.

Shen et al. [26]
 _ MSG method
 _ ResCU-Net

 _ Well performed in dice and 
achieved high accuracy.

 _ There is a challenge to perform well at 
certain specific thresholds.

Khaoula et al. [12]
 _ End-to-end UNet 
model

 _ It worked as one stage tech-
nique for both segmentation 
and classification processes.

 _ It must have improvements in data 
augmentation, using transfer learning, 
cross-validation, increase of number 
training epochs.
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In 2021, Khaoula et al. [12] proposed a model for de-
tecting, segmenting and classifying breast masses in 
one stage called as end-to-end UNet model. More-
over, the proposed model utilized public datasets like 
INbreastand DDSM to estimate the performance of 
segmentation and classification. Thus, the proposed 
model has weighted F1 of about 99.19% and 99.65% 
and dice coefficient of about 99.20% and 99.56% for 
the DDSM and INbreast datasets, respectively.

2.1. Problem Definition
Breast cancer cases continue to rise by about 0.5% an-
nually, with most cases starting in the ducts and vary-
ing in appearance and development between patients. 
Mammography is widely used for early detection, but 
it faces challenges in certain situations. Research ef-
forts, including Loizidou’s experiment [17], have made 
advancements in automated CAD systems, but some 
areas still need improvement. By incorporating ad-
vanced methods like CLAHE, the performance of au-
tomated CAD systems increased by approximately 5%.
Wang [30] proposed a method with high accuracy 
which was implemented by DSNet to detect metas-
tases regions in patch level though its performance 
would reach its peak if it was improved with weakly 
supervised and semi-supervised learning methods. 
The model experimentedon by Yue [32] limited the 
model’s performance with the occurrence of classi-
fication bias. The multi-task learning (SHA-MTL) 
model proposed by Zhang [34] will have great perfor-
mance if it is used by large-scale breast ultrasound 
image datasets. The research work of Khan [11] has 
higher accuracy of about 96.3% but limited datasets. 
The proposed model of Singh [27] would be effective 
if it reduce the presence of micro calcifications. At 
specific threshold levels, the work by Shen [26] did 
not give better results but it was best with area under 
the curve of 94.57% for segmentation and 96.16% for 
classification. The proposed work by Khaoula [12] 
using an end-to-end UNet model worked in one level 
with both classification and segmentation processes 
inspite of its performance it still have improvements 
in cross validation, increase in number training ep-
ochs, data augmentation and using transfer learn-
ing. Thus, the analysis on reviewed works show that 
the classification and segmentation in breast cancer 
needs more advancement to improve its accuracy in 
the detection of breast cancers.

2.2. Major Challenges in Early Stage 
Prediction
1 In early-stage breast cancer, the tumor size is typi-

cally smaller and may have less pronounced visual 
characteristics compared to advanced-stage can-
cer. This makes it challenging to detect and extract 
discriminative features from the images.

2 Early-stage breast cancer may manifest as subtle 
changes in the breast tissue, such as small micro-
calcifications or architectural distortions. These 
features can be harder to detect and analyze accu-
rately compared to the more prominent features 
seen in advanced-stage cancer.

3 Breast tumors exhibit heterogeneity, which means 
different regions within the tumor may have vary-
ing features. In early-stage cancer, the heterogene-
ity might be more pronounced, making it challeng-
ing to capture and analyze all relevant features.

3. Proposed Segmentation and 
Classification of Breast Cancer Via 
Ensemble Model
Breast cancer is the most extensive type of cancer in 
females. Globally, it affects 2.1 million women each 
year, and it is the primary cause of cancer-related 
death among women. If the disease is detected ear-
ly then the death rate of breast cancer may reduced. 
The architecture diagram of the proposed OTDE 
based breast cancer classification model is illustrat-
ed in Figure 1. In this paper, an OTDE based breast 
cancer segmentation and classification model is 
proposed with the following phases: (1) preprocess-
ing, (2) segmentation, (3) feature extraction, and (4) 
classification. The input sample image is subjected 
to the first phase of preprocessing, where CLAHE fil-
ter-based image denoising takes place. An improved 
correlation-based deep joint segmentation method is 
performed to segment the preprocessed image. Sub-
sequently, the features like statistical features, im-
proved LGXP, Texon based feature and shape-based 
feature are derived from the segmented image. The 
models like CNN, DBN, and Bi-GRU are involved in 
the proposed ensemble model, which utilizes the ex-
tracted features as input for classification. For opti-
mal training of Bi-GRU weights, a self-improved pel-
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ican optimization algorithm is presented in this work 
that ensures an optimal training process.
Preprocessing involves removing unwanted parts 
from the original image. The input image is prepro-
cessed using the CLAHE filter method to enhance the 
image with improved contrast without affecting its 
quality. CLAHE operates on small regions of the im-
age called tiles [9], [13]. The contrast of each tile is ad-
justed to match the desired pattern for its histogram. 
Bilinear interpolation is used to connect adjacent 
tiles, ensuring smooth merging results. 

3.2. Segmentation
Image segmentation is the process of dividing a digital 
image into subsets (image segments) to reduce image 
complexity and enable further processing. The pre-
processed image can be segmented using a proposed 
correlation-based deep joint segmentation method. 
This technique measures the distance between the 
deep points and segmentation points to determine 
the optimal segments.

Figure 1
Architecture of the Proposed Method

3.2.1. Correlation Based Deep Joint Segmentation
The proposed correlation based deep joint segmenta-
tion method comprises of three steps: they are joining 
phase, region fusion phase and segmentation point 
identification phase [23], [20].
Joining phase: 
At first, the preprocessed slide image '

sI  is divided 
into grids then the pixel value is denoted as '

siI  and the 
pixels are connected through measuring mean and 
threshold. Based on the average value of pixels, the 
mean value is evaluated. This value decides the pixels 
to be connected when the constant threshold value 
(i.e. set as 1) processed with the mean value. Then the 
mean values are evaluated for the grid G that can be 
formulated as in Equation (1). Here, '

siI  indicates val-
ue of pixels regards to grid, and N refers to pixel count.

'
1

N
sii

I
G

N
== ∑ . (1)

Then the pixel joining is represented as in Equation 
(2). Here, t refers to threshold.

'
1

N
sii

I
G t

N
== ±∑

. (2)

Region fusion phase: 
Followed by joining phase of the grid, the region fu-
sion phase is processed. According to marked grids, 
the region fusion matrix is created. Then the region 
fusion process is subjected to further process by sat-
isfying the following two constraints: (i) Evaluate 
mean value that should be less than 3and (ii) For in-
dividual grid, one grid point is chosen. According to 
these conditions, the region similarity is first evaluate 
and fuse the regions to calculate the mapped points. 
The region similarity can be defined as in Equation 
(3). Here, 'Y

jsI  refers to connected pixels in the joining 
phase and J refers to joined pixels count in grid G.

'Y

j

n
sj l

I
F

J
==

∑ . (3)

However, the region are fused together to evaluate the 
mapped points that can be defined as in Equation (4). 
Here, z denotes mapped points count in an image.
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However, the region are fused together to evaluate 
the mapped points that can be defined as in 
Equation (4). Here, z denotes mapped points count 
in an image. 
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Segmentation point identification phase:  
After the region fusion phase, the deep points are 
analyzed using the missed pixel of joining phase 
with the mapped points. Moreover, the segment 
point distance is evaluated inbetween the deep 
points pd from the segmented point ps . 
Conventionally, the segment point distance is 
evaluated using Euclidian distance. In this paper, 
improved correlation segmentation is utilized 
instead of using Euclidian distance. Pearson 
correlation is termed as a measure of linear 
correlation. That is, it measures the direction and 
strength among the two variables and the value is 
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{ }1 2, ,....., zH H H H= . (4)

Segmentation point identification phase: 
After the region fusion phase, the deep points are ana-
lyzed using the missed pixel of joining phase with the 
mapped points. Moreover, the segment point distance 
is evaluated inbetween the deep points dp from the 
segmented point sp. Conventionally, the segment point 
distance is evaluated using Euclidian distance. In this 
paper, improved correlation segmentation is utilized 
instead of using Euclidian distance. Pearson correla-
tion is termed as a measure of linear correlation. That 
is, it measures the direction and strength among the 
two variables and the value is generated between -1 and 
1. The conventional Pearson correlation expression is 
defined as in Equation (5). Here, mdp refers to mean of 
dp values and msp refers to mean of sp 

values.

( )( )
( ) ( )2 2

.p p p p

p p p p

d md s ms
PC

d md s ms

− −
=

− −

∑
∑ ∑

(5)

The above expressed equation is improved that can be 
defined as in Equation (6). Here, 2σ  refers to biased 
weighted sample variance.

( )( )
( ) ( )

2

2 2

p p p p

p p p p
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− −
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The biased weighted sample variance can be formu-
lated as in Equation (7). Here, '

isI
 
refers to data value, '

isI  
refers to mean of data, 
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'
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Thereby, the segmented image can be represented as  
Si after the correlation calculation of Equation (6).

3.3. Feature Extraction: Statistical Feature, 
Improved LGXP, Texton Feature and Shape 
Based Feature

Feature extraction is the process of extracting the 
patterns of an object from the segmented image Si  

The statistical features, improved LGXP, texon fea-
ture and shape based feature are extracted from the 
segmented images Si, that are listed below:

3.3.1. Statistical Features
The proposed method involves the statistical features 
yields considerably non-redundant, understandable, 
and identifiable characteristics. The statistical fea-
tures such as mean, min, max, median and standard 
deviation are evaluated [29].
3.3.1.2. Mean
The mathematical model of mean is formulated as 
in Equation (8). Here, PCi indicates noisy segmented 
image, r denotes row coordinates, c denotes column 
coordinates, and W refers to window of m n×  size.

( )
( ),

1 ,xy i
r c W

M PC r c
mn ∈

= ∑ . (8)

3.3.1.3. Min 
The min based measure can be formulated as in Equa-
tion (9).

( ) ( ){ }min min , | ,iM PC r c r c W= ∈ . (9)

3.3.1.4. Max 
The max based measure can be formulated as in 
Equation (10).

( ) ( ){ }max max , | ,iM PC r c r c W= ∈ . (10)

3.3.1.5. Median  
t is an order-statistic filter that selects the center pix-
el value from an ordered collection of values within 
the mn neighborhood W surrounding the original pix-
el. Then the median is formulated as in Equation (11).

( ) ( ){ }m , | , .iMed edian PC r c r c W= ∈ (11)

3.3.1.6. Standard Deviation 
The mathematical model of standard deviation can be 
expressed as in Equation (12). 

( ) ( )
( )( )

2

, ,

1 1
, ,

1 1
.SD i i

r c W r c W

M PC r c PC r c
mn mn∈ ∈

= −
− −

 
 
 

∑ ∑ (12)
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Thereby, the obtained statistical features are repre-
sented as min max, , , ,xy SDSF M M M Med M =  

   .

3.3.2. Improved LGXP 
Improved LGXP-based features are extracted from 
the segmented image using a hybrid model of one-di-
mensional log Gabor and one-dimensional Gaussian 
smoothing filters. Local phase information is re-
trieved using band-pass quadrature filters [23], [28]. 
The selection quadrature filter serves as an improved 
Gabor filter, allowing simultaneous evaluation of 
signal amplitude and phase at a given spatial region 
across various frequencies through filter bank con-
struction and rescaling of the enhanced Gabor filter.
One Dimensional Log Gabor Function: The log ga-
bor function is used to detect the edge of the segment-
ed image. The log gabor filters are implemented in the 
frequency domain to avoid the complexity. However, 
there is a limitation in the log function at origin due to 
varying bandwidth in log gabor. Also, the angular and 
radial components re combined in polar coordinate 
system. Thus, the one dimensional log gabor function 
can be represented as in Equation (13). Here, ω  refers 
to the image 0ω  refers to filters’ center frequency and 
G refers to transfer function.

( )
( )
( )[ ]

( )2 2

0 0

2 2

log
, exp exp

22. log
.G

ω

ω θ
ω θ

ω θ
σσ

= ⋅

    
     
   
   

  

(13)

One Dimensional Gaussian Smoothing Function: 
One dimensional Gaussian smoothing function is 
performed to smooth the edges of the image. Each lev-
el is functioned with various degree of smoothing the 
original image to minimize the noise. The base level 
of the Gaussian smoothing contains full resolution 
of segmented image followed by this, the higher lev-
el has smoothed model of low level image. The stan-
dard deviation Gaussian filter determines the kernel 
size. The image as per Equation (6) is considered as 
( ),f x y

 
with the Gaussian kernel can be formulated as 

in Equation (14).

( )
2 2

2 2

1, , .
2 2

x yg x y σ
πσ σ

 +
= − 

 
(14)

Then the Gaussian smoothing at level σ  can be repre-
sented as in Equation (15). 

( ) ( ) ( ), , , , , .G x y f x y g x yσ σ= ∗ (15)

Finally, the one dimensional log gabor function and 
one dimensional Gaussian smoothing function are 
collectively formulated as in Equation (16). Here, σ
refers to standard deviation, x refers to data value, k 
refers to constant, ω  refers to value of data, 0ω  refers 
to filters’ center frequency and 2σ  refers to variance.

( )
( )
( )

2

2

0

2

0

log
1

, , exp exp
222. log

.x
G

k

ω
ω

ω φ θ
σπσ

ω

−
= ⋅

  
  

 
    

(16)

Then the local XOR pattern is applied to the proposed 
hybrid model of two filter functions. This LXP encodes 
the filter functions by quantizing the filter functions 
to the quantized code ranges. Further, the quantized 
code is applied to the XOR with the related neighbor 
pixels. These LXP operations are delivered in verilog 
HDL language using a behavioral approach. Then the 
features are extracted from the segmented image Si 
and are derived into a vector by the computation of a 
histogram. Thereby, the features obtained from im-
proved LGXP can be represented as ( ), ,G ω φ θ .

3.3.3. Texton Feature
Textons combine features of existing patterns and 
textures without comprehensive scrutiny. By utilizing 
localized filters and clustering, each pixel is mapped 
to a feature region using k-means clustering, an unsu-
pervised learning method that groups unlabeled in-
puts. The k-means clustering iteratively determines 
the optimal value for K centroids and assigns each 

Figure 2 
Working flow of feature extraction from texton
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data point to the closest k-center points, generating a 
cluster collectively referred to as a texton dictionary 
(as shown in Figure 2). The resulting features are de-
noted for further use as fT .

3.3.4. Shape Feature
Shape features are essential as they characterize an 
object by capturing its most relevant characteristics 
while reducing the amount of collected information. 
The listed shape features include area, orientation, 
perimeter, eccentricity, and equivalent diameters of 
the image. 
Area: The area of the segmented image region is 
termed as pixel count in the region. The pixel is plot-
ted within the region is indicated as ‘1’and the pixel is 
plotted outside the region is indicated as ‘0’. Then the 
mathematical model of evaluating area can be formu-
lated as in Equation (17).

( ),
1

x y R
A

∈

= ∑ . (17)

Orientation: It implies the direction of the pixel edge 
in the image. The orientation-based feature is denot-
ed as Of .
Perimeter: The perimeter calculation involves three 
techniques: they are, (1) The outline of the connect-
ed region is refined using the thinning technique, 
(2) the outside of connected region contour length is 
evaluated by chain code technique, and (3) the outer 
of connected region contour length is unknown, then 
its length is evaluated by boundary tracing technique. 
Then the perimeter based feature is denoted as Pf .
Eccentricity: It is termed as the ratio of the major 
and minor axis. The two end points of the line seg-
ment link to the boundary diameter are known as 
major axis. The line that is perpendicular to the major 
axis is called minor axis. Then the eccentricity-based 
feature is denoted as Ef 

.
Equivalent diameter: It is termed as the lengthiest 
distance over the border between the two points. 
Then the diameter of the region boundary B can be 
represented as in Equation (18). Here, D indicates 
any Euclidean distance, bi and bj are the boundary 
points.
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Hence, the obtained features from shape feature are 
denoted as , , , , ( )bf f f fs A O P E Dia B =   . Thereby, the 
overall features obtained from statistical feature, im-
proved LGXP, Texton feature and shape based feature 
are represented as 
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3.4. Classification Via Ensemble Model
The ensemble model combines multiple classifiers 
(CNN, DBN, and Bi-GRU) to train extracted features. 
The classifiers evaluate the mean between actual and 
predicted values, resulting in high prediction accura-
cy at low rates. Additionally, a self-improved Pelican 
optimization algorithm is proposed to optimize the 
parameters (weight) of Bi-GRU. Figure 3 illustrates 
the basic structure of the ensemble model, where the 
outcomes from all three classifiers are averaged to de-
termine the final classification result.
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3.4.1 CNN 
The feature output is fed into a Convolutional Neural 
Network (CNN) that reduces the parameter amount. The 
CNN consists of several layers, including an input layer, 
alternating convolutional layers, a non-linear layer, a 
pooling layer, and a fully-connected layer [8]. Each layer 
contains sub-kernels that gather high-level features, 
which are then transmitted to the final convolutional layer 
(fully connected layer). The typical CNN layers include: 
Input layer: The input feature result extF , is often a 

multidimensional array of data that is exposed to 
the network. 
Convolutional layer: This layer extracts high-
level features using learnable kernels applied to the 
input data. 
Non-linear layers: The linear activation is 
analyzed by non-linear activation functions within 
this layer that considered input as layCon , and this 
layer is also called as the detector stage. The non-
linear activation functions such as
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3.4.1. CNN
The feature output is fed into a Convolutional Neural 
Network (CNN) that reduces the parameter amount. 
The CNN consists of several layers, including an in-
put layer, alternating convolutional layers, a non-lin-
ear layer, a pooling layer, and a fully-connected lay-
er [8]. Each layer contains sub-kernels that gather 
high-level features, which are then transmitted to the 
final convolutional layer (fully connected layer). The 
typical CNN layers include:
Input layer: The input feature result extF , is often a 
multidimensional array of data that is exposed to the 
network.
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Convolutional layer: This layer extracts high-level 
features using learnable kernels applied to the input 
data.
Non-linear layers: The linear activation is analyzed by 
non-linear activation functions within this layer that 
considered input as layCon , and this layer is also called as 
the detector stage. The non-linear activation functions 
such as tanh(), (),Resigmoid LU  that helps in simulat-
ing neuron outcome. As a result, the feature result with 
non-linear activation rate is represented as layNL .
The pooling layer: This layer’s important goal is 
to lower the preceding kernel maps’ resolution by 
compressing the features of layNL , also it reduces the 
network’s computational rate. Furthermore, this lay-
er implies that CNN concentrates on the most well-
known patterns since slight alters in before learned 
features are easier to detect. The convolution of fea-
tures with the several input maps may combine to 
each kernel map’s output. Thus, the convolutional 
layer’s output map can be stated as in Equation (19). 
Here, l indicates convolutional layer, l – 1 indicates 
pooling layer, l

ijK  indicates kernel map of l convolu-
tionla layer, l

jb  
indicates additive output bias of l layer,

( ) 1l

lay j
NL

−

 
indicates input feature of l – 1 layer, and Qj 

indicates input map selection.
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Following that, the input feature map, kernel, and 
convolutional output, and each kernel map in the con-
volutional layer has the similar weight like filters. By 
distributing the weights, the parameter amount is re-
duced, which improves in detecting the same charac-
teristics for all inputs. Finally, the max or average pool-
ing algorithm is utilized by the layers’ outcome and this 
can be serve as input in the next convolutional layer.
Fully connected layer: The convolution output l

scr jC
 is fed into this layer, which is made up of a generic 

multi-lateral network. In the preceding layer, some of 
the final layers are completely connect the activation 
functions, which produces the characteristics used to 
train the classifier. As a consequence, the score (inter-
mediate result) from this network is expressed as scrC .

3.4.2. DBN
The feature undergoes generative probabilistic tech-
nique called Deep Belief Networks (DBN), designed 

with multiple layers of RBMs. Each RBM layer in-
volves visible and hidden units. Greedy layer-wise 
training is used to generate the deep layered repre-
sentation of . Once an RBM layer is trained, its rep-
resentation is passed to the next hidden layer. The 
probability of two hidden layers in DBN is defined as 
in Equation (20), where represents the hidden layer. 
The complete equation in Equation (20) is not pro-
vided. 
d are weight matrices and 1q +  bias vectors. That is, 
weight matrix as 0( ,...... )qw w w=  and bias vectors as 
( )0 0,..... qb b withb

 
for visible layer.
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Following that, the input feature map, kernel, and 
convolutional output, and each kernel map in the 
convolutional layer has the similar weight like filters. By 
distributing the weights, the parameter amount is 
reduced, which improves in detecting the same 
characteristics for all inputs. Finally, the max or average 
pooling algorithm is utilized by the layers’ outcome and 
this can be serve as input in the next convolutional layer. 
Fully connected layer: The convolution output l

scr jC is 
fed into this layer, which is made up of a generic multi-
lateral network. In the preceding layer, some of the final 
layers are completely connect the activation functions, 
which produces the characteristics used to train the 
classifier. As a consequence, the score (intermediate 
result) from this network is expressed as scrC . 
 
3.4.2 DBN 
The feature undergoes generative probabilistic technique 
called Deep Belief Networks (DBN), designed with 
multiple layers of RBMs. Each RBM layer involves 
visible and hidden units. Greedy layer-wise training is 
used to generate the deep layered representation of . Once 
an RBM layer is trained, its representation is passed to 
the next hidden layer. The probability of two hidden 
layers in DBN is defined as in Equation (20), where 
represents the hidden layer. The complete equation in 
Equation (20) is not provided.  
d are weight matrices and 1q + bias vectors. That is, 

weight matrix as 0( ,...... )qw w w=  and bias vectors as 

( )0 0,..... qb b withb for visible layer. 
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The DBN network is made up of layered with two 
RBMs, in which one is visible network v  and 
another is two hidden network ,h  where 

( ) ( )1 2b and b indicates the hidden layers’ bias 

vector, ( )0b indicated the visible layers’ bias 

vector, v  indicates the visible layers’ state vector, 

( ) ( )1 2w and w  indicates the equivalent weight 

matrix and ( ) ( )1 2h and h  indicates the hidden 

layers’ state vectors. Further, the probability of 
RBN related distribution can be defined as in 
Equation (21). Here, the value of 
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If the visible unit is real value then utilize the 
subsequent expression that can be defined as in 
Equation (22). Here, γ indicates tractability 
diagonal.  
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Thus, the DBN implied hidden layer can be defined 
as in Equation (23). 
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Thereby, the scores (intermediate result) obtained 
from the DBN are denoted as scrD .  
 
3.4.3 Bi-GRU 
In artificial RNN, gated recurrent units are referred 
to as a gating mechanism equivalent to that of 
LSTM [19]. The GRU, on the other hand, decreases 
the amount of parameters in order to obtain better 
presentation on slighter to average-sized datasets. 
The GRU's hidden state is estimated as in Equation 
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If the visible unit is real value then utilize the subse-
quent expression that can be defined as in Equation 
(22). Here, γ  indicates tractability diagonal. 
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slight alters in before learned features are easier to detect. 
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Following that, the input feature map, kernel, and 
convolutional output, and each kernel map in the 
convolutional layer has the similar weight like filters. By 
distributing the weights, the parameter amount is 
reduced, which improves in detecting the same 
characteristics for all inputs. Finally, the max or average 
pooling algorithm is utilized by the layers’ outcome and 
this can be serve as input in the next convolutional layer. 
Fully connected layer: The convolution output l

scr jC is 
fed into this layer, which is made up of a generic multi-
lateral network. In the preceding layer, some of the final 
layers are completely connect the activation functions, 
which produces the characteristics used to train the 
classifier. As a consequence, the score (intermediate 
result) from this network is expressed as scrC . 
 
3.4.2 DBN 
The feature undergoes generative probabilistic technique 
called Deep Belief Networks (DBN), designed with 
multiple layers of RBMs. Each RBM layer involves 
visible and hidden units. Greedy layer-wise training is 
used to generate the deep layered representation of . Once 
an RBM layer is trained, its representation is passed to 
the next hidden layer. The probability of two hidden 
layers in DBN is defined as in Equation (20), where 
represents the hidden layer. The complete equation in 
Equation (20) is not provided.  
d are weight matrices and 1q + bias vectors. That is, 

weight matrix as 0( ,...... )qw w w=  and bias vectors as 

( )0 0,..... qb b withb for visible layer. 
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The DBN network is made up of layered with two 
RBMs, in which one is visible network v  and 
another is two hidden network ,h  where 

( ) ( )1 2b and b indicates the hidden layers’ bias 

vector, ( )0b indicated the visible layers’ bias 

vector, v  indicates the visible layers’ state vector, 
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layers’ state vectors. Further, the probability of 
RBN related distribution can be defined as in 
Equation (21). Here, the value of 
 

( ) ( )( )
1

1 expext
ext

F
F

σ =
+ −

. 

 

( ) ( ):,(1) (0) (1) (1)1| .
i i

T
iP v h b w h iσ= = + ∀         (21) 

 
If the visible unit is real value then utilize the 
subsequent expression that can be defined as in 
Equation (22). Here, γ indicates tractability 
diagonal.  
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Thereby, the scores (intermediate result) obtained 
from the DBN are denoted as scrD .  
 
3.4.3 Bi-GRU 
In artificial RNN, gated recurrent units are referred 
to as a gating mechanism equivalent to that of 
LSTM [19]. The GRU, on the other hand, decreases 
the amount of parameters in order to obtain better 
presentation on slighter to average-sized datasets. 
The GRU's hidden state is estimated as in Equation 
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Following that, the input feature map, kernel, and 
convolutional output, and each kernel map in the 
convolutional layer has the similar weight like filters. By 
distributing the weights, the parameter amount is 
reduced, which improves in detecting the same 
characteristics for all inputs. Finally, the max or average 
pooling algorithm is utilized by the layers’ outcome and 
this can be serve as input in the next convolutional layer. 
Fully connected layer: The convolution output l
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fed into this layer, which is made up of a generic multi-
lateral network. In the preceding layer, some of the final 
layers are completely connect the activation functions, 
which produces the characteristics used to train the 
classifier. As a consequence, the score (intermediate 
result) from this network is expressed as scrC . 
 
3.4.2 DBN 
The feature undergoes generative probabilistic technique 
called Deep Belief Networks (DBN), designed with 
multiple layers of RBMs. Each RBM layer involves 
visible and hidden units. Greedy layer-wise training is 
used to generate the deep layered representation of . Once 
an RBM layer is trained, its representation is passed to 
the next hidden layer. The probability of two hidden 
layers in DBN is defined as in Equation (20), where 
represents the hidden layer. The complete equation in 
Equation (20) is not provided.  
d are weight matrices and 1q + bias vectors. That is, 

weight matrix as 0( ,...... )qw w w=  and bias vectors as 

( )0 0,..... qb b withb for visible layer. 
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The DBN network is made up of layered with two 
RBMs, in which one is visible network v  and 
another is two hidden network ,h  where 

( ) ( )1 2b and b indicates the hidden layers’ bias 

vector, ( )0b indicated the visible layers’ bias 

vector, v  indicates the visible layers’ state vector, 

( ) ( )1 2w and w  indicates the equivalent weight 

matrix and ( ) ( )1 2h and h  indicates the hidden 
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If the visible unit is real value then utilize the 
subsequent expression that can be defined as in 
Equation (22). Here, γ indicates tractability 
diagonal.  
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Thus, the DBN implied hidden layer can be defined 
as in Equation (23). 
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Thereby, the scores (intermediate result) obtained 
from the DBN are denoted as scrD .  
 
3.4.3 Bi-GRU 
In artificial RNN, gated recurrent units are referred 
to as a gating mechanism equivalent to that of 
LSTM [19]. The GRU, on the other hand, decreases 
the amount of parameters in order to obtain better 
presentation on slighter to average-sized datasets. 
The GRU's hidden state is estimated as in Equation 

(23)

Thereby, the scores (intermediate result) obtained 
from the DBN are denoted as scrD . 
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3.4.3. Bi-GRU
In artificial RNN, gated recurrent units are referred 
to as a gating mechanism equivalent to that of LSTM 
[19]. The GRU, on the other hand, decreases the 
amount of parameters in order to obtain better pre-
sentation on slighter to average-sized datasets. The 
GRU’s hidden state is estimated as in Equation (24). 
Here, u indicates update gate, ⊗  indicates element 
based multiplication and mt indicates candidate gate. 

( ) 11 .t t th u m u h −= ⊗ + − ⊗ (24)

The update gate u is restructured by considering sig-
moid function σ  that can be formulated as in Equa-
tion (25), where θ  indicates weight of the update gate, 
which is optimized by suggested Si-POA as per Equa-
tion (29) and ub  indicates bias of the update gate.

( )1 .t uh t ux ext uu h F bσ θ θ−= + + (25)

The candidate gate mt can be restructured by employ-
ing the hyperbolic tangent that is considered as in 
Equation (26). Here, r denotes reset gate.

( )( )1tanht hscr ext t hh t hm F r h bθ θ −= + ⊗ + . (26)

The reset gate of the GRU can be expressed as in 
Equation (27).

( )1 .
extt rh t rF ext t rr h F bσ θ θ−= + + (27)

To address the vanishing gradient problem, a bidi-
rectional GRU (Bi-GRU) is employed, involving only 
the input gate and a forget gate. This method extracts 
information from both past and future time steps, 
enabling precise diagnosis of the present condition. 
Bi-GRU consists of two cells, one representing the 
forward input pattern and the other representing the 
backward input pattern. Figure 4 illustrates the work-
flow of the Bi-GRU model. The classification result 
obtained from Bi-GRU is denoted as follows.

Algorithm 1

# Initialize the CNN model architecture
Step 1: cnn_model = initialize_cnn_model()
Step 2: cnn_model.compile (loss=’categorical_
crossentropy’, optimizer=’Adam’, 
metrics=[‘accuracy’]))

4. Proposed SIPOA to Optimize the 
Weight of Bi-GRU
4.1. Input Solution to SIPOA and Objective 
Function
The weights of Bi-GRU { }1, 2 ,...., nθ θ θ θ= are opti-
mally tuned as per the proposed optimization algo-
rithm SI-POA. The weight θ  is given as input solu-

Step 3: cnn_model.fit(X_train, y_train, batch_
size=32, epochs=10, validation_data=(X_val, y_val))
Step 4: predictions = cnn_model.predict(X_test)
Step 5: ensemble_predictions.append(predictions)
# Initialize the DBN model architecture
Step 6: dbn_model = initialize_dbn_model()
Step 7: pretrain_dbn_model(dbn_model, X_train)
Step 8: fine_tune_dbn_model(dbn_model, X_train, 
y_train)
Step 9: predictions = dbn_model.predict(X_test)
Step 10: ensemble_predictions.append (predictions)
# Initialize the Bi-GRU model architecture
Step 11: bi_gru_model = initialize_bi_gru_model()
Step 12: bi_gru_model.compile (loss=’categorical_
crossentropy’, optimizer=’adam’, 
metrics=[‘accuracy’])
Step 13: bi_gru_model.fit(X_train, y_train, batch_
size=32, epochs=10, validation_data=(X_val, y_val))
Step 14: predictions = bi_gru_model.predict(X_test)
# Add the Bi-GRU predictions to the ensemble 
model’s list
Step 15: ensemble_predictions.append(predictions)

 

 

 

 
 
4. Proposed SIPOA to Optimize the 

Weight of Bi-GRU 
4.1 Input Solution to SIPOA and Objective Function 
The weights of Bi-GRU  1, 2 ,...., n    are 

optimally tuned as per the proposed optimization 
algorithm SI-POA. The weight   is given as input 
solution to the SIPOA. Then the objective function of the 
proposed model determines minimization of error and 
that can be formulated as in Equation (28). 
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4.2 Mathematical Model of Proposed SIPOA 
POA is an intelligent process, in which it is designed 
based on the hunting behavior of pelican [23]. Using this 
algorithm, the weights are balanced between the 
exploration and exploitation phase to obtain an optimal 
solution still it is moderately doing well in speed. 
Therefore, this algorithm is improved by proposing a 
novel SIPOA. The flow chart of SIPOA is given in the 
below Figure 5. This algorithm is termed as population-
based algorithm and the pelicans are considered as the 
population members. The candidate solution means 
individual population member that provides values for 
the variables related to the optimization issue based on 
the position of the candidate solution in the search region. 
The problem based on lower bound and upper bound are 
initially randomized the population members is given in 
following Equation (29). Here, ,i jx indicates the i -th 

candidate solutions’ j -th variable value, N indicates the 
population member count, m indicates population 
variables count, ju refers to upper bound of j -th 

variable, jl  refers to lower bound j -th variable, and 

rand refers to random number between [0, 1]. 
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The weights of the BI-GRU,   are pelican’s 
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(30) 
Each population member is considered as the 
candidate solution in the proposed model so that the 
problem given by the objective solution can be 
calculated according to individual candidate 
solutions. Therefore, the vectors used in the 
objective function values are referred as objective 
function vector that can be formulated as in 
Equation (31). Here, F indicates the objective 
function vector. 
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tion to the SIPOA. Then the objective function of the 
proposed model determines minimization of error 
and that can be formulated as in Equation (28).

1
Fitness

Accuracy
= . (28)

4.2. Mathematical Model of Proposed SIPOA

POA is an intelligent process, in which it is designed 
based on the hunting behavior of pelican [23]. Using 
this algorithm, the weights are balanced between the 
exploration and exploitation phase to obtain an opti-
mal solution still it is moderately doing well in speed. 
Therefore, this algorithm is improved by proposing a 
novel SIPOA. The flow chart of SIPOA is given in the 
below Figure 5. This algorithm is termed as popula-
tion-based algorithm and the pelicans are considered 
as the population members. The candidate solution 
means individual population member that provides 
values for the variables related to the optimization is-
sue based on the position of the candidate solution in 
the search region. The problem based on lower bound 
and upper bound are initially randomized the popu-
lation members is given in following Equation (29). 
Here, ,i jx  

indicates the i-th candidate solutions’ j-th 
variable value, N indicates the population member 
count, m indicates population variables count, uj re-
fers to upper bound of j-th variable, lj refers to lower 
bound j-th variable, and rand refers to random num-
ber between [0, 1].
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lem given by the objective solution can be calculated 
according to individual candidate solutions. There-
fore, the vectors used in the objective function values 
are referred as objective function vector that can be 
formulated as in Equation (31). Here, F indicates the 
objective function vector.
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The hunting strategy of the pelican is estimated with 
the following two steps: they are, exploration phase and 
exploitation phase. The strategy in exploration phase is 
moving towards prey and the strategy in exploitation 
phase winging on the water surface. Prey location can 
be formulated as in Equation (32). Here, 1

,
P
i jx

 
indicates 

pelicans’ new position, I indicates the random number 
that is equal to 1 or 2, pj indicates the prey location and 
Fp indicates the value of objective function.
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Then the Equation (32) is improved using skew tent 
map [7] that can be defined as in Equation (33). Here,  
p is the parameter belongs to [0, 1] interval.
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Moreover, the pelicans’ new position is recognized 
based on the objective function value. If the objective 
function value is updated in that area then the new 
position is accepted otherwise it is not recognized. 
This form of updating is termed as effective updat-
ing and the process is expressed as in Equation (35). 
Here, 1P

iX  indicates pelicans’ new status, 1P
iF  indi-

cates the value of objective function for phase 2.
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i
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. (35)

Exploitation phase: This phase describes the peli-
cans winging on the water surface. Once the pelican 
attain the water surface, the pelicans’ wings spread 
over the water surface to shift the fish upwards and 
gather the prey in the pelicans’ throat pouch. There-
fore, more fishes are hunted or caught by the pelicans. 

This type of strategy can be modeled as in Equation 
(36). Here, 2

,
P
i jx  

indicates pelicans’ new status based 
on phase 2, R indicates constant that is equal to 0.2, 

. 1 tR
T

 − 
   

indicates the ,i jx ’s neighborhood radius, t 

indicates iteration counter and T denotes the maxi-
mum iteration count.

( )2
, , ,. 1 . 2. 1 .P

i j i j i j
tx x R rand x
T

 = + − − 
 

. (36)

The Equation (36) is improved by applying the ome-
ga [23] to the sine function that can be defined as in 
Equation (37).

( )2
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2
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. (37)

Here, ω  (omega) value is evaluated using the follow-
ing Equation (38), where, t indicates iteration counter 
and T denotes the maximum iteration count.

( )
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1
t

T
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−
. (38)

Similarly, the new pelicans’ position is recognized or 
rejected based on effective updating as per phase 1(Ex-
ploration phase) that can be defined as in Equation (39). 
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5. Result Analysis on OTDEM    
Model for Breast Cancer 
Segmentation and 
Classification 

5.1 Dataset and Experimentation 
CAMELYON 16 and 17 [30] dataset is used.    In 
this dataset, the total numbers of images used are 
322. In addition, the training and testing images for 
the 60% of learning percentage is 193 and 129, for 
the 70% of learning percentage is 225 and 96, for 
the 70% of learning percentage is 258 and 64 and 
finally for the 90% of learning percentage is 290 
and 32, respectively. Moreover, the size of all the 
images is 64 pixels x 64 pixels. Here, we had used 
two different classes such as 0 and 1, where 0 
represents Non-cancer and 1 represents Cancer 
cells. The proposed Breast Cancer Segmentation 
and Classification was implemented in PYTHON. 
The dataset was accumulated in [30]. The OTDEM 
was contrasted against the Pelican, COOT, CHIMP 
based optimization, HGS and BES respectively. In 
order to evaluate the effectiveness of the OTDEM 
based on breast cancer segmentation, the 
examination was carried out in terms of sensitivity, 
accuracy, FNR, NPV and other measures while 
adjusting the learning percentage. Additionally, the 
images for breast cancer segmentation were shown 
in Figure 6. 
 
5.2 Assessment on OTDEM and the Existing 
Approaches Regarding Positive Measure for 
Breast Cancer Classification 
The OTDEM model’s positive measure evaluation 
was done and it was analyzed and examined over 
the Pelican, BES, CHIMP optimization, HGS and 
COOT based optimization for breast cancer 
classification is represented in Figure 7. The 
assessment was conducted with regard to 
sensitivity, precision, accuracy and specificity by 
modifying the learning percentage. In this case, a 
high positive measure value is required for an 
accurate classification of breast cancer. In a similar 
manner, the OTDEM accomplished excellent 
values for breast cancer classification. More 
particular, the OTDEM generated the higher 
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64 pixels. Here, we had used two different classes 
such as 0 and 1, where 0 represents Non-cancer and 1 
represents Cancer cells. The proposed Breast Cancer 
Segmentation and Classification was implemented in 
PYTHON. The dataset was accumulated in [30]. The 
OTDEM was contrasted against the Pelican, COOT, 
CHIMP based optimization, HGS and BES respec-

tively. In order to evaluate the effectiveness of the 
OTDEM based on breast cancer segmentation, the 
examination was carried out in terms of sensitivity, 
accuracy, FNR, NPV and other measures while ad-
justing the learning percentage. Additionally, the im-
ages for breast cancer segmentation were shown in 
Figure 6.
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89.37%, 87.92% and 82.67%, even though the 
OTDEM scored the highest specificity of 93.75%. 
Thus, the betterment of the OTDEM is 
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5.2. Assessment on OTDEM and the Existing 
Approaches Regarding Positive Measure for 
Breast Cancer Classification
The OTDEM model’s positive measure evaluation 
was done and it was analyzed and examined over the 
Pelican, BES, CHIMP optimization, HGS and COOT 
based optimization for breast cancer classification 
is represented in Figure 7. The assessment was con-
ducted with regard to sensitivity, precision, accuracy 
and specificity by modifying the learning percentage. 
In this case, a high positive measure value is required 
for an accurate classification of breast cancer. In a 
similar manner, the OTDEM accomplished excellent 
values for breast cancer classification. More partic-
ular, the OTDEM generated the higher accuracy val-
ue for the 70th learning percentage is 93.25%, though 
the CHIMP optimization, POA, BES, COOT Opti-
mization and HGS gained very low accuracy rate of 

Figure 7
Performance estimation a) Sensitivity b) Accuracy c) Specificity and d) Precision on OTDEM over the conventional 
methodologies for breast cancer classification
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90th learning percentage. Nonetheless, the OTDEM 
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breast cancer classification. 
In addition, the precision of OTDEM attain increased 
performance for breast cancer classification in the 60th 
learning percentage than other existing models. More-
over, the algorithms like POA, HGS, COOT, BESand 
CHIMP recorded the lowest specificity for the 80th 
learning percentage is 79.29%, 84.75%, 89.37%, 87.92% 
and 82.67%, even though the OTDEM scored the high-
est specificity of 93.75%. Thus, the betterment of the 
OTDEM is demonstrated for classifying the breast 
cancer utilizing ensemble classifier (CNN, Bi-GRU 
and DBN) as well as optimization methodology.
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approaches such as POA, CHIMP, COOT, BES and 
HGS, correspondingly based on negative measures. 
When analyzing Figure 8(a)-(b), the OTDEM resulted 
with lower negative measure values for breast cancer 

classification. The OTDEM offered the lowest FPR 
with superior outcomes for classifying the breast 
cancer at 90% of learning percentage, than the 60th 
learning percentage. Mainly, the OTDEM 
generated 0.102 as FNR for 80th percentage, 
whereas the standard schemes acquired the minimal 
FNR, namely, POA=0.138, CHIMP=0.173, 
COOT=0.174, BES=0.178 and HGS=0.184, 
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Figure 8 
Performance estimation a) FNR and b) FPR on OTDEM over 
the conventional methodologies for breast cancer classification
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tion of breast cancer for the OTDEM. The OTDEM 
is contradistinction with the previous procedures. 
Mainly, the NPV of the OTDEM for the classification 
of breast cancer is 93.76% at the 90th learning per-
centage, although the POA=81%, CHIMP=86.37%, 
COOT=80.17%, and HGS=88.03%, respectively. 
Moreover, the F-measure of OTDEM holds highest 
value for breast cancer classification when the train-
ing percentage is adjusted to 70, which is significant-
ly higher than POA, CHIMP, COOT, BES and HGS, 
respectively. While the learning percent is set to as 
90%, the OTDEM achieved maximal MCC for breast 
cancer classification than at learning percent 70%; 
whatever, the established methods holds the lower 
MCC score. Consequently, the OTDEM significantly 
improved for all other metrics values for classifying 
the breast cancer using improved features with the 
ensemble classifiers (DBN, Bi-GRU and CNN).

5.5. Impact of OTDEM, with and Without 
Optimization as Well as the Conventional 
Features for Breast Cancer Classification
The impact on OTDEM, with and without optimiza-
tion along with the conventional features for breast 
cancer classification with regard to varied perfor-
mance measure is illustrated in Table 2. The OTDEM 
with optimization and Improved LGXP can make 
the system optimal for breast cancer classification. 
Regarding the F-measure, the OTDEM has obtained 

the value of 92.08%, model without optimization is 
85.48% and model without improved LGXP is 85.42%, 
respectively. Similarly, the OTDEM, model without 
optimization and model without improved LGXP 
have acquired the accuracy of 93.25%, 84.76% and 
85.42%, respectively. In addition, the sensitivity, FPR, 
MCC and specificity possess the values of 92.89%, 
0.1187, 92.77% and 92.94%, respectively. This implies 
that the OTDEM perform better classification for 
breast cancer employing ensemble classifiers (Bi-
GRU, CNN and DBN) and the optimization strategy.

5.6. Performance Comparison on 
Ensemble+OTDEM and the Established 
Classifiers for Breast Cancer Classification
The comparison between the Ensemble+OTDEM is 
computed to the DNN [10], DCNN [5], SVM, MLP, RF, 
RNN and ANN for breast cancer classification was de-
picted in Table 3. While reviewing the results of Table 
3, it is worthwhile to observe that the Ensemble+OT-
DEM accomplished superior findings for classifying 
the breast cancer than the traditional ways. Especial-
ly, FNR of the Ensemble+OTDEM is 0.1149, whereas 
the DNN is 0.183, DCNN is 0.130, SVM is 0.152, MLP 
is 0.189, RF is 0.164, RNN is 0.198 and ANN is 0.152, 
respectively. For the efficacious classification of brain 
tumor, the Ensemble+OTDEMgained the maximal 
accuracy than the DNN, DCNN, SVM, MLP, RF, RNN 
and ANN, respectively. Simultaneously, the precision, 

Table 2
Ablation assessment on OTDEM, model without Improved LGXP and model without optimization for breast cancer 
classification

Model without optimization Model without Improved LGXP OTDEM

Accuracy 0.847673 0.854271 0.932519

MCC 0.846257 0.847657 0.927766

Precision 0.883675 0.897653 0.923868

FPR 0.168793 0.205607 0.118766

F-measure 0.854868 0.854271 0.920782

Specificity 0.817673 0.847657 0.929388

NPV 0.817573 0.893886 0.927575

Sensitivity 0.892763 0.827734 0.928889

FNR 0.198386 0.187374 0.114879



931Information Technology and Control 2023/4/52

Table 3 
Assessment on Ensemble+OTDEM classifier over the traditional classifiers for breast cancer classification

DNN DCNN SVM MLP RF RNN ANN Ensemble+OTDEM

Accuracy 0.8241 0.8040 0.7839 0.8643 0.8643 0.8072 0.8595 0.9325

MCC 0.8288 0.8728 0.8927 0.8538 0.8733 0.8477 0.8477 0.9278

Specificity 0.7664 0.8937 0.8176 0.8837 0.8037 0.8271 0.8645 0.9294

F-measure 0.8241 0.8040 0.7839 0.8643 0.8643 0.8298 0.8927 0.9208

NPV 0.8913 0.8696 0.8478 0.8177 0.8348 0.8894 0.9296 0.9276

Precision 0.8928 0.7477 0.8347 0.8037 0.8968 0.8477 0.8277 0.9239

FPR 0.1929 0.1879 0.1999 0.1963 0.1963 0.1729 0.1355 0.1188

Sensitivity 0.8913 0.8696 0.8478 0.8376 0.8176 0.7609 0.8478 0.9289

FNR 0.1838 0.1304 0.1522 0.1887 0.1637 0.1989 0.1522 0.1149

NPV and specificity recorded by the Ensemble+OT-
DEM is 92.39%, 92.76% and 92.94%, respectively. The 
improved classification accuracy for breast cancer 
using the Modified LGXP feature and optimization 
approach of the Ensemble+OTDEM has demonstrat-
ed its superiority.

5.7. Analysis on Statistical Measure of 
OTDEM Approach and the Conventional 
Methods with Respect to Error for Breast 
Cancer Classification 
Table 4 illustrates the statistical study on OTDEM 
scheme is compared to the standard methods like 
POA, COOT, BWO, BES and HGS using five different 
statistical measure for breast cancer classification. 
The outcomes are typically examined using statistical 
analysis because the optimization process is unpre-
dictable. For accurate classification of breast cancer, 
the model should accomplish lower error value. Like-
wise, the OTDEM acquired the minimal error value 
in most of the statistical measure. More particularly, 
the OTDEM gained the lowest error value is 1.084 in 
the minimum statistical measure, this is superior to 
POA=1.154, COOT=1.137, BWO=1.149, BES=1.179 and 
HGS=1.184, respectively. Furthermore, analyzing the 
mean statistical measure, the OTDEM recorded the 
lowest error value of 1.183, whereas the POA, COOT, 
BWO, BES and HGS scored the minimum error val-
ue of 1.244, 1.258, 1.226, 1.267 and 1.293, respectively.  
Additionally, in a number of statistical measures, the 

OTDEM performed better than the earlier methods 
for breast cancer classification [18, 33].

5.8. Segmentation Evaluation on Correlation 
Based Deep Joint Segmentation and the 
Extant Segmentation Approaches for Breast 
Cancer Segmentation with Regard to Dice 
and Jaccard Coefficient
Moreover, the Jaccard value of the Correlation based 
Deep Joint segmentation for the breast cancer seg-
mentation is 0.921, though the Deep Joint Segmenta-
tion, FCM and K-means segmentation acquired mini-
mized Jaccard values.

5.9. Convergence Study on SIPOA and the 
Traditional Methods for Breast Cancer 
Classification
The Convergence graph analysis on SIPOA is com-
pared with the POA, COOT, BWO, BES and HGS for 
breast cancer classification is portrayed in Figure 10. 
Additionally, it is analyzed by altering the iteration 
(0-25). For improved breast cancer classification, the 
model must have the lowest error value and the fastest 
convergence. In the first iteration, the SIPOA and the 
other approaches obtained greater error rate while as 
the iteration progressed, the error value get declined 
for almost all the algorithms. For instance, the SIPOA 
scored the lowest error value of 1.10, though the POA, 
COOT, BWO and BES have obtained the highest error 
rate of 1.18, 1.14, 1.16, 1.19 and 1.20, respectively. Thus, 
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Table 4 
Statistical estimation on OTDEM versus the conventional methods with regard to error for breast cancer classification 
using the different case scenarios

POA COOT BWO BES HGS OTDEM

Mean 1.24429 1.2583 1.22611 1.26666 1.29313 1.18342

Median 1.19368 1.23865 1.22877 1.27366 1.25878 1.12978

Standard Deviation 0.084837 0.099062 0.074366 0.08177 0.085345 0.08808

Minimum 1.15387 1.13748 1.14869 1.17899 1.18377 1.08377

Maximum 1.37575 1.40277 1.34777 1.38647 1.41868 1.32867

Figure 10
Convergence evaluation on SIPOA versus conventional 
approaches

the SIPOA acquired the minimal error value in almost 
all the iterations and it is fast converged over the tra-
ditional methodologies as well as the SIPOA has the 
capacity to classify the breast cancer accurately.

6. Conclusion
The proposed model of OTDE comprises four essen-
tial steps, namely preprocessing, segmentation, fea-
ture extraction, and classification, for the effective 
segmentation and classification of breast cancer. The 
sample image is preprocessed using the CLAHE filter-
ing method to enhance its visibility and quality. The 
preprocessed image is then segmented using the cor-
relation-based deep joint segmentation method to ac-
curately delineate the regions of interest. Various fea-
tures, including statistical features, improved LGXP, 
texton-based features, and shape-based features, are 
extracted from the segmented image. Subsequently, 
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cancer classification is portrayed in fig 10. Additionally, 
it is analyzed by altering the iteration (0-25). For 

improved breast cancer classification, the model 
must have the lowest error value and the fastest 
convergence. In the first iteration, the SIPOA and 
the other approaches obtained greater error rate 
while as the iteration progressed, the error value 
get declined for almost all the algorithms. For 

these extracted features are utilized to train the pro-
posed ensemble model, which combines the strengths 
of CNN, DBN, and Bi-GRU classifiers. The parameter 
(weight) of the Bi-GRU classifier is tuned using the 
proposed SIPOA, further optimizing the performance 
of the model. The ensemble model, incorporating 
multiple classifiers, leverages the advantages of each 
individual classifier to achieve improved accuracy 
and robustness in breast cancer classification.
In the evaluation of the Ensemble+OTDEM model, 
notable performance metrics were recorded. The pre-
cision, negative predictive value (NPV), and specifici-
ty of the model were found to be 92.39%, 92.76%, and 
92.94%, respectively. These results demonstrate the 
effectiveness of the proposed model in accurately iden-
tifying and classifying breast cancer. For future direc-
tions, further research can be conducted to explore the 
integration of additional advanced image processing 
techniques or deep learning architectures to enhance 
the performance of the segmentation and classifica-
tion stages. Additionally, expanding the dataset and 
conducting extensive clinical validations can strength-
en the generalizability and reliability of the proposed 
model. Furthermore, exploring the potential of incor-
porating multimodal information, such as clinical data 
or genetic markers, could provide a more comprehen-
sive and accurate assessment of breast cancer.
The proposed advantage of the ensemble model is its 
ability to leverage the complementary strengths of 
multiple classifiers. By combining CNN, DBN, and Bi-
GRU, the ensemble model benefits from their diverse 
approaches to feature extraction and classification. 
This synergistic integration enhances the overall 
performance, increasing the accuracy, precision, and 
specificity of the breast cancer diagnosis. Moreover, 
by employing the SIPOA for parameter tuning, the 
model achieves further optimization, ensuring opti-
mal training and improved results.
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