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Raw point clouds are usually sparse and incomplete, inevitably containing outliers or noise from 3D sensors. 
In this paper, an improved SA-Net based on an encoder-decoder structure is proposed to make it more robust 
in predicting complete point clouds. The encoder of the original SA-Net network is very sensitive to noise in 
the feature extraction process. Therefore, we use PointASNL as the encoder, which weights around the initial 
sampling points through the AS module (Adaptive Sampling Module) and adaptively adjusts the weight of the 
sampling points to effectively alleviate the bias effect of outliers. In order to fully mine the feature information 
of point clouds, it captures the neighborhood and long-distance dependencies of sampling points through the 
LNL module (Local-NonLocal Module), providing more accurate information for point cloud processing. Then, 
we use the encoder to extract local geometric features of the incomplete point cloud at different resolutions. 
Then, an attention mechanism is introduced to transfer the extracted features to a decoder. The decoder grad-
ually refines the local features to achieve a more realistic effect. Experiments on the ShapeNet data set show 
that the improved point cloud completion network achieves the goal and reduces the average chamfer distance 
by 3.50% compared to SA-Net.
KEYWORDS: Point Cloud Completion, Nonlocal Neural Network, Adaptive Sampling.



161Information Technology and Control 2024/1/53

1. Introduction
A point cloud is a type of data that describes three di-
mensional (3D) objects and scenes. Due to the impact 
of camera resolution, occlusion and other factors, the 
point cloud collected by the sensor is usually sparse, 
incomplete and noisy, which cannot describe the 
real geometric information of the object. This is not 
enough for many downstream applications, such as 
object detection, scene understanding, robot naviga-
tion, and augmented reality. Therefore, completion 
the missing regions of 3D shape is a critical task in the 
field of computer vision.
Existing methods have achieved remarkable results in 
shape completion with 3D data as input, such as vox-
el [4, 15, 39], mesh [6, 14, 24], multi-view images [8, 11, 
32] and point cloud [13, 19, 20]. Voxel representation 
generalizes 3D data to 2D grids, and then applies 2D 
convolutional neural networks to reconstruct object 
shapes. However, its computational complexity is high, 
and as the resolution increases, the required memory 
increases exponentially. Mesh representation is the 
use of a model to warp a planar image into a target ge-
ometry. However, using meshes to represent complex 
3D objects is not easy. Multi-view image representa-
tion is the rendering of 3D shapes from a series of 2D 
views from different angles. However, the reconstruct-
ed 3D shape is still insufficient to represent the origi-
nal information. In contrast, point cloud has become 
the mainstream data form in 3D vision tasks due to its 
advantages of small memory usage, low computational 
complexity, and strong ability to restore object charac-
teristics [32]. Since 3D point clouds are irregular and 
disordered and do not conform to the regular grids in 
2D images, convolutional neural networks are difficult 
to apply to analyze point cloud data.
In recent years, with the continuous improvement 
of computing performance and the emergence of 
large-scale complete 3D shape datasets, such as the 
ShapeNet dataset. Some deep learning-based meth-
ods have achieved great success in classifying and 
segmenting 3D objects. AGNet [10] treats point cloud 
data as a graph structure, where each point is a node 
of the graph. It introduces an attention mechanism to 
better aggregate the characteristics of neighborhood 
nodes and map them to predefined category labels 
to achieve segmentation. Pierdicca [18] uses an im-
proved DGCNN for semantic segmentation of com-

plex, highly variable 3D point cloud historical building 
models to accelerate the identification of historical 
building elements. Karolis et al. [21] proposed using 
computer-aided technology for depth video stream 
masking and training with convolutional neural net-
works to obtain more accurate human body segmen-
tation results. This framework has good accuracy 
and real-time performance in human body segmen-
tation. However, due to factors such as noise or oc-
clusion, the 3D model collected by the sensor is miss-
ing, which seriously affects subsequent applications. 
Since deep learning has shown strong capabilities in 
some basic applications of 3D objects, and 3D objects 
are often represented using point cloud data, many 
point cloud completion methods based on deep learn-
ing have been proposed. However, some advanced 
models result in local details loss, or fail to generate 
fine shapes, even though the output is a complete 
structure. PCN (Point Completion Network) utilizes 
multi-layer perceptrons (MLPs) and max-pooling to 
refine the point set [33], but it still has unacceptable 
detail loss. AtlasNet and FoldingNet typically learn 
global representation from partial point clouds and 
use global features to generate complete shapes [6, 
31], while the completion effect is not satisfactory. 
TopNet is proposed to use a layered rooted tree struc-
ture encoder, which considers the local structural 
details [23]. However, the output structures of these 
methods are fuzzy, which is not tolerated by the shape 
completion. With the development of deep learning, 
some methods have designed complex neural net-
work models and achieved good shape completion re-
sults. They can express the geometric information of 
point cloud with high-dimensional features, and thus 
decode the complete shape from the global and local 
features. The decoder of SA-Net gradually generates 
refined fine local structural details by folding blocks 
[25]. PF-Net fuses the extracted global features under 
different resolutions to generate missing structure by 
a generator and a discriminator [9]. Some models use 
hybrid methods to process point cloud data. HFCNN 
[36] first uses a convolutional neural network to ex-
tract features from point cloud data, and then com-
bines global features and local geometric features, 
using a hybrid method to effectively combine these 
two features to capture the complex characteristics of 
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point cloud data. Kulikajevas et al. [12] used 3DCNN 
and 3DGCN to encode and decode different features 
respectively, and then fused these features together to 
get a more comprehensive shape representation. The 
attention mechanism is a very effective feature ex-
traction method that improves the performance and 
accuracy of the model by focusing on key features in 
the input data and ignoring irrelevant information. In 
order to capture effective local geometric structures, 
SDA-Net [5] embeds the attention mechanism into 
MLP to extract local deep attention features. AGNet 
[10] builds a topology structure by creating directed 
edges from the neighbors of each point, and uses an 
attention mechanism to select the most important 
features in the topology structure. Therefore, it is 
necessary to further explore the local information.
In this paper, we propose an improved SA-Net. To ob-
tain the realistic local structure, we use PointASNL 
in the encoder, which includes an adaptive sampling 
(AS) module and a local-nonlocal (LNL) module. The 
AS module can not only reduce the impact of outliers 
on feature extraction by adjusting the coordinates 
of sampling points, but also help to fit a smooth geo-
metric submanifold. The LNL module considers the 
local information interaction between each sampling 
point and adjacent regions, as well as the influence of 
eachsampling point with the entire points in a certain 
level. It could make full use of input information to 
benefit learning features.

2. Related Works
In this section, according to the network structure used 
in point cloud completion, existing architectures can 
be mainly divided into GAN-based methods, Trans-
former-based methods and Point-based methods.

2.1. GAN-based Methods
The GAN [3] architecture utilizes implicit learning of 
the discriminator to refine the set of points provided by 
the generator. Effective latent space representation of 
point clouds provides important basic information for 
3D shape reconstruction. Chen et al. [2] proposed the 
use of GAN network to solve the problem of mismatch-
ing between completed point cloud and real point cloud 
data and generate high-resolution 3D shapes. Sarmad et 
al. [22] proposed Rl-Gan-Net, which captures the latent 

spatial representation of point clouds through autoen-
coders, and GANs utilize it to reconstruct missing re-
gions close to real point clouds. Wen et al. [26] empha-
sized the potential relationship of backward learning 
from complete shapes to incomplete shapes, using two 
simultaneous transformation networks, Cycle4Com-
pletion, to generate high-fidelity point cloud models. 
Zhang et al. [39] proposed ShapeInversion, which in-
troduced GAN inversion for the first time to realize 
shape Status completion. ShapeInversion does not re-
quire prior pairing of training data and benefits from 
pre-training on complete shapes using GANs, query-
ing latent codes to find complete shapes correspond-
ing to missing objects. Due to the characteristics of 3D 
data, point cloud completion methods based on GAN 
networks will, on the one hand, produce uneven point 
clouds and noise during the reconstruction process, 
and on the other hand, rely heavily on prior knowledge.

2.2. Transformer-based Methods
Transformer was originally introduced as a natural lan-
guage processing (NLP) framework based on the atten-
tion mechanism. It usually adopts an encoder-decoder 
structure and uses the self-attention mechanism and 
the cross-attention mechanism to extract features. Due 
to the self-attention mechanism, Transformer is very 
effective in handling tasks involving long sequences. In 
the decoder, the cross-attention mechanism utilizes the 
information in the encoder to learn attention mappings 
of query features, making the Transformer powerful in 
generative tasks. With the emergence of PCT [7], Point-
former [17] and PointTransformer [34], Transformer 
began to demonstrate powerful learning capabilities 
in point cloud processing. PMP-Net++ [27] improves 
PMP-Net [28] and introduces Transforme-enhanced 
representation learning network, which significant-
ly improves the performance of the point cloud com-
pletion network. However, Transformer-based mod-
els have some limitations. Due to the large number of 
Transforme parameters, it cannot be easily deployed on 
the device compared to other methods.

2.3. Point-based Methods
Since the pioneering of PointNet [19] and PointNet++ 
[20], point-based methods usually utilize multi-layer 
perceptrons (MLPs) to capture local features point by 
point. Due to its simplicity and efficiency, some works 
use point-wise MLP for point cloud completion.
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FoldingNet [31] can reconstruct arbitrary point clouds 
from a 2D mesh. It applies a virtual force to deform or 
stretch the 2D mesh onto a 3D surface. This method 
reconstructs objects with detailed structures and the 
reconstruction error is small. PCN adopts a coarse-to-
fine strategy and uses a multi-layer perceptron to refine 
local features [33]. Although this method generates a 
uniform and complete point cloud, the max-pooling 
aggregation operation leads to information loss during 
encoding and fails to generate high-fidelity results. Xu 
et al. [1] designed FinerPCN by combining PCN and 
point-wise convolution to generate fine complete point 
clouds with a coarse-to-fine strategy by considering 
local information. MSN generates fine point clouds 
by learning point-wise residuals of point clouds [16]. 
SA-Net uses jumping attention mechanism and mul-
tiple folding operations to generate fine-grained point 
clouds [25]. However, these two methods only repre-
sent the global shape, resulting in the loss of local de-
tails. NSFA pays special attention to the importance of 
local features, and will use different scales of local fea-
tures to construct and refine points in missing regions 
[35]. We found through research that the above meth-
ods are very sensitive to noise or outliers or generate 
noise during the reconstruction process, resulting in 
the generated point cloud model not being smooth 
enough, and the extracted local feature information is 
not rich enough. In the following sections, our solution 
will be presented.

3. Our Network Architecture
Our network model is shown in Figure 1. It is an en-
coder-decoder structure. Its detailed design is de-
scribed below.

3.1. Motivation
Let a point set { }z | 1, 2,3, ,iZ i N= =   represent a 
partial 3D object shape by N  points, which may contain 
noise or outliers. The point set of its complete shape is 
defined as { }| 1, 2,3, ,iC c i N= =  .  Please  note  that  
although these two sets contain the same number of 
points, there is no corresponding relationship between 
geometry Z  and C , they just represent the same target 
shape. Our goal is to design a point cloud completion 
network model M , input the partial cloud Z  into M , and 
output the reconstructed point cloud model R, where 
the set of R is expressed as { }1,2,3, ,iR r i N= = |
, making ( )C C R− ∩ = ∅ . A high-performance point 
cloud completion network model should not only com-
plete missing regions, but also be able to generate a de-
tailed local geometric structure. However, most of the 
existing point cloud completion models are based on 
encoder-decoder design, and cannot generate high-fi-
delity output and fine local geometric details, and the 
richness of features extracted by the encoder directly 
affects the decoder. The quality of the reconstruct-
ed point cloud. We try to generate high-quality point 
clouds by introducing a new encoder.

Figure 1
Point cloud completion based on nonlocal neural networks with adaptive sampling
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3.2. Encoder
We improve the encoder of SA-Net [25] , which uses 
the PointASNL framework as the backbone [30]. 
The point cloud data with missing information is di-
rectly input to the encoder network. The number of 
points is 2048N = , and the position of each point i  is 
( , , )i i ix y z . In order to facilitate processing, we use the 
farthest point sampling (FPS) to obtain the sampling 
points, where the first level 1 512N = , the second lev-
el 2 256N = . The sampling points set is defined as 

1 2 1 2{ , , , , , |  or }i mS s s s s m N N= =  . Then, the out-
put of the first level is then used directly as the input 
of the second level to extract global features.
Next, the function of AS module is introduced, which 
can solve the noise problem. The coordinates and 
geometric features of the sampling points are in-
put into the AS module for updating. The sampling 
point is  can be taken as an example. Firstly, the AS 
module uses the k-NN algorithm to obtain the k 
nearest neighbors of is , which can be expressed as 

Figure 3
The LNL module. Ns is the number of sampling points. Di, Ds, ..., Dm are the number of channels. Conv is the convolution operation

,1 ,2 ,3 ,( ) { , , , , }i i i i i ks s s s sϕ =  . The corresponding fea-
ture set is defined as ( ) ,1 ,2 ,3 ,k{ , , , , }i i i i iF s f f f f=  . 
Then, we use multi-layer perceptions (MLPs) with 
the Softmax function to obtain the correlation be-
tween the sample point is  and each neighbor point, 
represented by normalized weights. Finally, coordi-
nates of sampling point is Λ  and feature if

Λ  are up-
dated by the weighted sum of the neighbor points.
As shown in Figure 2, given an airplane, we can see 
that the input point clouds contain noise. The noise 
makes the fluid of the airplane appear rough, and the 
point distribution on the head is scattered. After us-
ing the AS module, we can obviously see that the noise 
points disappear, the outline of the aircraft is smooth-
er, and the overall point distribution is more uniform.
In order to enhance the context learning ability of point 
clouds  and  robustness, we  combine  the  most  popu-
lar point local (PL) cell  with point nonlocal (PNL) cell 
as local-nonlocal (LNL) module. As shown in Figure 3, 
the k-NN algorithm is used at the sampling points to 

Figure 2
The AS module by taking an airplane as an example
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obtain multiple groups. The PL cell extracts and aggre-
gates features of each group by MLPs and max-pooling 
to form local features. Then, multiple local features 
are aggregated to form global feature. However, PL cell 
ignores the relationship between the sampling points 
and the entire points in a certain level. This makes it 
impossible to get precise information about missing 
regions. Therefore, we introduce the PNL cell to ob-
tain the context information by fusion. The similarity 
between sampling points and entire points is obtained 
by Softmax, normalized weights and entire points 
weighting. Finally, convolution is used to fuse local 
and global information. In addition, the information 
loss in the down-sampling process is reduced with the 
increase of the number of output channels.

3.3. Decoder
Many decoders use MLP and FC to complete missing 
regions, but the geometric details are very rough. The 
reason is that these decoders do not take geometric 
differences into account. In this letter, we solve these 
problems with folding blocks, whose backbone frame-
work is up-down-up.
We expand some points in the missing regions. The 
folding block uses the up-module to achieve three 
resolution levels { }i 128,512,2048| 1,2,3R i= = , which 
correspond to the number of points of the attention 
output. At the same time, we generate a correspond-
ing number of 2D grids and connect them together. 
Finally, the connected point cloud is converted into 
a 3D potential codewords through MLP. The di-
mensions corresponding to the point cloud of these 
three resolutions are { }i 256,128,3| 1, 2,3D i= = . The 
down-module aggregates these expanded points into 
detailed local features through concatenation and 
convolution operations. As shown in the pink box in 
Figure 1, the completion effect increases gradually 
through three folding operations, and the final output 
is a fine surface structure. The attention mechanism 
connects the encoder and the decoder. It looks for 
similar regions in the encoder and guides the decoder 
to reconstruct the missing regions with high quality.

3.4. Loss Function
Charmfer Distance (CD) and Earth Movement Dis-
tance (EMD) are used to define a loss function as the 
metric distance of point cloud completion.The total 
loss is the weighted sum of CD and EMD, defined as
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where _EMD Loss  is used to ensure the minimum distance 
between the completed point clouds and Gt point clouds. 
  is the mapping function. 

Regularization is a technique that promotes model 
complexity and accuracy. PointCutMix [36] uses 
regularization to prevent the model from overfitting the 
training data by adding additional constraints or 
penalties during the training process. This improves the 
model's generalization ability, allowing it to perform 
better on new, unseen data. Figure 4 depicts the total loss 
training curve of our method and SA-Net using 
regularization. It can be seen that our method has a lower 
loss, which shows that our method has better completion 
effect. 
Figure 4 
Comparison of total loss during training between our 
proposed method and SA-Net

 

 
 

 
 

4. Experimental Results 
In this section, we will verify the effectiveness of our 
proposed network. We use the deep learning model built 
with the TensorFlow framework in Python. The 
operating system is Ubuntu 16.04 and the graphics card 
is NVIDIA Titan X GPU. The Adam optimizer is used  
to perform 250 training rounds for each type of point 
clouds. The training batch is 18. The initial learning rate 
is set to 0.0001. The number of neighbors of a sampling 
point is 12 and the model parameters with the best effect 
on the training set are saved for testing. 

4.1 Dataset 
ShapeNet dataset is a large-scale 3D shape dataset 
widely used in computer graphics, robotics, and 
computer vision. The ShapeNet dataset contains 
pairs of complete and partial point clouds, among 
which plane, cabinet, car, chair, lamp, couch, table, 
and boat are often used to test the performance of 
point cloud completion networks. The number of 
input and output points per object is 2048, but 
incomplete. Of course, the number of real points is 
also 2048. 
4.2 Implementation Details 
In Figure 5, we present the visualization results 
comparing our method with SA-Net on chair, 
cabinet and boat. It can be seen that the completion 
shape of our method is closer to the ground truth.  
Figure 5 
The visualization results comparing our method 
with SA-Net under Chair, Cabinet, and Boat. From 
top to bottom are input, SA-Net, our method and Gt 

 
For example, when predicting the edges of the 
cabinet, sails and the arms and legs of the chair, our 
method can generate more realistic local structure, 
denser and more uniform point clouds, as well as 
reconstruct smoother surfaces and more precise 
geometry. 

First, the presence of noise may have an impact on 
the accuracy of point cloud completion. Noise may 
make point cloud data more complex and 
confusing, causing the algorithm to be unable to 
accurately identify and restore the original point 
cloud structure during the completion process. 
Therefore, before performing point cloud 
completion, it is often necessary to denoise the 
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where _EMD Loss  is used to ensure the minimum dis-
tance between the completed point clouds and Gt 
point clouds. φ  is the mapping function.
Regularization is a technique that promotes model 
complexity and accuracy. PointCutMix [36] uses reg-
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Comparison of total loss during training between our 
proposed method and SA-Net
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ularization to prevent the model from overfitting the 
training data by adding additional constraints or pen-
alties during the training process. This improves the 
model’s generalization ability, allowing it to perform 
better on new, unseen data. Figure 4 depicts the total 
loss training curve of our method and SA-Net using 
regularization. It can be seen that our method has a 
lower loss, which shows that our method has better 
completion effect.

4. Experimental Results
In this section, we will verify the effectiveness of our 
proposed network. We use the deep learning model 
built with the TensorFlow framework in Python. The 
operating system is Ubuntu 16.04 and the graphics 
card is NVIDIA Titan X GPU. The Adam optimizer 
is used  to perform 250 training rounds for each type 
of point clouds. The training batch is 18. The initial 
learning rate is set to 0.0001. The number of neigh-
bors of a sampling point is 12 and the model param-
eters with the best effect on the training set are saved 
for testing.

4.1. Dataset
ShapeNet dataset is a large-scale 3D shape dataset 
widely used in computer graphics, robotics, and com-
puter vision. The ShapeNet dataset contains pairs 
of complete and partial point clouds, among which 
plane, cabinet, car, chair, lamp, couch, table, and 
boat are often used to test the performance of point 
cloud completion networks. The number of input and 
output points per object is 2048, but incomplete. Of 
course, the number of real points is also 2048.

4.2. Implementation Details
In Figure 5, we present the visualization results com-
paring our method with SA-Net on chair, cabinet and 
boat. It can be seen that the completion shape of our 
method is closer to the ground truth. 
For example, when predicting the edges of the cabi-
net, sails and the arms and legs of the chair, our meth-
od can generate more realistic local structure, denser 
and more uniform point clouds, as well as reconstruct 
smoother surfaces and more precise geometry.
First, the presence of noise may have an impact on the 
accuracy of point cloud completion. Noise may make 

Figure 5
The visualization results comparing our method with SA-
Net under Chair, Cabinet, and Boat. From top to bottom are 
input, SA-Net, our method and Gt

point cloud data more complex and confusing, caus-
ing the algorithm to be unable to accurately identify 
and restore the original point cloud structure during 
the completion process. Therefore, before perform-
ing point cloud completion, it is often necessary to 
denoise the point cloud data to reduce the impact of 
noise on the completion results. Secondly, the de-
gree of damage to the point cloud will also affect the 
completion effect. Mildly damaged point cloud data 
may retain the original structure and characteristics 
to a large extent, so it is relatively easy for comple-
tion algorithms to restore the complete point cloud. 
However, if the point cloud data is highly damaged, 
it may make the original structure and features dif-
ficult to identify, thereby increasing the difficulty of 
completion. Under the above circumstances, it is very 
important for the point cloud completion network to 
have excellent noise suppression modules and feature 
extraction modules.
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Figure 6
Comparison of ablation experiments

To further illustrate the effectiveness of the AS and 
LNL modules, we consider the following benchmark 
schemes. (1) SA-Net without the AS and LNL modules; 
(2) SA-Net+AS with only AS module; (3) SA-Net+LNL 

Table 1
The parameter sizes of different methods

Methods SA-Net SA-Net+AS SA-Net+LNL SA-Net+AS+LNL

Parameters(MB) 55.9 72.9 73.4 73.4

Table 2
The CD of  different methods

Model Cabinet Boat Chair

SA-Net 9.11 7.23 8.94

SA-Net+AS 8.61 6.39 8.82

SA-Net+LNL 8.71 6.69 8.90

SA-Net+AS+LNL 8.56 6.30 8.79

with only LNL module; (4) SA-Net+AS+LNL (Ours), 
including AS module and LNL module. From Figure 
6, we can see that our method can get smooth cabinet 
edges, non-messy stern spots of boat, and chair legs, 
armrests. In short, a refined local geometric structure 
can be generated using both the AS module and the 
LNL module. In addition, Table 1 shows the compar-
ison of parameter sizes of different methods. To gen-
erate denser, more uniform points, finer geometry, it 
needs to increase the number of parameters.
Next, we use the CD as an evaluation metric. Since the 
CD value is too small to be intuitive, we multiply it by 

410  and reserve two decimal places as the test result. 
If the CD value is low, the distance between the proba-
bility distribution predicted by the model and the true 
label distribution is small, which means that the mod-
el has better classification performance on the train-
ing set. On the contrary, if the CD value is large, the 
classification performance of the model must poor.
Table 2 gives the ablation results. Compared with SA-
Net, the CD of SA-Net+AS is reduced by 5.49% for 
cabinet (9.11 vs 8.61), 11.62% for boat (7.23 vs 6.39) 
and 1.23% for chair (8.94 vs 8.82), respectively. Fur-
thermore, the CD of SA-Net+LNL is reduced by 4.39% 
for cabinet (9.11 vs 8.71), 7.47% for boat (7.23 vs 6.69) 
and 0.45% for chair (8.94 vs 8.90), respectively. These 
could prove the effectiveness of the AS module and 
LNL module.
In order to further verify the effectiveness of the 
proposed method, we compare with PCN [33], Fold-
ingNet [31], AtlasNet [21], TopNet [23] and SA-Net 



Information Technology and Control 2024/1/53168

[25]. The comparison results are shown in Table 3. 
Compared with SA-Net, our method achieves 6.04% 
for cabinet (8.56 vs 9.11), 13.29% for boat (6.30 vs 
7.23) and 1.71% for chair (8.79 vs 8.94), respectively. 
It achieves an average CD reduction of 3.50% (7.45 vs 
7.74). We can see that our method outperforms others 
in many categories. Note that the results of all meth-
ods are referenced from the public leaderboards of 
the ShapeNet benchmark.

5. Conclusion
In this paper, the characteristics of our method are 
based on the ability to suppress noise and enhance 
point cloud feature extraction, thereby improving the 
robustness and accuracy of point cloud processing. 
Thereforer, we propose an adaptive sampling non-
local neural network to complete the point clouds. 
The effect of outliers is mitigated by the PointASNL 
encoder, which adjusts the information of sampling 
points in real time by weighting adjacent points. Dif-
ferent from the traditional methods, we also consider 
the correlation between the sampling points and the 

Table 3
Comparison of point cloud completion on ShapeNet dataset

Methods Average Plane Cabinet Car Chair Lamp Couch Table Boat

AtlasNet 17.69 10.37 23.40 13.41 24.16 20.24 20.82 17.52 11.62

PCN 14.72 8.09 18.32 10.53 19.33 18.52 16.44 16.34 10.21

FoldingNet 16.48 11.18 20.15 13.25 21.48 19.19 19.09 17.80 10.69

TopNet 9.72 5.50 12.02 8.90 12.56 9.54 12.20 9.57 7.51

SA-Net 7.74 2.18 9.11 5.56 8.94 9.98 7.83 9.94 7.23

Ours 7.45 2.29 8.56 5.70 8.79 10.01 7.83 10.14 6.30

entire points in a certain level. In this way, the fea-
ture information of points cloud can be extracted and 
aggregated more accurately. Experiments show the 
completion effects of multiple categories and prove 
the effectiveness of AS and LNL modules. Quantita-
tive and qualitative results on the ShapeNet data set 
show that compared with SA-Net, our method has a 
significant reduction in the chamfer distance and av-
erage chamfer distance of multiple categories and the 
reconstructed point cloud model has more detailed 
local areas. Our method uses max pooling to aggre-
gate features, which leads to information loss during 
feature extraction and requires further improvement. 
The point cloud completion effect in complex scenes 
may not be ideal and has certain limitations.
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