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The expression of thoughts and feelings through communication plays a major part of human life in building 
relationship among others. Most of the population with hearing ability expresses their thoughts in their own or 
known language through voice-oriented communication. The people belonging to deaf-mute community uses 
hand movement gestures and expressions of face for communication which is called sign language. There exists 
a difficulty in building a conversation between the hearing community and non-hearing community. To make 
easy conversation of deaf-mute people with the external world and to connect the gap for communication be-
tween the hearing people and non-hearing people, we developed an interpreter that translates sign language to 
text. Most system developed for the recognition of Indian Sign Language is built for alphabets and numbers. We 
attempted in building a model for 15 meaningful short sentences of Indian sign gestures using, custom built vid-
eo datasets captured using OpenCV, keypoints of hands, pose and face extracted using MediaPipe. The model is 
trained using LSTM and achieved training and testing accuracy of 99.17% and 97.78% respectively.
KEYWORDS: Keypoints, LSTM, MediaPipe, OpenCV, Sign language.

1. Introduction
Communication plays a major part of human life. It 
paves a way in building a strong relationship among 
people by sharing their thoughts, feelings and knowl-
edge with others. The people with hearing and speak-
ing ability use voice-oriented communication. The 

majority of population in the world uses this type of 
communication by delivering their speech via mouth. 
The people belonging to hearing impaired communi-
ty uses sign language for communication. The hear-
ing-impaired people express their thoughts by using 
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body gestures, mainly hands, arms and facial expres-
sions. Sign language is the communicating way for the 
people belonging to hearing disabled community. Sign 
language has been naturally developed by the group of 
people in different parts of the world based on their 
habits, tradition, culture, native speaking language 
and habitats. There exists no universal sign language 
around the world. The sign languages that are most 
popular are American Sign Language (ASL), German 
Sign Language (GSL) and British Sign Language (BSL). 
Each sign language has their own gestures based on 
the country’s spoken language, culture, tradition and 
habits. Sign language recognition is an important area 
that needs to be focused for developing the translation 
system. The major population with hearing ability is 
unaware of this sign language gestures. There exists 
the gap for communication between the hearing-im-
paired community and the hearing community. The 
advancement in Computer vision can be incorporated 
in the translation of Sign language to bridge the gap for 
communication of deaf-mute people with the exter-
nal world. Most of the research for recognition system 
has been done in American Sign Language as it uses 
mostly single hand gestures. Indian Sign Language 
recognition system is still in the developing phase as 
it uses double hand static gestures for alphabets and 
digits; double hand continuous gestures for words and 
short sentences. Most of the research in ISL is done 
in the recognition of alphabets and digits. Only few 
of the research has been attempted in developing the 
recognition model for words. This paper focuses on 
developing an Indian Sign Language recognition sys-
tem for meaningful short sentences that takes Indian 
sign gestures as videos. The videos are recorded using 
the open-source library OpenCV (Open-Source Com-
puter Vision Library) which provides the facility for 
webcam access. The landmarks of face, pose and hands 
are extracted from the recorded video using another 
open-source framework called MediaPipe [16,26,4,6]. 
The extracted keypoints are fed as input to a neural 
network LSTM model for training. Using the trained 
model, the matching short sentence for the given sign 
gesture is predicted.

2. Related Works
Many recognition systems for the translation of sign 
language have been developed using Computer vision, 
Sensor gloves and other technologies. Anderson et al. 

[1] explained the steps in developing the interpreter 
model which includes data acquisition for obtaining 
input sign gestures, preprocessing for feature ex-
traction and training the data with suitable algorithm 
to display the output in the form of text or speech. 

2.1. Glove Based Recognition System

The existing sensor-based model developed by Heera 
et al. [12] uses flex sensor which determines voltage of 
each finger based on the degree of bend with acceler-
ometer and gyroscope to determine the hand position. 
The determined values are then passed and mapped 
to the application in Android which is accompanied 
with the database of ISL words using Bluetooth mod-
ule. The output is produced in the form of speech 
when the reading matches. The model built using sen-
sors are more expensive than compared to computer 
vision system. The improvements for the VirtualSign 
platform is introduced by Oliveira et al. [18] for bidi-
rectional sign language translation that converts sign 
to text as well as text to sign using set of gloves and 
Kinect. This model works well in sign to text but in-
accurate predictions are shown in text to sign trans-
lation. The model for recognition of ASL alphabets 
developed by Lee et al. [15] uses Leap motion control-
ler for hand detection which detects hand palm data, 
hand palm sphere radius, angles between finger and 
distance between finger position. The features are ex-
tracted and the data are trained using LSTM model. 
The position angle and number of users will affect the 
accuracy of the model.

2.2. ML Based Recognition System

The focus on building a recognition model for 4 Indian 
gestures A’, ‘B’, ‘C’, ‘Hello’ is executed in [19] by Raheja 
et al. The captured input video frame is first converted 
into binary image using thresholding and the noises 
are removed. Later feature extractions are performed 
and finally classified using SVM. It is developed only 
for four gestures and requires long pre-processing 
for videos.  The research paper by Ekbote et al. [11] 
is based on building a model for Indian sign numer-
als (0-9). They created a custom dataset for numbers 
and preprocessed for feature extraction using Shape 
descriptors, SIFT and HOG. The combination of 
three feature extractors trained with SVM and HOG 
trained with ANN provided better results and accura-
cy.  In 2017 the research work proposed by Dehankar 
et al.  [10] discusses about the processing of images 
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captured in variable background and blurred images 
in identifying the hand gestures using number of end 
points and branch points. Architecture for continuous 
sign language recognition for video input is proposed 
by Wei et al. [25]. It uses semantic boundary-based 
reinforcement learning for predicting the output. The 
development of GUI in [13] is done by taking video in-
put of Indian signs (alphabets and digits). Bag of words 
is used in finding histogram frequency for image fea-
tures, extracted using SURF. The extracted features 
are trained separately with SVM and CNN. The output 
is displayed in text format as well as speech format. 
The reverse recognition model is developed by match-
ing the input video with the labels. The model works 
well only in plain background environment. Tamiruet 
al. [24] deals in developing the model for Amharic Sign 
language recognition, where Amharic is a language 
spoken in Ethiopia. The videos are split into frames 
using MATLAB in-built function. The segmentation is 
done using adaptive threshold algorithm and features 
are extracted using shape feature descriptors and mo-
tion feature descriptors and finally trained using two 
different algorithms ANN and SVM. Das et al. [9] pro-
posed a model for Bangla signs using a combination 
of four pre-trained CNN models and a random forest 
classifier. The model is developed using smaller data-
sets which is not sufficient.

2.3. DL Based Recognition System

Sajanrajet al. [20] developed CNN based model that 
extracts Regions of Interest from the video frames and 
displays the output in text format. This real-time rec-
ognition is developed only for static numerals. Sruthi 
et al. [22] proposed a deep learning based approach for 
alphabet recognition based on static signs. This archi-
tecture of static input suits only for digits and alpha-
bets and does not work with words as it takes continu-
ous actions. Bhagat et al. [5] developed the translation 
model for Indian sign alphabets, numbers and 10 dy-
namic word gestures. The RGB and depth based image 
dataset of static alphabets and numbers are trained 
using CNN. The RGB and depth based video dataset of 
dynamic words are trained using LSTM. The research 
paper proposed by Barbhuiya et al. [3] focuses on 
building the model for American Sign Language (al-
phabets and digits) using Transfer learning based pre-
trained AlexNet and pre-trained VGG16 for feature 
extraction and classified using SVM. The drawback 

of this model is signs with similar gestures are incor-
rectly predicted.  The work proposed by Breland et al. 
[7] focuses on building a model using embedded sys-
tem Raspberry Pi connected to thermal camera. The 
thermal images are trained using CNN. The developed 
model is bit expensive and works only with numbers. 
The research paper by Atitallah et al. [2] deals with 
the recognition of sign language using CNN classifi-
cation, where the hand signs are identified using EIT 
imaging process and monitored with Gauss-Newton 
image reconstruction algorithm with low complexity. 
This model construction is highly expensive in terms 
of computation. In 2021, Sharma et al. [21] focused 
on building an American Sign Language recognition 
model for 100 words using a Lexicon video dataset. 
The extracted video frames are reduced to a fixed 
frame size of 25 and trained using 3DCNN model.  A 
Deepsign model developed by Kothadiya et al. [14] 
for Indian sign gesture words take video input and 
uses InceptionResNetV2 for feature extraction. The 
training model is built using LSTM and GRU layers. 
This research work focuses on building a translation 
desktop application for ASL alphabets. In the work of 
Obi et al. [17], the image dataset collected from Kaggle 
are processed by the CNN model. The GUI for desktop 
application is created for displaying the predicted out-
put. It provides better results under plain background 
and good lighting conditions.
In the existing literature, the interpreter model for 
translation of sign gestures to text are mostly devel-
oped for alphabets and numbers which uses static 
sign gestures. Only few researchers attempted for 
dynamic gestures. Our proposed work focuses on de-
veloping interpreter model for Indian sign gestures of 
short sentences which uses continuous dynamic ges-
tures with efficient storage. 

3. Proposed Methodology
The custom dataset for Indian sign gestures is taken in 
form of video using OpenCV, which helps us to access 
the webcam. The videos are split into frames and  key-
points are extracted from each frame using MediaPipe. 
Each frame stores the hand, pose and facial keypoints. 
The extracted keypoints are then fed into the LSTM 
model for training. The model after training is test-
ed and validated for accuracy in real-time. This is the 
method by which Indian Sign Language Interpreter is 
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built in real-time. The overall methodology used for 
building the proposed model is shown in Figure 1. 

3.1. Preliminaries
1 OpenCV – It is an open-source Python library. It is 

used for image processing, machine learning, and 
computer vision related applications. It is used to 
recognise objects, people, and even human hand-
writing when processing photos and videos [8].

2 MediaPipe – MediaPipe is an open-source frame-
work that performs functions for building pipe-
lines to perform certain tasks of object identifica-
tion, landmark detection for face, hand and pose. 
The landmark keypoints for the hand and pose are 
shown in Figure 2. The major applications of Me-
diaPipe are Object detection, Face landmark detec-
tion and segmentation, real- time hand and body 
pose tracking [16, 26, 4, 6].

3 Long Short Term Memory (LSTM) – LSTMs, or 
Long Short Term Memory networks, are a particular 
type of RNN that can learn long-term dependencies. 
They are recurrent units that attempt to “remem-
ber” all of the prior knowledge that the network has 
seen and to “forget” irrelevant material [23].

Figure 1 
System Design

Figure 2
Pose and Hand Landmarks
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3.2. Dataset Creation
The datasets of Indian Sign Language are available 
only for alphabets and numbers. The letters and dig-
its of Indian signs use double hand static gestures, 
so the datasets are mostly available in image format. 
The proposed work focuses on building a recognition 
system for short sentences which uses double hand 
dynamic gestures and facial expressions. So, the data-
set must be given in the format of video and it must be 
created. The custom-built video datasets are record-
ed using OpenCV, a framework that provides algo-
rithms and infrastructure for Computer vision appli-
cations. It also provides support for reading, writing 
and capturing video files. The videos are captured by 
OpenCV using ‘Cv2.VideoCapture’ class in python ei-
ther in real-time or recorded videos can also be used 
by specifying the path of storage. We have captured 
the video in real-time and the folder for each action 
contains 30 videos. Each action video is split into 30 
frames. So, our dataset contains 30 videos for every 15 
actions, totally 450 videos. Each of the video is split 
into 30 frames. The recognition model developed for 
the short sentences are listed in Table 1.

3.3. Preprocessing
The major step in pre-processing is the extraction 
of keypoints. In this work, MediaPipe is used for the 
extraction of hand, face and pose landmarks. It rec-
ognizes the face, pose and hand landmarks using 
in-built MediaPipe function mp.solutions.holistics. 
This pipeline contains framework that recognizes 
face, left hand, right hand and pose with 468, 21, 21 
and 33 landmarks respectively. MediaPipe works 
only on RGB (Red, Green, Blue) format images. The 
video captured from OpenCV is in the format of BGR 
(Blue, Green, Red). So, color conversion is necessary 
to work with MediaPipe, the image frames extracted 
from the videos are converted from BGR to RGB us-
ing the function cv2.cvtcolor and writable status is 
set to false for saving memory. The converted images 
are then passed for landmark extraction, each land-
mark is represented in x, y, z format, where x denot-
ing the position of x-axis, y denoting the position of 
y-axis and z denoting the relative distance of camera. 
The land marks of face, right hand, left hand and pose 
are extracted with x, y, z values in addition pose land-
mark has an extra value denoting the visibility. Thus, 
totally for each frame 1662 landmark values are ex-

Table 1
Words / Actions

Hello I am Sorry All the best

Thank you How are you Greetings

Help Excuse Me I am fine

Good morning Hospital Book

Sleep Listen Happy Birthday

tracted, 468 keypoints for face landmarks and 21 key-
points for right hand landmarks, 21 keypoints for left 
hand landmarks with x, y, z values and 33 keypoints 
for face landmarks with x, y, z and visibility values 
(468*3+21*3+21*3+33*4 = 1662) and stored in numpy 
arrays. As an error handling mechanism, the non-de-
tected landmark points are replaced with zero. The 
labels for the action are converted into binary format 
for easy representation. The training and testing data 
are split as 80% and 20%. 

3.4. Training
We have trained the model with LSTM (Long Short-
Term Memory) type of Recurrent Neural Network, 
as it works well with video dataset with the feature of 
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learning long-term dependency. A Sequential model is 
built with 3 LSTM and 3 dense layers. The first LSTM 
layer consists of 64 neurons with Relu activation 
function, second LSTM layer consists of 128 neurons 
with Relu activation function and third LSTM layer 
consists of 64 neurons with the same Relu activation 
function. The first two dense layers contain 64 and 32 
neurons with Relu activation function and last dense 
layer with Softmax activation function. The optimiz-
er and loss function used are Adam and Categorical 
cross entropy.The model is trained with 30 videos for 
each action having 30 frames for each video storing 
1662 landmarks in each frame for 200 epochs. The ep-
och size of 200 to achieve better categorical accuracy 
is fixed by training the model at different epoch sizes. 
The comparison of different epochs with the categor-
ical accuracy and loss are shown in Table 2. 

Table 2
Comparison of evaluation metrics at different epochs

Epochs loss categorical accuracy

50 0.4550 0.7639

100 0.2378 0.9083

150 0.1461 0.9389

200 0.0315 0.9972

3.5. Environmental Setup
We used HP Elite Desk 800 G4, 3.00 GHZ Processor, 
16 GB RAM 1TB HDD, NVIDA GeForce GTX 1660 for 
running the recognition model which imports the li-
braries like MediaPipe, OpenCV, Tensorflow, Numpy, 
Matplotlib and Scikit-learn.

4. Results and Discussions

4.1. Model Training
We have trained the model using keypoints obtained 
from MediaPipe which consist of landmarks for hands, 
pose and face. Each frame consists of 1662 keypoints. 
So, for each video 30*1662 keypoints and for every ac-
tion 30*30*1662 keypoints are trained. The epoch size 
of 200 for training the array of extracted keypoints 
was fixed by comparing the accuracy at various epoch 
levels of 50,100,150 and 200. The 200 epoch size mod-

el produced more accuracy when compared to others. 
The overfitting can be avoided by using the dropout 
layer. We also trained the model using a LSTM drop-
out layer of 0.3. The accuracy achieved by the model 
with and without dropout was nearly the same. The 
achieved accuracy is purely based on performance. 
For the larger dataset to avoid overfitting, the LSTM 
layer with dropout can be added to achieve better per-
formance of the model.  We achieved the categorical 
training accuracy of 99.72% for 15 words by training 
the model with extracted keypoints of 30*30*1662 for 
each word. Figure 3 shows the graph of categorical ac-
curacy, where x-axis indicates the epoch size and y-ax-
is indicates the accuracy values and Figure 4 shows 
the loss graph where x-axis indicates the epoch size 
and y-axis indicates the loss values. In accuracy graph, 
with increase in epoch size there occurs the increase 
of accuracy values, whereas in lose graph the loss val-
ue decreases with increase in epoch size.

Figure 3
Categorical Accuracy Graph

Figure 4
Loss Graph
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4.2. Evaluation Metrics
Various evaluation metrics are used for the deter-
mination of model performance. We have included 
confusion matrix, Precision, Recall, F1-Score for in-
dividual class and accuracy score for 15 words model. 
The accuracy of the model is determined by various 
factors which occurs during the process.
1 Video size – The video size for each action is set 

to 30 by evaluating the accuracy at different video 
size of 20, 30 and 40. The video size of 30 provides 
better accuracy.

2 Frame size – The frame length for each video is also 
set to 30 by conducting the experiments varying 

Figure 5      
Testing Confusion Matrix

the frame length to 20, 30 and 40, where 20 frame 
length produced less accuracy and 40 size pro-
duced the same accuracy of frame length 30.

3 Epoch size – The epoch size of 200 produce more 
categorical accuracy with minimal loss when com-
pared with the epoch size of 50, 100 and 150.

After setting the features, the performance of model 
is evaluated using confusion matrix and individual 
class Precision, Recall and F1-Score values. 
The testing confusion matrix is shown in Figure 5. We 
achieved 100% accuracy in 12 classes – Hello, I am sor-
ry, All the best, Thank you, How are you, Excuse me, I am 
fine, Good morning, Hospital, Book, Sleep, Listen and 
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Table 3
Individual Class Precision, Recall and F1-Score values

label class precision recall f1-score 

0 Hello 1.00 1.00 1.00
1 I am Sorry 1.00 1.00 1.00
2 All the best 1.00 1.00 1.00
3 Thank you 1.00 1.00 1.00
4 How are you 1.00 1.00 1.00
5 Greetings 1.00 0.80 0.89
6 Help 1.00 0.83 0.91
7 Excuse Me 1.00 1.00 1.00
8 I am fine 1.00 1.00 1.00
9 Good morning 1.00 1.00 1.00

10 Hospital 0.83 1.00 0.91
11 Book 0.75 1.00 0.86
12 Sleep 1.00 1.00 1.00
13 Listen 1.00 1.00 1.00
14 Happy Birthday 1.00 1.00 1.00

Happy Birthday. The individual class precision, recall 
and F1-Score values are calculated and shown in Table 3.
The evaluation of accuracy by varying different pa-
rameters results in overall training and testing ac-

curacy of 99.17% and 97.78%. The 100% accuracy is 
achieved for 12 classes (Hello, I am sorry, All the best, 
Thank you, How are you, Excuse me, I am fine, Good 
morning, Hospital, Book, Sleep, Listen and Happy 
Birthday) and 80% is achieved for 2 classes (Greet-
ings and Help). The sign gesture of Greetings and 
Help contains flat surfaces in vertical and horizontal 
manner. The MediaPipe was not able to extract key-
points clearly from flat surface of hand as major por-
tion of hand is not visible to the camera. So the output 
for the gesture help is sometimes incorrectly predict-
ed as book and Greetings is predicted as Hospital. The 
problem of incorrect prediction is produced, as Medi-
aPipe detects only few keypoints on flat surface of the 
hand and contains more hidden points.

4.3. Prediction Results 
The output results for the actions ‘Hello’, ‘I am Sorry’, 
‘Thank you’, ‘All the best’, ‘How are you’, ‘Greetings’, 
‘Help’, ‘Excuse Me’, ‘I am fine’, ‘Good morning’, ‘Hospi-
tal’, ‘Book’, ‘Sleep’, ‘Listen’, ‘Happy Birthday’ are taken 
under varying background conditions and achieved 
good results. The model is also tested with different 
people other than dataset creators, it also achieved 
good results and the output are almost correctly pre-
dicted. The sample output results for the short sen-
tences with continuous gestures are shown in Figure 6.

Figure 6
Sample results screenshot for short sentences with continuous gestures
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4.4. Comparison 
4.4.1. Comparison with Similar Algorithms
The keypoint array of face, pose and hands extracted 
from the created video dataset are trained using dif-
ferent algorithms like KNN, LSTM and Bidrectional 
LSTM. These algorithms are suitable for training the 
array of keypoints. 
The Table 4 shows the comparison of different algo-
rithms trained using the same dataset. The LSTM 
model achieved better accuracy of 97.78% compared 
to KNN and Bidirectional model. The KNN and Bidi-
rectional model achieved an accuracy nearer to 92%. 
From the Table 4, it is inferred that LSTM model 
achieved more accuracy for the training of keypoints.

Table 4
Comparison of our proposed method with similar 
algorithms using the same dataset

algorithm precision recall f1-score Accuracy (%)

KNN 0.93 0.90 0.91 92.22

LSTM 0.97 0.98 0.97 97.78

Bidirectional 
LSTM 0.92 0.94 0.92 92.22

4.4.2. Comparison with Existing Methods
In most of the literature, the recognition models are 
built for American Sign Language. In Indian Sign Lan-
guage recognition, development of models is mostly 
done for alphabets and numerals, few models are cre-
ated for words. The model proposed in [5,14] are based 
on recognition of Indian sign gestures for words. 
The research work by Bhagat et al. [5] focuses on build-
ing a recognition model for ISL alphabets and words. 
Two separate models are built, one for translation of al-

phabets and numbers using static image gesture data-
set and other one is built for recognition of words in In-
dian Sign Language using video dataset. The 10 words 
chosen are Lock, Wi-fi, Aeroplane, License, Local, Low, 
machine, Mall, maths, Win. The dataset is self-created 
by capturing dynamic videos from Microsoft Kinect 
RGBD camera and trained using convolutional LSTM. 
The dynamic depth videos, RGB videos and both depth 
+ RGB videos shows an accuracy of 97.52%, 98.11%, 
99.08% with training and 76.4%, 77.6%, 78.3% with 
testing. The model developed for the recognition of 
continuous signs in ISL using LSTM produced lesser 
accuracy compared to our model. 
The recognition model developed by Kothadiya et al. 
[14] is based on building a translation model for words 
in Indian Sign language. The video dataset is created 
for 11 words namely Hello, Bye, Morning, Good, Nice, 
House, Thank you, Welcome, Yes, No, Work. The fea-
tures are extracted from the frames using Inception-
ResNetV2 and stored in numpy arrays. The feature 
vectors are trained with LSTM model and achieved an 
overall accuracy of 95% for continuous Indian signs 
which is less when compared to our proposed model. 
The proposed model is developed for the recognition 
of 15 words in ISL trained with LSTM and achieved 
a training and testing accuracy of 99.17% and 97.78%. 
We used the same algorithm for training the model, the 
different thing that is used in our work is extraction of 
keypoints using MediaPipe. The MediaPipe usage for 
keypoint extraction has achieved better accuracy and 
also for training the model, those keypoints are stored 
in numpy arrays. This achieves efficient storage and 
increases the computational speed. 
Table 5 shows the comparison of our proposed meth-
od with the existing methods [5, 14]. The table clearly 
specifies that the proposed model outperforms the ex-
isting works in terms of accuracy with better storage 
and computational efficiency.

Table 5
Comparison of our proposed method with the existing methods

Model Dataset Pre-processing Training Accuracy (in %)

Proposed Model 15 words MediaPipe for keypoints extraction LSTM 97.78

Existing Model [5] 10 words
One to one mapping of the pixels of depth 
and RGB pixels using 3D construction and 
affine transformation

LSTM 77

Existing Model [14] 11 words InceptionResNetV2 for feature extraction LSTM 95
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5. Conclusion and Future Works
In this work, we proposed a translation model for 
the interpretation of Indian Sign Language for short 
sentences ‘Hello, Thank you, All the best, I am Sorry, 
How are you, I am fine, Good morning, Help, Excuse 
me, Greetings, Hospital, Listen, Sleep, Book and Hap-
py Birthday’ using custom-built video dataset. The 
gestures are captured using OpenCV and keypoints 
for hand, pose and face landmarks are extracted 
from each image using MediaPipe. The keypoints are 
trained using LSTM and achieved better results and 
accuracy of 97.78% for the prediction of continuous 
dynamic Indian sign gestures compared to the exist-
ing works. The work can be extended for other short 
sentences and long sentences with output displayed 

in both text and speech format. MediaPipe was not 
able to detect keypoints from the flat surface which 
contains hidden points. Thus, the gestures with flat 
horizontal surfaces cannot be accurately predicted. 
The hidden points for flat surfaces must be handled 
in future.
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