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In deep learning, model quality is extremely important. Consequently, the quality and the sufficiency of the 
datasets for training models have attracted considerable attention from both industry and academia. Automat-
ic data augmentation, which provides a means of using image processing operators to generate data from exist-
ing datasets, is quite effective in searching for mutants of the images and expanding the training datasets. How-
ever, existing automatic data augmentation techniques often fail to fully exploit the potential of the data, failing 
to balance the search efficiency and the model accuracy. This paper presents CAugment, a novel approach to 
diversifying image datasets by combining image processing operators. Given a training image dataset, CAug-
ment is composed of: 1) the three-level evolutionary algorithm (TLEA) that employs three levels of atomic op-
erations for augmenting the dataset and an adaptive strategy for decreasing granularity and 2) a design that 
uses the three-dimensional evaluation method (TDEM) and a dHash algorithm to measure the diversity of the 
dataset. The search space can be expanded, which further improves model accuracy during training. We use 
CAugment to augment the CIFAR-10/100 and SVHN datasets and use the augmented datasets to train the Wi-
deResNet and Shake-Shake models. Our results show that the amount of data increases linearly along with 
the training epochs; in addition, the models trained by the CAugment-augmented datasets outperform those 
trained by the datasets augmented by the other techniques by up to 17.9% in accuracy on the SVHN dataset.
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1. Introduction
Deep learning relies on both models and data, both of 
which have undergone intensive development over 
the past decade. In deep learning, a model serves as the 
foundation for learning. For example, convolutional 
neural networks (CNNs) have become a cornerstone 
of computer vision (CV), while long short-term mem-
ory (LSTM) [12] has revolutionized natural language 
processing (NLP). The learning process consists of 
two main steps, training and testing. The former re-
fers to a subprocess in which the engineers train the 
model using labeled/unlabeled data. The later is to 
evaluate the performance of the model. 
Researchers often focus on designing and tuning 
models rather than on the quality and sufficiency of 
the data for training the models. As the model com-
plexity increases, a large amount of effort needs to be 
spent on preparing the datasets for model training. 
However, the data may still not be sufficient or suit-
able for model training, which makes the model train-
ing less effective. 
While much attention has been given to designing 
effective models and techniques for model tuning, 
the quality of the data used for training is often over-
looked. As models of parameters become more and 
more complex, it can be time-consuming and chal-
lenging to prepare high-quality datasets for model 
training. To tackle with the challenge, data augmen-
tation has been developed to expand the dataset by 
exploring existing data as much as possible, or by gen-
erating data with additional features. For example, in 
CV, data augmentation methods typically fall into two 
categories, either performing various transforma-
tions on the image using operators, or generating new 
data through generative adversarial network (GAN) 
[8] models. Techniques such as meta-learning, adver-
sarial training and neural style transfer (NST) [14] 
may also be used. They are sometimes combined with 
additional models for data processing, which often 
improves model accuracy. 
Data augmentation through image processing opera-
tors is a typical, but effective technique in increasing 
the amount of image data for model training. Howev-
er, the sheer number of operators make it difficult to 
choose the most suitable operator for data augmen-
tation. Despite this, research has shown that the use 
of multiple operators can significantly augment data 

and improve the accuracy of deep learning models. 
Unfortunately, finding an optimal combination of 
operators can be time-consuming, as each operator 
contains multiple parameters, some of which may be 
discrete or continuous. This requires human experi-
ences and a considerable amount of time to tune the 
parameters, making the process inefficient. To over-
come this challenge, data augmentation may employ 
a heuristic to combine multiple operators in a more 
efficient manner.
Automatic data augmentation automates the search 
for suitable operators and their combinations. A search 
space is thus defined by discretizing the parameters of 
each operator and composing a number of operators, 
the parameter intensity and the selection of operators. 
Different search algorithms can be used to find heuris-
tics leading to a highly accurate model. The efficiency 
of the search algorithm is another key factor, which 
makes a balance between the algorithm efficiency and 
the model accuracy. By employing these heuristics, au-
tomatic data augmentation can significantly improve 
the accuracy of the model, making deep learning more 
effective for real-world applications.
However, automatic data augmentation can sacrifice 
data diversity, as it may fail to discover new informa-
tion in the data. Existing automatic data augmenta-
tion techniques often use a limited number of opera-
tors, which reduces the size of the search space and 
simplifies the search problem. It allows for relatively 
efficient search algorithms but may lead to less di-
verse data. As the number of operators increases, the 
data change more substantially but the search space 
also grows exponentially. To fully leverage the poten-
tial of the data, it is important to consider not only 
the efficiency and accuracy of the algorithm but also 
its ability to explore the whole search space of image 
mutants.
This paper presents CAugment, a novel method 
for diversifying datasets by combining various im-
age processing operations. CAugment leverages a 
three-level evolutionary algorithm (TLEA), in which 
each level involves a specific heuristic. It allows the 
algorithm to continuously adapt to the search space 
during training. CAugment also utilizes the TDEM 
and a dHash algorithm [40] to compare the data gen-
erated throughout the training process. 
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Our research contributions are listed as follows: 
 _ CAugment employs the TLEA to expand image 

datasets while maintaining both search efficiency 
and model accuracy. 

 _ CAugment leverages the TDEM and a dHash 
algorithm to compare the images generated. The 
TLEA with the TDEM and the dHash algorithm 
allows the dataset size to grow linearly with the 
number of epochs. 

 _ We prepare a set of image processing operators, in 
which we introduce two noise injection operators. 
The two  noise injection operators can effectively 
improve the anti-interference capability of the 
model. By introducing these operators, CAugment 
is able to generate much more diverse image 
samples that meet for real-world scenarios, 
which further improves the model robustness and 
generalization performance. 

 _ We evaluate CAugment on the CIFAR-10/100 [16] 
and SVHN [29] datasets using the WideResNet 
[44] and Shake-Shake [7] models. The results show 
that CAugment outperforms the default approach 
by up to 17.9% in accuracy on SVHN. 

Compared with existing techniques, CAugment is nov-
el in the following respects. First, CAugment employs 
the novel TLEA and different search heuristics to con-
trol the search space, which balances the search effi-
ciency and image diversity. It also provides three-level 
granularity control to guarantee the quality of gener-
ated images, ensuring model accuracy. Second, CAug-
ment combines multiple operators, including two nov-
el noise injector operators, to generate rich and diverse 
images. Training with noisy images facilitates the re-
sistance of the model to attacks and enhances its ro-
bustness. Third, CAugment is the first to combine the 
TDEM and dHash algorithm to measure the diversity 
of the augmented image dataset. 

2. Background: Search Space
The search space is the set of all possible settings 
that the search algorithm can explore. It can lead to 
a manageable search space by simplifying the search 
algorithm. However, it also reduces the diversity of 
the image dataset. Therefore, it is crucial to strike a 
balance between the search space complexity and the 
ability of finding optimal solutions. 

The combination of operators in CAugment has the 
following characteristics. First, since operators can 
be used repeatedly, the search space can be infinite. 
However, the use of the same operator multiple times 
can be simplified by the fact that combinations of the 
same operator can be superimposed on each other. 
Specifically, if a is an operator, x is an image and m1 
and m2 are the parameter intensities of the operator, 
we have 

 
 

 

𝑎𝑎𝑎𝑎(𝑎𝑎𝑎𝑎(𝑥𝑥𝑥𝑥,𝑚𝑚𝑚𝑚1),𝑚𝑚𝑚𝑚2) = 𝑎𝑎𝑎𝑎(𝑥𝑥𝑥𝑥,𝑚𝑚𝑚𝑚1 + 𝑚𝑚𝑚𝑚2),                      (1) 
resulting in nearly identical effects. This characteristic 
sets the number of possible combinations of operators at 
most 16. Additionally, different operators are often not 
interchangeable, meaning that  
𝑎𝑎𝑎𝑎2(𝑎𝑎𝑎𝑎1(𝑥𝑥𝑥𝑥,𝑚𝑚𝑚𝑚1),𝑚𝑚𝑚𝑚2) ≠ 𝑎𝑎𝑎𝑎1(𝑎𝑎𝑎𝑎2(𝑥𝑥𝑥𝑥,𝑚𝑚𝑚𝑚2),𝑚𝑚𝑚𝑚1),           (2) 
where a1 and a2 are two different operators.  
Second, the order of the operators cannot be easily tuned 
due to the nature of the image processing operators, 
which consist of three parts, i.e., the geometric 
transformation, color transformation and noise injection. 
A geometric transformation alters the distribution of the 
image without changing its value, and thus a combination 
of geometric transformation operators has few impacts 
on the images. On the other hand, color transformation 
and noise injection can change the images, and changing 
the order of these operators may cause the loss of image 
features. Let the average number of parameters of an 
operator be 1, and the parameter intensity be discretized 
into 11 levels (only for parameters with continuous 
intensity values). There exist altogether 16 operators, 
each of which can be executed at most once. 
Consequently, the search space grows in a factorial order:  

𝑆𝑆𝑆𝑆 = �𝑘𝑘𝑘𝑘!
𝑛𝑛𝑛𝑛
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≈ 𝑛𝑛𝑛𝑛! × 𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛 = 16! × 1116 ≈ 9.6 × 1029.                    (3) 
Here, S represents the search space, n the number of 
operators, m the discretization degree of the parameters 
of the operator and p the number of parameters of the 
operator.  

 
Figure 1 The figure illustrates the images generated by 
five different combinations when N=8, 10 and 12. Here, 
N represents the number of operators in the 
combination. It indicates that there is a significant 
variation of the generated images among different 
combinations when the number of operators remains 
unchanged. This shows it is important to choose a good 
combination of operators.  

 

 
Figure 2 The images generated by combinations 
when the number of operators, N, ranges from 1 to 
14, arranged from left to right and top to bottom. 
This indicates that when N is too small, the 
images suffer from a lack of diversity. However, 
when N increases, the images become diverse.  

3.1 Overview 
CAugment has been designed to explore the 
potential of the image dataset to enhance the 
accuracy of model. To achieve this, CAugment 
adopts an evolutionary algorithm that adjusts the 
search strategy to meet the training requirements of 
the model without compromising the efficiency of 
the algorithm. Additionally, it selects and uses 
operators, which has a significant impact on the 
search space and in turn affects the accuracy of the 
model. To address this, CAugment leverages 
changes in accuracy as feedback to fine-tune and 
optimize the selection and use of operators in the 
algorithm. 
The CAugment process is illustrated in Figure 3. 
We next define the image diversity and introduce 
two evaluation methods, as well as present the 
details of the search algorithm. 
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Here, S represents the search space, n the number of 
operators, m the discretization degree of the parame-
ters of the operator and p the number of parameters 
of the operator. 
Images generated under different search spaces are 
significantly different. Due to the factorial expansion 
of the search space resulting from the addition of op-
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erators, images generated through this approach do 
have high diversity and are of potentials for mining 
useful features. Figure 1 illustrates the images gener-
ated through different strategies when using 8, 10 and 
12 operators. While some images are readily recog-
nizable, others are more blurred. Thus it is necessary 
to avoid using poor strategies while ensuring image 
diversity. It is ineffective to generate diverse images 
in a simple search space. Figure 2 further shows the 
impact of augmenting images from N=1 to N=14; an 

Figure 2
The images generated by combinations when the number 
of operators, N, ranges from 1 to 14, arranged from left to 
right and top to bottom. This indicates that when N is too 
small, the images suffer from a lack of diversity. However, 
when N increases, the images become diverse 
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Figure 2 The images generated by combinations 
when the number of operators, N, ranges from 1 to 
14, arranged from left to right and top to bottom. 
This indicates that when N is too small, the 
images suffer from a lack of diversity. However, 
when N increases, the images become diverse.  

3.1 Overview 
CAugment has been designed to explore the 
potential of the image dataset to enhance the 
accuracy of model. To achieve this, CAugment 
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search strategy to meet the training requirements of 
the model without compromising the efficiency of 
the algorithm. Additionally, it selects and uses 
operators, which has a significant impact on the 
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model. To address this, CAugment leverages 
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algorithm. 
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combinations when N=8, 10 and 12. Here, N represents 
the number of operators in the combination. It indicates 
that there is a significant variation of the generated 
images among different combinations when the number of 
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which consist of three parts, i.e., the geometric 
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A geometric transformation alters the distribution of the 
image without changing its value, and thus a combination 
of geometric transformation operators has few impacts 
on the images. On the other hand, color transformation 
and noise injection can change the images, and changing 
the order of these operators may cause the loss of image 
features. Let the average number of parameters of an 
operator be 1, and the parameter intensity be discretized 
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3. Approach
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Evolutionary Algorithm Algorithm 1 draws inspiration from reinforcement 
learning (RL) [15]. Throughout the training process, 
it is crucial to observe the fitting performance of the 
model. Overfitting and underfitting are both unde-
sired. The verification accuracy of the model serves as 
a reliable metric for observation. Generally, if the ver-
ification accuracy continuously decreases, it implies 
that the model is either overfitting or underfitting. 
When the model is in an overfitting state, CAugment 
needs to enhance the diversity of the image set to en-
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able the model to learn new contents. Conversely, if 
the model is underfitting, it should continue training 
on the current image set. CAugment employs TLEA to 
expand the image set. If the verification accuracy of the 
model continuously decreases, it implies that the mod-
el is underfitting. In such cases, CAugment needs to set 
the limit for the degree of diversity in the image set and 
allow the model to continue learning from the current 
set of images. Therefore, CAugment controls the level 
of diversity in the image set based on the value of the 
continuously decreasing verification accuracy. 

  

either overfitting or underfitting. When the model is in an 
overfitting state, CAugment needs to enhance the 
diversity of the image set to enable the model to learn 
new contents. Conversely, if the model is underfitting, it 
should continue training on the current image set. 
CAugment employs TLEA to expand the image set. If the 
verification accuracy of the model continuously 
decreases, it implies that the model is underfitting. In 
such cases, CAugment needs to set the limit for the 
degree of diversity in the image set and allow the model 
to continue learning from the current set of images. 
Therefore, CAugment controls the level of diversity in 
the image set based on the value of the continuously 
decreasing verification accuracy.  
CAugment investigates the stability of the algorithm by 
monitoring the accuracy of the model. As Algorithm 1 
shows, CAugment begins with the identity operator as 
the initial strategy S. At the end of each epoch, 
CAugment obtains the accuracy A, which is compared 
with the accuracy Ap of the previous epoch. If the 
accuracy decreases, TLEA increments T by 1. If the 
accuracy does not decrease, TLEA resets T 0. If T < 5, S 
tends to become more complex. Conversely, if the 
existing strategy is unstable, it needs to be adjusted, even 
if the search space may be small. We empirically sets the 
threshold T 5, as when the validation accuracy 
continuously decreases 5 consecutive times, this is an 
indication of the poor training performance of the model. 
In Algorithm 1, this indicates an underfitting of the 
model. CAugment restricts the search space so that the 
model can continue learning from the existing image 

dataset.  
CAugment employs an evolutionary algorithm to search 
for strategies without setting bounds on the search space, 
resulting in better model accuracy. The evolutionary 
algorithm controls the strategy complexity through three 
levels of granularity. The first level controls the operator 
granularity, the second level controls operator selection 

and the third level controls the intensity of the 
operator's parameters. The higher the levels, the 
more significantly changed the strategy, with the 
lower execution probability for preventing the 
algorithm from a fast evolution.  
CAugment utilizes the TDEM and dHash 
algorithm, which will be explained in the next 
section, to compare the similarity between the 
images and to verify their ability of generating 
diverse data. The TDEM evaluates the operator 
distribution and complexity of strategies. Different 
batch of data is designed to diversify the generated 
data to ensure the effectiveness of the data 
augmentation. Assuming that each data point in the 
dataset is unique during training, the dHash 
algorithm compares the changes in the same picture 
under different strategies in order to confirm the 
increase of data.  

3.2 Three-level Evolutionary Algorithm 
The TLEA is inspired by genetic algorithms (GAs) 
[25] and TrivialAugment (TA) [26]. TA shows that 
data augmentation using a single random operator 
has some effect. However, the images generated by 
a single operator are not diverse. It is necessary to 
increasing the number of operators for generating 
diverse images. Algorithm 2 uses multiple 
operators for data augmentation, but CAugment 
cannot simply select multiple operators from the 
operator set and combine them, as poor 
combinations of operators may cause important 
features in the images missing. CAugment employs 
the TLEA to allow the combination to evolve based 
on the current training status. At the end of each 
epoch, there is a probability of either retaining the 
existing operator combination or changing the 
combination. Unlike traditional GAs, TLEA 
introduces a hierarchical approach to control the 
genetic process. Since the number of operators 
greatly affects the quality of the combinations, 
TLEA ensures the images resulting from the 
combinations to be suitable for training. Through 
different levels of evolution, CAugment can control 
the magnitude of changes in the combination, 
thereby preventing it from becoming worse and 
worse.  
CAugment adopts the TLEA that utilizes three 
levels of operations to adjust the degree of image 
diversity. These levels are organized in decreasing 
order of granularity: 
 Level 1: Strategy level. This level adds or 

removes an operator, affecting the size of the 
search space. The impact of adding or 
removing operators on the search space 
becomes significant as the number of 
combined operators increases.  

 Level 2: Operator level. This level replaces an 
operator to explore the search space. 
Replacing an operator has an effect on the 
strategy. However, it does not change the size 
of the search space.  

 Level 3: Parameter level. This level adjusts 
the intensity of an operator's parameter, which 

Algorithm 1.  CAugment's general process

CAugment investigates the stability of the algorithm 
by monitoring the accuracy of the model. As Algo-
rithm 1 shows, CAugment begins with the identity 
operator as the initial strategy S. At the end of each 
epoch, CAugment obtains the accuracy A, which is 
compared with the accuracy Ap of the previous epoch. 
If the accuracy decreases, TLEA increments T by 1. If 
the accuracy does not decrease, TLEA resets T 0. If T < 
5, S tends to become more complex. Conversely, if the 
existing strategy is unstable, it needs to be adjusted, 
even if the search space may be small. We empirically 
sets the threshold T 5, as when the validation accura-
cy continuously decreases 5 consecutive times, this is 
an indication of the poor training performance of the 

model. In Algorithm 1, this indicates an underfitting 
of the model. CAugment restricts the search space so 
that the model can continue learning from the exist-
ing image dataset. 
CAugment employs an evolutionary algorithm to 
search for strategies without setting bounds on the 
search space, resulting in better model accuracy. The 
evolutionary algorithm controls the strategy com-
plexity through three levels of granularity. The first 
level controls the operator granularity, the second 
level controls operator selection and the third level 
controls the intensity of the operator’s parameters. 
The higher the levels, the more significantly changed 
the strategy, with the lower execution probability for 
preventing the algorithm from a fast evolution. 
CAugment utilizes the TDEM and dHash algorithm, 
which will be explained in the next section, to com-
pare the similarity between the images and to verify 
their ability of generating diverse data. The TDEM 
evaluates the operator distribution and complexity 
of strategies. Different batch of data is designed to 
diversify the generated data to ensure the effective-
ness of the data augmentation. Assuming that each 
data point in the dataset is unique during training, the 
dHash algorithm compares the changes in the same 
picture under different strategies in order to confirm 
the increase of data. 

3.2. Three-level Evolutionary Algorithm
The TLEA is inspired by genetic algorithms (GAs) 
[25] and TrivialAugment (TA) [26]. TA shows that 
data augmentation using a single random operator 
has some effect. However, the images generated by 
a single operator are not diverse. It is necessary to 
increasing the number of operators for generating 
diverse images. Algorithm 2 uses multiple operators 
for data augmentation, but CAugment cannot simply 
select multiple operators from the operator set and 
combine them, as poor combinations of operators 
may cause important features in the images missing. 
CAugment employs the TLEA to allow the combina-
tion to evolve based on the current training status. 
At the end of each epoch, there is a probability of ei-
ther retaining the existing operator combination or 
changing the combination. Unlike traditional GAs, 
TLEA introduces a hierarchical approach to control 
the genetic process. Since the number of operators 
greatly affects the quality of the combinations, TLEA 
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ensures the images resulting from the combinations 
to be suitable for training. Through different levels 
of evolution, CAugment can control the magnitude 
of changes in the combination, thereby preventing it 
from becoming worse and worse. 
CAugment adopts the TLEA that utilizes three levels 
of operations to adjust the degree of image diversi-
ty. These levels are organized in decreasing order of 
granularity:
 _ Level 1: Strategy level. This level adds or removes 

an operator, affecting the size of the search space. 
The impact of adding or removing operators on the 
search space becomes significant as the number of 
combined operators increases. 

 _ Level 2: Operator level. This level replaces an 
operator to explore the search space. Replacing an 
operator has an effect on the strategy. However, it 
does not change the size of the search space. 

 _ Level 3: Parameter level. This level adjusts the 
intensity of an operator’s parameter, which has 
little impact on the overall strategy but is useful for 
fine-tuning. 

 
 

 

has little impact on the overall strategy but is useful 
for fine-tuning.  

The general flow of the TLEA is shown in Algorithm 2. 
The probabilities of the three levels are set differently 
since they have different effects on the strategy. These 
probabilities increase iteratively. The three-level 
operations are executed step by step. When the upper 
level is not executed, the lower level is executed with a 
certain probability. Finally, CAugment strictly controls 
whether to increase or decrease the number of operators 
at the level 1, which provides a stable strategy.  

The TLEA aims to continuously adjust the search 
strategy, which is consistent with the changing demands 
on images during model training. The TLEA explores the 
potential of the data by expanding the search space, 
allowing the model to learn from a diverse range of 
images and preventing from overfitting. By gradually 
increasing the degree of change in the image, the training 
model learns more diverse features, thereby improving its 
generalization ability. However, as the model is trained 
on more data, the risk of underfitting tends to increase. 
When the verification accuracy of the model 
continuously decreases 5 times or more, the TLEA fixes 
the search space. The algorithm is shown in Algorithm 2.  
TLEA is novel in the following aspects: a) Efficiency: It 
can flexibly control the search space and support efficient 
search. b) Diverse images: It supports a combination of 
multiple operators to generate a diverse set of images. c) 
Image quality: It provides three levels of granularity 
control to guarantee the quality of the generated images 
and ensure model accuracy. 
Efficiency: Image data augmentation techniques 
typically employ two types of methods. The first applies 
simple transformations to images using image operators, 
while the second generates images using GAN models. 
For the first type, each operator implementation is simple 
and efficient. However, each operator includes a set of 
parameters, and different operators can be combined, 
which means that selecting a strategy composed of 
multiple operators is not easy. For the second type, we 
only need to design the model architecture. Generally, 
this type of methods produce images of reasonable 

quality, but requires much time for training the 
model. We choose the first type of methods to 
maintain algorithm efficiency.  
Control image diversity: Another core issue is the 
generation of strategies. Due to the high efficiency 
of the image operators, it hardly affects the 
performance by combining operators, because 
some technologies achieve data augmentation by 
manually setting operators and parameters. 
However, it usually requires specialized expertise 
for setting parameters manually and multiple 
experiments. Moreover, the strategy set by this 
method often lacks portability.  
We utilize the TLEA to adaptively adjust strategies 
during training based on the validation accuracy of 
the model, aiming to generate the desired images 
for the model. The TLEA also guarantees the test 
accuracy of the model. It is worth noting that due to 
the increasingly complex during evolution, there is 
a risk of underfitting the model. When the 
validation accuracy of the model continuously 
decreases, the TLEA constrains the search space. 
The strategy evolves to combine multiple 
operators, which determines the generated images. 
The number of operators determines the search 
space since the more operators, the more variable 
parameters, the larger the search space. When the 
validation accuracy of the model continuously 
decreases, the strategy removes an operator to 
shrink the search space.  

4. Image Diversity 
Image diversity means that the new images 
generated from the original image through various 
strategies have differences from each other. 
CAugment defines image diversity to describe the 
potential of an image for training a model. These 
generated images ensure that the model is exposed 
to a greater variety of images, allowing the model 
to be trained more sufficiently.  

4.1 Three-Dimensional Evaluation Method 
CAugment employs the TDEM to quantify the 
image diversity based on the changes made by the 
operators. The operators used in the algorithm are 
classified into three categories, namely, geometric 
transformation operators, color transformation 
operators and noise injection operators. Images 
generated by operators of different categories are 
different from each other, whereas those generated 
by operators of the same category tend to be more 
similar. The diversity of the images is thus 
quantified along with three dimensions. To further 
quantify the dimension, we discretize those 
parameters whose values are continuous. For 
boolean parameters, we set its values 0 and 1. The 
formula for calculating the quantized value in each 
dimension is:  
𝑄𝑄𝑄𝑄 = ∑ 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1 ,                                                                (4) 

where Q represents the total quantized value of the 
dimension, n the number of operators included in 
that dimension, and mi the strength of the operator's 

Algorithm 2.  Three-Level Evolutionary Algorithm

The general flow of the TLEA is shown in Algorithm 
2. The probabilities of the three levels are set differ-
ently since they have different effects on the strat-
egy. These probabilities increase iteratively. The 
three-level operations are executed step by step. 
When the upper level is not executed, the lower level 

is executed with a certain probability. Finally, CAug-
ment strictly controls whether to increase or de-
crease the number of operators at the level 1, which 
provides a stable strategy. 
The TLEA aims to continuously adjust the search 
strategy, which is consistent with the changing de-
mands on images during model training. The TLEA 
explores the potential of the data by expanding the 
search space, allowing the model to learn from a di-
verse range of images and preventing from overfit-
ting. By gradually increasing the degree of change in 
the image, the training model learns more diverse 
features, thereby improving its generalization abili-
ty. However, as the model is trained on more data, the 
risk of underfitting tends to increase. When the verifi-
cation accuracy of the model continuously decreases 
5 times or more, the TLEA fixes the search space. The 
algorithm is shown in Algorithm 2. 
TLEA is novel in the following aspects: a) Efficiency: 
It can flexibly control the search space and support 
efficient search. b) Diverse images: It supports a com-
bination of multiple operators to generate a diverse 
set of images. c) Image quality: It provides three levels 
of granularity control to guarantee the quality of the 
generated images and ensure model accuracy.
Efficiency: Image data augmentation techniques typ-
ically employ two types of methods. The first applies 
simple transformations to images using image oper-
ators, while the second generates images using GAN 
models. For the first type, each operator implemen-
tation is simple and efficient. However, each operator 
includes a set of parameters, and different operators 
can be combined, which means that selecting a strate-
gy composed of multiple operators is not easy. For the 
second type, we only need to design the model archi-
tecture. Generally, this type of methods produce im-
ages of reasonable quality, but requires much time for 
training the model. We choose the first type of meth-
ods to maintain algorithm efficiency. 
Control image diversity: Another core issue is the 
generation of strategies. Due to the high efficiency of 
the image operators, it hardly affects the performance 
by combining operators, because some technologies 
achieve data augmentation by manually setting op-
erators and parameters. However, it usually requires 
specialized expertise for setting parameters manually 
and multiple experiments. Moreover, the strategy set 
by this method often lacks portability. 
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We utilize the TLEA to adaptively adjust strategies 
during training based on the validation accuracy of 
the model, aiming to generate the desired images for 
the model. The TLEA also guarantees the test accu-
racy of the model. It is worth noting that due to the 
increasingly complex during evolution, there is a risk 
of underfitting the model. When the validation accu-
racy of the model continuously decreases, the TLEA 
constrains the search space. The strategy evolves to 
combine multiple operators, which determines the 
generated images. The number of operators deter-
mines the search space since the more operators, the 
more variable parameters, the larger the search space. 
When the validation accuracy of the model continu-
ously decreases, the strategy removes an operator to 
shrink the search space. 

4. Image Diversity
Image diversity means that the new images generat-
ed from the original image through various strategies 
have differences from each other. CAugment defines 
image diversity to describe the potential of an image 
for training a model. These generated images ensure 
that the model is exposed to a greater variety of imag-
es, allowing the model to be trained more sufficiently. 

4.1. Three-Dimensional Evaluation Method
CAugment employs the TDEM to quantify the image 
diversity based on the changes made by the operators. 
The operators used in the algorithm are classified into 
three categories, namely, geometric transformation 
operators, color transformation operators and noise 
injection operators. Images generated by operators 
of different categories are different from each oth-
er, whereas those generated by operators of the same 
category tend to be more similar. The diversity of the 
images is thus quantified along with three dimensions. 
To further quantify the dimension, we discretize those 
parameters whose values are continuous. For boolean 
parameters, we set its values 0 and 1. The formula for 
calculating the quantized value in each dimension is: 

 
 

 

has little impact on the overall strategy but is useful 
for fine-tuning.  

The general flow of the TLEA is shown in Algorithm 2. 
The probabilities of the three levels are set differently 
since they have different effects on the strategy. These 
probabilities increase iteratively. The three-level 
operations are executed step by step. When the upper 
level is not executed, the lower level is executed with a 
certain probability. Finally, CAugment strictly controls 
whether to increase or decrease the number of operators 
at the level 1, which provides a stable strategy.  

The TLEA aims to continuously adjust the search 
strategy, which is consistent with the changing demands 
on images during model training. The TLEA explores the 
potential of the data by expanding the search space, 
allowing the model to learn from a diverse range of 
images and preventing from overfitting. By gradually 
increasing the degree of change in the image, the training 
model learns more diverse features, thereby improving its 
generalization ability. However, as the model is trained 
on more data, the risk of underfitting tends to increase. 
When the verification accuracy of the model 
continuously decreases 5 times or more, the TLEA fixes 
the search space. The algorithm is shown in Algorithm 2.  
TLEA is novel in the following aspects: a) Efficiency: It 
can flexibly control the search space and support efficient 
search. b) Diverse images: It supports a combination of 
multiple operators to generate a diverse set of images. c) 
Image quality: It provides three levels of granularity 
control to guarantee the quality of the generated images 
and ensure model accuracy. 
Efficiency: Image data augmentation techniques 
typically employ two types of methods. The first applies 
simple transformations to images using image operators, 
while the second generates images using GAN models. 
For the first type, each operator implementation is simple 
and efficient. However, each operator includes a set of 
parameters, and different operators can be combined, 
which means that selecting a strategy composed of 
multiple operators is not easy. For the second type, we 
only need to design the model architecture. Generally, 
this type of methods produce images of reasonable 

quality, but requires much time for training the 
model. We choose the first type of methods to 
maintain algorithm efficiency.  
Control image diversity: Another core issue is the 
generation of strategies. Due to the high efficiency 
of the image operators, it hardly affects the 
performance by combining operators, because 
some technologies achieve data augmentation by 
manually setting operators and parameters. 
However, it usually requires specialized expertise 
for setting parameters manually and multiple 
experiments. Moreover, the strategy set by this 
method often lacks portability.  
We utilize the TLEA to adaptively adjust strategies 
during training based on the validation accuracy of 
the model, aiming to generate the desired images 
for the model. The TLEA also guarantees the test 
accuracy of the model. It is worth noting that due to 
the increasingly complex during evolution, there is 
a risk of underfitting the model. When the 
validation accuracy of the model continuously 
decreases, the TLEA constrains the search space. 
The strategy evolves to combine multiple 
operators, which determines the generated images. 
The number of operators determines the search 
space since the more operators, the more variable 
parameters, the larger the search space. When the 
validation accuracy of the model continuously 
decreases, the strategy removes an operator to 
shrink the search space.  

4. Image Diversity 
Image diversity means that the new images 
generated from the original image through various 
strategies have differences from each other. 
CAugment defines image diversity to describe the 
potential of an image for training a model. These 
generated images ensure that the model is exposed 
to a greater variety of images, allowing the model 
to be trained more sufficiently.  

4.1 Three-Dimensional Evaluation Method 
CAugment employs the TDEM to quantify the 
image diversity based on the changes made by the 
operators. The operators used in the algorithm are 
classified into three categories, namely, geometric 
transformation operators, color transformation 
operators and noise injection operators. Images 
generated by operators of different categories are 
different from each other, whereas those generated 
by operators of the same category tend to be more 
similar. The diversity of the images is thus 
quantified along with three dimensions. To further 
quantify the dimension, we discretize those 
parameters whose values are continuous. For 
boolean parameters, we set its values 0 and 1. The 
formula for calculating the quantized value in each 
dimension is:  
𝑄𝑄𝑄𝑄 = ∑ 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1 ,                                                                (4) 

where Q represents the total quantized value of the 
dimension, n the number of operators included in 
that dimension, and mi the strength of the operator's 

(4)

where Q represents the total quantized value of the 
dimension, n the number of operators included in that 
dimension, and mi the strength of the operator’s pa-

Table 1
A description of each operator

Identity Do nothing with the image.

ShearX(Y) Shear the image along the horizontal 
(vertical) axis with rate magnitude.

TranslateX(Y) 
Translate the image in the horizon-
tal (vertical) direction by magnitude 
number of pixels.

Rotate Rotate the image magnitude degrees.

AutoContrast 
Maximize the the image contrast, by 
making the darkest pixel black and 
lightest pixel white.

Equalize Equalize the image histogram.

Solarize Invert all pixels above a threshold 
value of magnitude.

Posterize Reduce the number of bits for each 
pixel to magnitude bits.

Contrast Control the contrast of the image.

Color 
Adjust the color balance of the im-
age, in a manner similar to the con-
trols on a colour TV set.

Brightness Adjust the brightness of the image.

Sharpness Adjust the sharpness of the image.

SaltandPepper Noise Add salt and pepper noise to the 
image.

Gaussian Noise Add gaussian noise to the image.

rameters. The degree of changes in three dimensions 
is calculated by summing the parameter intensity val-
ues of each type of operator. Our operators include 5 
geometric transformation operators, 8 color transfor-
mation operators, 2 noise injection operators and 1 op-
erator that does not modify images in any way. 
TDEM is novel in (1) validating the increase of the 
number of images and (2) measuring the quality of the 
images. In addition, TDEM is closely related to the im-
age operator library. Existing techniques typically use 
geometric transformation operators and color trans-
formation operators. We further introduce noise injec-
tion operators. We classify the operators into three cat-
egories and evaluate the diversity of the images from 
three dimensions. The results show that CAugment 
has indeed diversified the existing image set. Further-
more, we compare the results using the dHash algo-
rithm and draw out the same conclusion. TDEM is also 



1003Information Technology and Control 2023/4/52

helpful for studying the relationship between opera-
tors and image sets. It clearly shows that the generated 
images are different from the original images. 

4.2. dHash Algorithm
CAugment also utilizes the dHash algorithm to mea-
sure the similarity between images. There are three 
commonly used methods for image similarity: aver-
age hashing (aHash) [10], perceptual hashing (pHash) 
[32], and differential hashing (dHash). The aHash al-
gorithm is highly efficient but less accurate, while the 
pHash algorithm is more accurate but less efficient. 
Comparatively, the dHash algorithm uses gradient in-
formation and can achieve accuracy similar to pHash 
while maintaining the efficiency of aHash. 
The dHash algorithm is calculated in the following 
steps: 
1 Resizing the image: The image is scaled down to 

a size of 9x8, resulting in 72 pixels. This step dis-
cards any image differences caused by varying siz-
es and ratios. 

2 Simplifying the color: The image color is simplified 
to 64-level grayscale. 

3 Calculating the difference value: For each row of 
the matrix, the dHash algorithm calculates the dif-
ference between two adjacent pixels (the left pixel 
minus the right pixel) to obtain eight different dif-
ference values. This step produces a total of 64 dif-
ference values. 

4 Processing the difference value: If the difference 
value is greater than or equal to 0, the result is re-
corded as 1; otherwise, it is  set 0. 

5 Obtaining the hash value: The dHash algorithm 
combines the 64 resulting values to obtain a hash 
value, which serves as the unique “fingerprint’’ of 
the image. The combination order of the 64 values 
of each image must be consistent. 

6 Comparing hash values: The dHash algorithm 
compares the hash values of two images bit by bit 
to determine whether the two images are the same. 

5. Experiment
 _ RQ1. Is CAugment competitive enough compared 

with the baselines?
 _ RQ2. Does CAugment perform well on a reduced 

dataset? 

 _ RQ3. Are the images generated by CAugment 
diverse enough? 

5.1. Setup and Design

We conduct experiments on three benchmarks: CI-
FAR-10/100 and SVHN. The baselines used in this ex-
periment include AutoAugment (AA) [3], Population 
Based Augmentation (PBA) [11], Fast AutoAugment 
(FastAA) [21], RandAugment (RA) [4], TA, Deep Au-
toAugment (DeepAA) [46] and TeachAugment [39]. 
We provide 16 image processing operators, namely, 
Identity, ShearX, ShearY, TranslateX, TranslateY, 
Rotate, AutoContrast, Equalize, Solarize, Posterize, 
Contrast, Color, Brightness, Sharpness, SaltandPep-
per Noise and Gaussian Noise. Table 1 shows the de-
scriptions of  these operators.
The experimental metrics include accuracy and image 
diversity. We utilize CAugment to diversify the data-
set for model training and evaluate its effectiveness 
across different datasets and models. The only param-
eter that needs to be set is the triggering probability for 
the three levels in TLEA. We set them as P1=0.2, P2=0.4 
and P3=0.8. In addition to generating diverse images, 
training a good model requires the proper setting of 
hyperparameters. However, CAugment does not focus 
on configuration of the hyperparameters. We use the 
hyperparameter configuration files of TA to facilitate 
better comparative experiments. The evaluation of im-
age diversity includes the TDEM and dHash algorithm. 
The CPU used in this study is an i7-13700K proces-
sor, while the GPU is a 3090 graphics card. We only 
evaluate the performance of small datasets and small 
models in this study.

5.2. Image Diversity Assessment

We use the TDEM and dHash algorithm to evaluate 
the image diversity. The dHash algorithm focuses on 
the contrast between two images. It compares im-
ages generated according to strategies for the same 
original image in adjacent epochs. The changes in 
the strategy lead to variations in the generated imag-
es. Similarity of the images is achieved by comparing 
two consecutive epochs. We extract 10% of the data-
set for evaluation. The results are presented in Table 
2, where e represents epochs. 
Eventually, the amount of data grows linearly, follow-
ing the Equation y=kx, where y is the total amount of 
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data for model training, x is the original dataset and 
k is the growth rate of the data. While the value of k 
for the default method is 1/e since it does not perform 
data augmentation. Due to the use of fixed strategies 
in AA and RA, they only increase the data by a factor 
of two. The value of k tends to be 0.1 to 0.2 lower than 
the ideal value of 1. 
There are a few reasons for this. First, if the strategy 
remains unchanged, the amount of data does not in-
crease. Second, the initial strategy preserves the orig-
inal images, which helps the model learn the features 
of the original dataset more effectively. Finally, since 
changing the strategy may result in only slight chang-
es to the image, we consider the image before and af-
ter the change as the same image. All of these factors 
lead to the lower growth rate of our data. 
The TDEM quantifies the complexity of the dataset 
transformations, which reflects the superposition of 
the number and intensity of operators. The metric used 
after model training is the degree of 3D transformation 
of the dataset. For evaluation, we use the WRN-28-2 
model. The results are presented in Table 3. 

Table 2 
Evaluation of image diversity by the dHash algorithm

dHash CIFAR-10 CIFAR-100 SVHN 

Default 1/e 1/e 1/e

AA 2/e 2/e 2/e

RA 2/e 2/e 2/e

 Ours 0.893 0.884 0.797

TDEM CIFAR-10 CIFAR-100 SVHN

AA

Geometry (5) 1.75 2.36

Color (9) 3.72 1.78

Cutout and 
Sample 
Pairing

0.00 0.00 

Ours

Geometry (5) 2.4 0.5 0.5

Color (8) 3.6 2.8 2.8

Noise (2) 0.4 0.4 0.4

Table 3
Evaluation of Image Diversity by TDEM

The results show the effectiveness of different oper-
ators in generating diverse images. It indicates that 
while noise injection remains useful, it should be 
used judiciously and not excessively. In contrast, col-
or operators are more effective than geometric opera-
tors, indicating that they are the most suitable for the 
three datasets under study. With training data from 
CIFAR-10, our CAugment approach is able to rapidly 
diversify images using various operators. In compari-
son, the operator distribution of AA is consistent with 
our results but its geometry operator is more effective 
than the color operator for the SVHN dataset.

5.3. Performance
Table 4 presents the CAugment experimental results 
and the baselines.
 _ CIFAR-10: CAugment achieves the best perfor-

mance on the WRN-28-10, WRN-40-2 and SS (26 
2×32d) models. Specifically, CAugment outper-
forms the best baseline by 0.3% in terms of test ac-
curacy on the WRN-40-2 model. For the remaining 
models, CAugment achieves performances compa-
rable to the state-of-the-art.

 _ CIFAR-100: CAugment attains the highest perfor-
mance on the WRN-28-10 model. Furthermore, for 
the other models, CAugment shows performance on 
par with the state-of-the-art.

 _ SVHN: CAugment improves accuracy by 0.05% 
over the best baseline on WRN-28-10 and achieves 
a significant 17.9% improvement compared to the 
default model. These results show the competitive-
ness of CAugment. 

CAugment equipped with TLEA for automated data aug-
mentation is competitive with existing baselines. Fur-
thermore, the time taken by CAugment to transform the 
image dataset is negligible. While maintaining algorithm 
efficiency and high model testing accuracy, CAugment 
also enhances the diversity of images, which reduces 
the complexity of data preprocessing for the users and 
allows the model to learn more valuable features from a 
wide range of images. 
It is worth noting that it does not outperform the best 
baseline in some aspects. One limitation is that CAug-
ment does not achieve optimal results in training hyper-
parameters. It is necessary to adjust the hyperparame-
ters according to the specific CAugment characteristics. 
Another limitation is that it takes some effort for the 
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model to be trained with new data. Therefore, it is ben-
eficial to retain the strategy for a certain period after 
making changes, even if it may involve certain trade-offs, 
such as compromising image diversity. Nonetheless, the 
results show that CAugment is a promising approach for 
automatic data augmentation. Future work can focus on 
addressing these limitations and further enhancing the 
performance of CAugment. 

5.4. Reduced Dataset
We further evaluate the impact of CAugment on accu-
racy by reducing the size of the dataset. We find that 
when the dataset has sufficient data, CAugment is 
highly effective. This is mainly due to the architecture 
of the model. However, when the dataset is reduced in 
size, CAugment can compensate for the shortcomings 
of the reduced data by further exploring the images 
and maximizing the potential of images throughout 
the entire training process.
We use the SVHN (core) dataset to observe the impact 
of CAugment on model accuracy and compared it with 
the baselines. Table 5 shows the accuracy obtained by 
training the models with each method on the SVHN 
(core) dataset. The results show that training the mod-
el with CAugment on the reduced dataset achieves 
approximately 1% higher accuracy compared to the de-
fault method. It shows that CAugment is competitive. 

Table 4
Comparison of CAugment and the baselines on different datasets and models

Default AA PBA FastAA RA TA DeepAA TeachAugment Ours

CIFAR-10

WRN-28-10 96.13 97.34 97.42 97.3 97.3 97.46 97.56 97.5 97.67

WRN-40-2 94.7 96.3 - 96.3 - 96.32 - - 96.63

SS(26 2×32d) 96.45 97.53 97.46 97.5 - - - - 97.64

SS(26 2×96d) 97.14 98.01 97.97 98 98 98.21 98.11 98 98.06

SS(26 2×112d) 97.18 98.11 97.97 98.1 - - - - 98.1

CIFAR-100

WRN-28-10 81.2 82.91 83.27 82.8 83.3 84.33 84.02 83.2 84.46

WRN-40-2 74 79.3 - 79.4 - 79.86 - - 79.81

SS (26 2×96d) 82.95 85.72 84.69 85.4 - 86.19 85.19 85.5 85.97

SVHN

WRN-28-10 81.16 85.87 98.82 98.9 99 98.9 - - 99.05

Table 5
Effects of CAugment on the SVHN (core) dataset

Default AA RA TA Ours

WRN-28-2 96.7 98.0 98.3 - 97.67

WRN-28-10 96.9 98.1 98.3 98.11 98.01

As the amount of training data decreases, the gen-
erated data may not be fully trained, leading to the 
accuracy of the model not exceeding that of the best 
baseline. In this case, it may be beneficial for prolong-
ing the duration of a certain strategy for achieving test 
accuracy. 

6. Related Work
Data augmentation is a technique used to maximize 
the potential of existing datasets, or generate new data 
with diverse features to facilitate sufficient learning 
of models. There are two main types of data augmen-
tation: offline and online. Offline augmentation trans-
forms data before the model training process, which 
results in a linear increase in the memory occupied by 
the data. Online augmentation transforms data after 
reading the batch, enabling an increase in data with-
out consuming additional storage space. Online aug-
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mentation is currently the mainstream. In the field 
of CV, various data augmentation methods have been 
proposed and summarized in [27]. 
AA was an early study on automatic data augmenta-
tion. Its core idea is to learn a data augmentation strat-
egy and apply it to augment the data. The final training 
effect is better than that of existing data augmentation 
techniques. First, it defines a search space mainly com-
posed of three dimensions, which are operator selec-
tion, operator execution probability and parameter 
intensity. The search algorithm employs RL and uses 
the accuracy of the model as a reward signal to con-
tinuously adjust the strategy. While AA points out a 
new direction for data augmentation techniques, it is 
time-consuming and impractical. Hence, subsequent 
studies focused on reducing the search time. 
Two additional approaches, PBA and FastAA, focus 
on reducing the time required to search for strategies. 
PBA utilizes a two-step process that involves exploit-
ing and exploring. During the exploitation step, PBA 
generates clones of model parameters with high per-
formance. During the exploring step, the existing pa-
rameters are resampled or randomly perturbed to ob-
tain the required data. FastAA divides the dataset into 
K folds, and each fold of the dataset is divided into two 
parts, DA and DM. DM is used for submodel training. Un-
like AA, the probability and parameter intensity of each 
operator in PBA are continuous. The search algorithm 
uses Bayesian optimization. It selects the top-N search 
strategies and combines the strategies obtained from 
the K-fold dataset to obtain the final strategy. Both PBA 
and FastAA have the ability to reduce the search time 
for data augmentation while achieving an accuracy 
rate similar to that of AA. They make automatic data 
augmentation more practical. DADA [20] employs a 
differentiable optimization approach to obtain the fi-
nal strategy in a continuous search space. Adversarial 
data augmentation is another approach in Adversar-
ial AutoAugment (Adv. AA) [45], while [47] generates 
strategies by extracting image features. 
RA proposes a simplified search space by removing 
the probability of operators and only retaining the 
number and parameter intensity of operators. This 
simplified space is encapsulated into a function. RA 
also investigates the effect of parameter intensity and 
model accuracy under different models and dataset 
sizes, finding that the optimal parameter intensity 
of an operator varies with the model and dataset. RA 

greatly reduces the search time and achieves similar 
effects to AA. On the other hand, [23] introduces the 
concept of diversity in data augmentation and estab-
lishes a connection between diversity and regulariza-
tion to improve the regularization effect of the model. 
TA simplifies RA further by randomly selecting an 
operator and parameter intensity for each image. TA 
significantly improves the accuracy of the model and 
emphasizes the importance of data augmentation at 
the image level. Smart (Sampling) Augment [28] im-
proves the algorithm of both RA and TA and applies 
them to the field of image segmentation. 
TeachAugment leverages the Teacher model to pro-
duce informative images, enabling more effective 
model training through the generation of diverse 
and informative images. DeepAA progressively con-
structs a multi-layer data augmentation pipeline 
from scratch, adding one augmentation layer at a time 
until the model converges. DeepAA significantly im-
proves the accuracy of the model while maintaining 
low computation cost. 
The field of image processing has a broad range of re-
search directions. One area of study is defect detec-
tion, as explored by [22]. In the medical field, image 
processing has been utilized for a variety of purposes, 
such as in [43, 6, 31, 9]. Climate detection and man-
agement is another area where image processing 
has been applied such as [24]. Filters used for image 
restoration, image augmentation and denoising have 
also been developed by researchers such as [18]. [5] 
uses sensor images for real-time strain prediction. 
Material hardness detection has been investigated 
using image processing techniques such as [35]. [13] 
applies image processing to carbon nanotubes. [37, 
2] explore the use of data augmentation in image seg-
mentation. Finally, image processing has also been 
applied in identification tasks such as [41].
Data augmentation techniques have also been applied 
in the NLP field. [38, 30, 1, 42] have used data augmen-
tation to synthesize data and address the issue of data 
scarcity. Additionally, [34, 19, 33] have explored var-
ious data augmentation techniques used in the field 
of NLP and evaluated their effectiveness. Moreover, 
data augmentation techniques were utilized in [20] 
to enhance the robustness of NLP models. Further-
more, [36] employs ChatGPT to generate new data, 
showcasing another innovative application of data 
augmentation techniques in NLP. 
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7. Conclusion
In this paper, we present CAugment, a novel ap-
proach to diversify dataset by combining various 
image processing operations. Our experiments on 
the SVHN dataset shows that CAugment outper-
forms the default approach by 17.9% in accuracy, 
which shows its competitiveness. We also evaluates 
the performance of CAugment on reduced datasets 
and find that it remains competitive in such scenar-
ios. These results indicate that diversifying images 
through CAugment is an effective approach, which 
should be further investigated. Furthermore, we 
evaluate the diversity of the images generated by 
CAugment. The results show that the number of dif-
ferent images increases linearly with the number of 
epochs. It clearly indicates that CAugment improves 

the diversity of the image datasets. Moreover, the re-
sults also show that the diversity is further enhanced 
by the operators used in our study. 
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