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Melanoma, a rapidly spreading and perilous type of skin cancer, is the focus of this study, presenting a reliable 
technique for its detection. It is one of the most prevalent types of cancer that might be challenging for medical 
professionals to diagnose. Artificial intelligence can improve diagnostic accuracy when utilized in conjunction 
with the expertise of medical specialists. An innovative computer-aided method for the diagnosis of skin can-
cer has been introduced in the current study. The construction of the proposed method uses the African Gorilla 
Troops Optimizer (AGTO) Algorithm, a recently introduced meta-heuristic optimization algorithm, and deep 
learning models such as Faster Region Convolutional Neural Networks. To reduce the complexity of the ana-
lytic process, valuable features are chosen using the AGTO method, and further classification is implemented 
using Faster R-CNN. The proposed model is applied to the ISIC-2020 skin cancer dataset. When the final per-
formance results from the proposed model are compared to those from four existing works, the findings show 
that the proposed system outperforms the existing models with an accuracy of 98.55%.
KEYWORDS: Deep learning, Skin Melanoma, Faster R-CNN, African Gorilla Troops Optimizer, Convolutional 
Neural Networks.
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1. Introduction
Skin cancer has grown more quickly over the past ten 
years. Skin cancer comes in various forms, including 
Melanoma, Squamous cell carcinoma, Basal cell car-
cinoma, and Actinic keratosis. Investigations have 
proven that Melanoma can be more fatal than squa-
mous cell carcinoma and actinic keratosis [2]. Just 
9% of skin cancer cases are in the form of Melanoma, 
yet it causes 78% of fatalities. According to skin spe-
cialists, there is a 90% chance of identifying Melano-
ma if it is found in the initial phases [7]. It spreads to 
other body parts and becomes more challenging to 
treat if proper treatment is not administered in ad-
vance. In this instance, the diagnostic rate becomes 
even lower than 40%. Melanocytes and Ultraviolet 
emission are critical contributors to the development 
of skin cancer [9]. Skin cells develop quickly and be-
come uncontrollable if the body’s defense system can-
not fix the damage. This first manifests as widening 
patches with blood loss, lumps, or sores that do not 
recover, which, if left untreated, can spread to other 
places [11].
Dermoscopy is used to determine skin cancer be-
cause it can be challenging to detect due to different 
skin characteristics or lesions. Dermoscopy examines 
the surface morphology of skin by using a multipolar 
magnifying lens and ambient illumination [12]. Com-
pared to uncontrolled inspections, this method has a 
greater cancer detection rate. However, the detection 
accuracy solely depends on the therapist’s compe-
tence. According to a recent survey, the therapist’s 
accuracy in spotting skin cancer ranges from 78% to 
86% [13].
Computer-based approaches or diagnostic methods 
based on computers are used to enhance classifica-
tion precision. This process increases the use of com-
puter vision techniques to analyze medical imagery 
for successful detection [10]. These methods aid in 
extracting additional pertinent aspects of the im-
agery, such as color schemes, patterns, irregularity, 
geometry, etc. Moreover, the characterization of the 
tumor depends on these parameters when employing 
technology-based methods. Capturing a skin tumor 
image, delineating tissue sections, character segmen-
tation, etc., are crucial elements in machine-based 
diagnostic approaches. Skin lesions can be classified 
using several different techniques [18].

Several machine learning approaches are available 
in the healthcare industry [25], and they are effective 
from disease detection to assessment, regenerative 
medicine to fabrication, and investigation to medical 
studies [16]. In the realm of dermatology, the same 
tendency is being observed in the evaluation and sup-
position of malignant regions. The opportunity exists 
to move away from the traditional physical resection 
medical tests and towards computer-assisted diag-
nosis systems using extracted features from images 
of pathological changes and feature interpretation 
by machine learning techniques [27]. The inference 
reached by the experienced dermatologist for met-
astatic Melanoma is supported by utilizing machine 
learning algorithms.
Additionally, appropriate solutions have been dis-
covered for this problem in recent years due to the 
advancement of technology, especially artificial intel-
ligence. Image processing approaches are progressing 
as effective strategies in the interim [23]. Using com-
puter vision to analyze trends like cancer from imag-
ery automatically decreases human error and speeds 
up detection. Additionally, the value of medical image 
processing is demonstrated by how it assists doctors 
and physicists in assessing illnesses and preserving 
individuals from potentially fatal risks. One of the 
most used techniques for processing images is deep 
neural networks. Current proposals for significant 
advancements in the study of visual systems rely on 
novel types of neural networks. CNNs are a subset 
of deep neural networks frequently employed in ma-
chine learning for voice and imagery analysis. The 
use of meta-heuristics in many applications has sig-
nificantly increased recently. Using them for global 
optimization is one of its essential applications [17]. 
Several types of meta-heuristic algorithms have been 
created in recent years. Thus, the proposed research 
intends to employ African Gorilla Troops Optimizer 
to select optimal dataset features. Further, Enhanced 
Faster Region Convolutional Neural Networks are 
applied to classify Skin Melanoma.

1.1. Contributions to the Work
The main contributions of this work are as follows.
1 To propose a novel version of Convolutional Neu-

ral Networks, Enhanced Faster Region CNN, to 
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effectively classify Skin Melanoma as benign or 
malignant.

2 To extract the optimal features from the ISIC-2020 
skin cancer dataset using the latest meta-heuristic 
optimization algorithm, such as African Gorilla 
Troops Optimizer.

3 To demonstrate the performance supremacy of the 
proposed deep learning model and optimizer algo-
rithm by comparing it against the state-of-the-art 
models for skin cancer diagnosis. 

1.2. Research Motivation
Skin cancer, including Melanoma, has significantly 
increased its prevalence and severity over the past 
decade. This highlights the need for improved detec-
tion and diagnosis techniques to address this grow-
ing health concern. Among the various forms of skin 
cancer, Melanoma has been proven to be more fatal 
than squamous cell carcinoma and actinic keratosis.   
Failure to administer proper treatment early leads to 
reduced diagnostic rates (below 40%) and increased 
difficulty in treating the disease. Skin cancer can be 
challenging to detect due to various skin character-
istics and lesions. Dermoscopy, which examines the 
surface morphology of the skin using magnifying 
lenses and ambient illumination, has a higher detec-
tion rate than unaided visual inspection. Comput-
er-based approaches utilizing computer vision tech-
niques can enhance classification accuracy in skin 
cancer detection. These methods extract relevant 
features from medical images, such as color schemes, 
patterns, irregularities, and geometries, aiding in the 
characterization and classification of skin tumors. 
Machine learning approaches, including dermatolo-
gy, have gained prominence in the healthcare indus-
try for disease detection, assessment, and medical 
studies. In dermatology, computer-assisted diagnosis 
systems based on machine learning algorithms can 
support dermatologists’ evaluations and conclusions 
regarding malignant regions. With advancements 
in technology, especially artificial intelligence and 
image processing techniques, the potential for auto-
mated analysis of medical imagery, including cancer 
detection, has grown. Computer vision methods re-
duce human error and expedite the detection process. 
Deep neural networks, particularly convolutional 
neural networks (CNNs), are widely used for im-
age-processing tasks, including skin cancer classifi-

cation. Meta-heuristic algorithms offer the potential 
for selecting optimal dataset features for improved 
classification accuracy.

1.3. Paper Organization
The remainder of the paper is organized as follows. 
Section 2 briefs the literature on the existing machine 
learning and deep learning models for skin disease 
predictions. Section 3 discusses the proposed meth-
odology for Melanoma diagnosis using Enhanced 
Faster R-CNN and African Gorilla Troops Optimizer; 
Section 4 elaborates on the results obtained on imple-
menting the proposed algorithm for the ISIS-2020 
dataset. Section 5 concludes the present research.

2. Related Works
Infection and bacteria are the causes of skin disor-
ders. Many methods have been applied to the visuals 
to detect skin conditions in their beginning phases. 
The discovery of skin conditions in plants and peo-
ple has been reviewed so that researchers can choose 
effective strategies based on their particular require-
ments [15]. Moreover, comparisons have been made 
between several approaches, including case-based 
inferences, intelligent agents, and color scheme vi-
sual recovery algorithms, on various characteristics, 
including precision, consistency, efficiency, size, and 
output coherence [30]. These methods illustrate the 
findings for a skin lesion using categorization meth-
ods. Moreover, choosing a predictor for cancer detec-
tion is a challenging issue because it affects the quali-
ty of the results. For a better understanding of various 
approaches, criteria, and strategies for selecting the 
classifier for the identification of cancer cells, a study 
was published in [10]. This section provides a sum-
mary of several notable research findings in this area.
A novel hybrid technique utilizing Convolutional 
Neural networks and Support Vector Machines was 
put forth in [5] to identify skin cancer. The outcomes 
of their approach for various imagery contrasted with 
other methods like genetic algorithms and artificial 
neural networks. According to their findings, the sug-
gested effort boosted accuracy results by 4.36%. Deep 
Neural Network was used in [4] to identify human 
skin cancer. Categorization techniques involving two 
and eight ways were used in the experiment on var-
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ious skin cancer imagery. With the help of 136,340 
clinical samples, a neural network such as CNN was 
trained [27]. Their method proved effective at identi-
fying cancer in imagery.
Legitimate Raman Spectroscopy was proposed to 
identify skin cancer [22]. Researchers employed 659 
photographic instances, and their strategy led to ex-
cellent precision. This strategy draws heavily on mul-
tivariate quantitative evaluations that combine basic 
vector error correction models with cluster analysis 
[24]. For the categorization of lesions, they employed 
modified linear regression. A novel method for en-
hancing the convolutional neural networks (CNN) 
input utilizing the output of visual masks to raise the 
efficiency of the classifier was put forth in [20]. To de-
velop the datasets, investigators also used the seman-
tic segmentation principle. Their findings showed in-
creased categorization precision.
By using a cutting-edge method that employs the 
“split and attack” strategy, researchers in [12] built 
the system to distinguish serious infections. The 
technique is used with deep CNN models to obtain an 
overall precision of 98.67%. The authors of [6] employ 
a different CNN-based strategy to find skin disease at 
the initial stage. To improve the recognition results by 
reducing the generated error, they used an advanced 
whale heuristic algorithm that was naturally inspired. 
The thickness and hue properties were frequently 
used in [8] for skin cancer detection techniques. Be-
fore undergoing a feature extraction step, the image 

pixels are converted directly between color spaces. 
By rebuilding the Inception pre-trained CNN archi-
tecture model on the PH2 dataset, a transfer learning 
idea is used to address the computational limitations 
[14]. A stochastic attribute identification step is inte-
grated to obtain a prediction performance of 97.8% to 
avoid the “curse of multiplicity” issue [28].
Authors created a thick feature set in [26] to segment 
benign and cancerous skin lesions. This tensor com-
bines several components, including slope location 
features, hue, and rotation distribution attributes 
[29]. The Support vector machine tags the resultant 
vector in the subsequent phase. The same pattern can 
be seen in [3, 1, 19, 21], where the slope and feature 
responsive curve model is used to pinpoint the lesion 
location. The authors improved the performance of 
the system by implementing a de-noising model in 
the pre-processing layer. Table 1 provides a compar-
ison of the existing studies for skin cancer detection.
The examination above determined that there is still 
substantial scope for development in skin lesion im-
age processing despite technological improvements 
and various research projects. Furthermore, quick 
identification and classification of skin lesions are 
necessary for providing prompt medical intervention. 
To accomplish this, the proposed work is inspired to 
employ Artificial Gorilla Troops Optimizer and Fast-
er Region Convolutional Neural Networks to enhance 
the overall categorization of skin lesions compared to 
the segmentation and classification techniques per-
formed by many researchers in this area. 

Table 1 
Comparison of Existing Approaches for Melanoma Diagnosis

Reference Technique adopted Inference Drawbacks

[4] Fuzzy C-Means Clustering Seeker Optimization was implemented, 
which produced an accuracy of 90.56% Supports 2D color space only 

[22] CNN with ABC feature 
Optimization

Skin cancer was detected with improved 
precision on specific boundaries

Different characteristics like hue, 
size, and shape were not considered 
for categorization purposes

[20] Deep Neural Networks
The proposed approach produced 
an accuracy of 93% based on visual 
attributes using a Multilayer framework

Dependent only on images captured 
through dermoscopy

[8] Artificial Neural Networks 
and K Nearest Neighbor

Classified based on homogeneous and 
globular patterns

Only the texture of features is 
considered, with less focus on 
geometry

[28] Artificial Neural Networks 
and Support Vector Machine

Employed ABCDE rule for classification 
and produced an accuracy of 89.5%

Varied image textures were not 
considered
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3. Proposed Methodology
The proposed system combines the metaheuristic 
optimization algorithm, African Gorilla Troops Op-
timizer, and the deep learning model, Faster R-CNN. 
The architecture of the suggested model is shown in 
Figure 1. The architecture consists of preprocessing 
the input skin cancer images using techniques such 
as Histogram Equalization, Image Denoising, and Im-
age Fragmentation. After the preprocessing stage, it is 
passed on to the feature selection stage, where the Af-
rican Gorilla Troops Optimizer algorithm is applied. 
Finally, the Melanoma classification is implemented 
using the selected features by employing the Faster 
R-CNN deep model.

Figure 1 
Proposed Architecture
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The set point level is calculated using the sum of 
the median of all features in the input data. T(0,r) 
represents the first half of the pixels, and T(r,H) 
represents the second half. Both median is 
calculated and summed to find set point values. 
The results obtained after applying the 
preprocessing steps are shown in Figure 2. 
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The set point level is calculated using the sum of 
the median of all features in the input data. T(0,r) 
represents the first half of the pixels, and T(r,H) 
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The results obtained after applying the 
preprocessing steps are shown in Figure 2. 
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3.2 Artificial Gorilla Troops Optimizer  
This section introduces a novel metaheuristic algorithm 
called Artificial Gorilla Troops Optimizer, which 
presents precise mathematical principles to describe the 
two phases of exploration and exploitation completely. 
The social behaviors of gorillas inspired this algorithm. 
This algorithm uses five distinct operators to simulate 
exploration and exploitation optimization methods 
focused on gorilla activities. 
 

Three different operations are carried out during the 
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to the unknown spot, then to known places, and finally 
towards other gorillas. Considering three different 
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chosen to decide the direction of a gorilla to an unknown 
spot. A move towards a strange place is assumed to occur 
whenever the element x is less than the rand. It is 
considered that if the rand is greater than or equal to 0.5, 
then there is a movement toward other gorillas in the 

group. Moreover, if the value of rand is less than 
0.5, it can be inferred that there is a movement 
towards the known location. Equations (9)-(11) 
represent the conditions specified above for the 
three operations performed during the exploration 
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where H denotes the optimal range of intensity in the 
image, R and S denotes the pixel count, 𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐 denotes the 
illumination level. 
The standardized histogram and accumulated histogram 
of the input image must first be determined to produce 
an output image with a more balanced histogram. Then, 
the numbers must be converted to the range [0, H-1] by 
modeling each pixel in the input image with 
𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐illumination to a pixel corresponding to the luminance 
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visuals may contain additional ambient noises that need 
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 3.1.3 Image Fragmentation 
Image leveling is a straightforward image 
fragmentation technique that separates the pixel 
value of an image into zero and one. Typically, the 
pixels are given a set-point value when leveling an 
embodiment. The pixels of the image are then 
compared to the set level; if the pixel illumination 
is higher than the set point, the pixel is converted 
to white; if smaller, the pixel is converted to black. 
As a result, a grayscale image or color image is 
transformed into a picture with a combination of 
black and white. 
The median value for the input image utilizing the 
levels and the pixels is computed as shown in (5), 
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The set point level is calculated using the sum of 
the median of all features in the input data. T(0,r) 
represents the first half of the pixels, and T(r,H) 
represents the second half. Both median is 
calculated and summed to find set point values. 
The results obtained after applying the 
preprocessing steps are shown in Figure 2. 
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 3.1.3 Image Fragmentation 
Image leveling is a straightforward image 
fragmentation technique that separates the pixel 
value of an image into zero and one. Typically, the 
pixels are given a set-point value when leveling an 
embodiment. The pixels of the image are then 
compared to the set level; if the pixel illumination 
is higher than the set point, the pixel is converted 
to white; if smaller, the pixel is converted to black. 
As a result, a grayscale image or color image is 
transformed into a picture with a combination of 
black and white. 
The median value for the input image utilizing the 
levels and the pixels is computed as shown in (5), 
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The set point level is calculated using the sum of 
the median of all features in the input data. T(0,r) 
represents the first half of the pixels, and T(r,H) 
represents the second half. Both median is 
calculated and summed to find set point values. 
The results obtained after applying the 
preprocessing steps are shown in Figure 2. 
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3.2. Artificial Gorilla Troops Optimizer 
This section introduces a novel metaheuristic al-
gorithm called Artificial Gorilla Troops Optimizer, 
which presents precise mathematical principles to 
describe the two phases of exploration and exploita-
tion completely. The social behaviors of gorillas in-
spired this algorithm. This algorithm uses five distinct 
operators to simulate exploration and exploitation 
optimization methods focused on gorilla activities.

3.2.1. Phase of Exploration
Three different operations are carried out during the 
phase of exploration. Initially, it begins with a move-
ment to the unknown spot, then to known places, and 
finally towards other gorillas. Considering three dif-
ferent conditions to represent these operations, a fac-
tor x is first chosen to decide the direction of a gorilla 
to an unknown spot. A move towards a strange place 
is assumed to occur whenever the element x is less 
than the rand. It is considered that if the rand is great-
er than or equal to 0.5, then there is a movement to-
ward other gorillas in the group. Moreover, if the value 
of rand is less than 0.5, it can be inferred that there is 
a movement towards the known location. Equations 
(9)-(11) represent the conditions specified above for 
the three operations performed during the explora-
tion phase,
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The above equations denote the movement to an un-
known location, where s1 is any value chosen random-
ly between 0 and 1. The mechanism of action towards 
the known spot is represented in (10),
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where y is any value selected randomly between -1 to 1. 
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The movement towards other gorillas in the group is 
denoted as shown in (15), 
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At the end of this phase, the cost incurred for all the 
possible explorations is computed, and the optimum 
solution is considered the silverback. 
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This phase comprises two primary operations; in the 
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The second operation of quarreling for adult 
females is represented in (19), 
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The cost of all outcomes incurred from the 
operations in the exploitation phase is computed. 
As in the exploration phase, the most optimal 
solution is selected as the silverback. The 
algorithm for the African Gorilla troops optimizer 
is given in Figure 3.  
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The second operation of quarreling for adult females 
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The cost of all outcomes incurred from the operations 
in the exploitation phase is computed. As in the explo-
ration phase, the most optimal solution is selected as 
the silverback. The algorithm for the African Gorilla 
troops optimizer is given in Figure 3. 
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Algorithm 1. 
African Gorilla Troops Optimization Algorithm

Input: Population of Gorillas P and the total itera-
tions required M
Output: Gorilla Position and survival rate
Step 1: Consider a group of the population 

( )1,2,....,kA k P=
Step 2: Compute the Survival rate for Gorilla
Step 3: while (until end condition)
Step 4: Calculate D using (11)
Step 5: Calculate Y using (13)
Step 6: for each  kA
Step 7: Compute Gorilla movement using (9), (10) and 
(15)
Step 8: end for
Step 9: Compute Survival rate for Gorilla
Step 10: Compare FA with A, and make the replace-
ment
Step 11: Update Asb as the position of the chosen sil-
verback
Step 12: for each  Ak

Step 13: if (D>=1) then
Step 14: Compute Gorilla movement using (16)
Step 15: else
Step 16: Compute Gorilla movement using (19)
Step 17: end if
Step 18: end for
Step 19: Compute Survival rate for Gorilla
Step 20: Compare current outcomes with previous 
outcomes, and make the replacement
Step 21: Update sbA  as the position of the chosen sil-
verback
Step 22: end while
Step 23: return ,optimalGorilla optialSurvivalrateA

3.2.3. Faster R-CNN 
Faster Region Convolutional Neural Networks is a 
popular algorithm used for detecting objects in im-
ages and making classifications. There are generally 
three main components in a Faster R-CNN which 
serves for extracting features, identifying the regions 
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3.2.3 Faster R-CNN  
Faster Region Convolutional Neural Networks is a 
popular algorithm used for detecting objects in images 
and making classifications. There are generally three 
main components in a Faster R-CNN which serves for 
extracting features, identifying the regions and finally 
performing classification. Each of these components is 
composed of a neural network that enables rapid data 
computation.  
A densely interrelated CNN makes up this first 
component. This unit produces a set of selected features 
that characterize the parts of the image given an input 
image. A multivariate vector represents the feature map 
based on data around each image pixel. This component 
must be trained on many images to generate the feature 
maps. The second component is a convolutional neural 
network that extracts sections from an idea that contain 
the items from the feature set map produced by the first 
unit of the Faster R-CNN algorithm. Based on suggested 
regions and the quality set map, the third component, a 
fully connected neural network, predicts the category of 

an object and the exact position where it might be 
discovered. 
 
3.2.4 Proposed Enhanced R-CNN 
By combining the 2D features that were taken from 
the consecutive frames and adding them to the 
extra layers, 3D features were generated. A past 
Feature extractor, a present feature extractor, a 
gradient channel, a concatenation network, and an 
accumulation network comprise the five 
components of the proposed Enhanced Faster R-
CNN framework, as shown in Figure 4.  
The past and present Feature Extractors are 
employed to capture the attributes from the past 
and present sequences using the same methods as 
in the first component of the conventional Faster 
R-CNN. Using a final CNN, the gradient channel 
identifies the 2D motion vector for each unit in the 
prior and present pixel. The motion vector of each 
pixel in the 2D direction is responsible for building 
the maps. Concatenation and accumulation 

and finally performing classification. Each of these 
components is composed of a neural network that en-
ables rapid data computation. 
A densely interrelated CNN makes up this first com-
ponent. This unit produces a set of selected features 
that characterize the parts of the image given an in-
put image. A multivariate vector represents the fea-
ture map based on data around each image pixel. This 
component must be trained on many images to gener-
ate the feature maps. The second component is a con-
volutional neural network that extracts sections from 
an idea that contain the items from the feature set 
map produced by the first unit of the Faster R-CNN 
algorithm. Based on suggested regions and the quality 
set map, the third component, a fully connected neu-
ral network, predicts the category of an object and the 
exact position where it might be discovered.

3.2.4. Proposed Enhanced R-CNN
By combining the 2D features that were taken from 
the consecutive frames and adding them to the extra 
layers, 3D features were generated. A past Feature ex-
tractor, a present feature extractor, a gradient chan-
nel, a concatenation network, and an accumulation 
network comprise the five components of the pro-
posed Enhanced Faster R-CNN framework, as shown 
in Figure 4. 
The past and present Feature Extractors are em-
ployed to capture the attributes from the past and 
present sequences using the same methods as in the 
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first component of the conventional Faster R-CNN. 
Using a final CNN, the gradient channel identifies the 
2D motion vector for each unit in the prior and pres-
ent pixel. The motion vector of each pixel in the 2D 
direction is responsible for building the maps. Con-
catenation and accumulation networks are utilized 
to comprehend the attributes pattern generated from 
the preceding networks and obtain a 3D features ma-
trix. There are two steps to functionalize. The concat-
enation network first enhances the primary features 
pattern, which adds a motion vector as independent 
vectors for each location. The accumulation network 
combines the present and past feature maps using a 
barrier design. The concatenation network involves 
collecting information from past attributes data and 
motion information that is crucial for Melanoma de-
tection due to this processing. The accumulation net-
work creates a features pattern that considers mod-
ifications in three levels and integrates it with the 
existing features pattern.

4 Results and Discussion 
4.1. Dataset Description
The most complex Skin Melanoma dataset that is 
publicly accessible is the International Skin Imaging 
Collaboration (ISIC) dataset. One of the largest col-
lections of high-resolution, quasi-skin images ever 
produced was manually classified into several tumor 
categories by a licensed physician. This dataset can 
create prediction models for actinic keratosis, bas-
al and squamous cell carcinoma. However, we only 
choose data from the dataset specifically utilized 
for Melanoma detection to generate the model. Two 
thousand samples are used to train and evaluate the 
model above. Every image used for training, valida-
tion, and testing is an RGB image with various shapes, 
sizes, orientations, and ambient configurations.  
Moreover, several visuals have numerous distortions 
in them. The dataset used for the experimental pur-
pose is available in the below link,
https://challenge.isic-archive.com/data/#2020

4.2. Experimental Setup
The experiments were implemented in the NVIDIA 
GPU on the Colab environment offered by Google. 25 
GB of memory in the Titan RTX Tesla was utilized to 

execute the code in Python in the Keras framework. 
The backend environment for running the Python 
scripts was TensorFlow, which was carried out in a 
system with Ubuntu 21.04 as the operating system.

4.3. Performance Metrics
The metrics such as Accuracy, Sensitivity, Specificity 
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4.4 Experimental Results 
The performance of the proposed model is 
evaluated on several criteria by varying the number 
of data samples, executing it on different epochs, 
by employing a 5-fold cross-validation technique. 
The results obtained on all the cases are discussed 
in this section. Table 2 contains the details of the 
metric values achieved for different numbers of 
training samples. Of the 2000 samples considered 
for training and validation purposes, 1500 samples 
are chosen for training and the remaining are 
reserved for testing. Initially, the proposed 
algorithm was run with 300 training samples, and 
the accuracy produced by the model was 97.66%. 
Further, the count of the training samples was 
gradually increased by 300 for four iterations 600, 
900, 1200, and 1500. The accuracy was also 
increased progressively at 97.78%, 97.98%, 
98.45%, and 98.98% for each increment of the 
training samples. Similarly, Sensitivity, 
Specificity, and Precision metrics are computed for 
every rise in the training data sample. The average 
values of Accuracy, Sensitivity, Specificity, and 
Precision are determined to be 98.16%, 96.47%, 
98.29%, and 98.26%, respectively. Figure 5 
compares the metric values generated for different 
training data samples. 
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Table 2 
Performance Evaluation by varying the data samples

Data Samples Accuracy (%) Sensitivity (%) Specificity (%) Precision (%)

300 97.66 95.52 97.45 97.89

600 97.78 95.95 97.85 97.95

900 97.98 96.65 98.45 98.12

1200 98.45 96.78 98.75 98.56

1500 98.95 97.45 98.98 98.78

Average 98.16 96.47 98.29 98.26

Figure 5 
Performance Evaluation by varying samples

 

The 300 training samples were used initially, then 
gradually increased the sample size by 300 for four it-
erations until they reached 1500 samples. They evalu-
ated the performance of the model based on different 
metrics, including accuracy, sensitivity, specificity, 
and precision, at each stage of training. The results 
show that the performance of the model improves as 
training samples increase. The accuracy increased 
gradually from 97.66% to 98.98%, while the sensi-
tivity, specificity, and precision were also enhanced. 
The average values of these metrics across all stages 
of training were 98.16%, 96.47%, 98.29%, and 98.26%, 
respectively.
The performance results were also analyzed by differ-
ing the number of epochs for the deep learning model 
and provided in Table 3. The range of epochs consid-
ered for the experimental purposes are 50, 100, 200, 

Table 3 
Performance Evaluation by varying the number of epochs

Epochs Accuracy (%) Sensitivity (%) Specificity (%) Precision (%)

50 97.56 96.65 97.85 96.55

100 97.89 96.78 97.66 97.98

200 97.98 97.78 98.45 98.85

500 98.88 98.5 98.56 98.77

1000 98.98 98.66 98.88 98.89

Average 98.26 97.67 98.28 98.2
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Table 4 
Performance Evaluation by applying 5-Fold Cross Validation

Number of Folds Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) 

Fold 1 98.23 95.56 97.45 97.56

Fold 2 98.33 96.75 97.85 97.64

Fold 3 98.56 96.85 98.56 98.75

Fold 4 98.75 97.55 98.45 98.85

Fold 5 98.89 97.89 98.25 98.88

Average 98.55 96.92 98.11 98.34

Standard 
Deviation 0.2768 0.89739 0.4585 0.67419

500 and 1000. In aggregate, the model was run for 
1000 epochs by cautiously increasing the number of 
epochs from 50 to 1000. The average Accuracy, Spec-
ificity, and Precision values were close at 98.26%, 
98.28%, and 98.2%, respectively. The average weight 
of Sensitivity was achieved to be 97.67%. The accura-
cy value for varying epochs was almost standard, be-
tween 97% - 98%. 
To avoid the overfitting problem in which the mod-
el fails to generalize to a particular pattern for pre-
diction, fivefold cross-validation is employed in the 
proposed system. This technique mainly involves 
splitting the data into k folds and evaluating the ca-
pability of the model when given new data for mak-
ing predictions. Table 4 contains the values obtained 
by applying 5-fold cross-validation to the ISIC 2020 
dataset. The dataset is split into five folds in this eval-
uation to assess the model predictability. The accu-
racy values obtained for fold 1, fold 2, fold 3, fold four, 
and fold five validation are 98.23%, 98.33%, 98.56%, 
98.75%, and 98.89%, respectively. The average accu-
racy value for all five folds is 98.55%. Similarly, the 
average sensitivity, specificity, and precision values 
are 96.92%, 98.11%, and 98.34%, respectively. The 
standard deviation values for all the metrics are also 
computed as well.
The performance of the proposed system is also 
contrasted against the existing works in the litera-
ture to demonstrate the performance supremacy of 
the proposed model. The existing works are care-

fully chosen, which employ a combination of deep 
learning models and meta-heuristic optimization 
algorithms for Skin Melanoma diagnosis. The cur-
rent works considered include the work proposed 
in [12], which utilizes Support Vector Machine and 
Thermal Exchange Optimization, the model devel-
oped in [6], which incorporates Hybrid Deep Neural 
Network and Grasshopper Optimization algorithm, 
the research in [14], which involves Inception Con-
volutional Neural Networks along with Wildebeest 
Herd Optimizer and the work in [26] which uses 
Convolutional Neural Networks with African Vul-
ture Optimizer for Skin disease prediction. The re-
sults generated are tabulated in Table 5. The accura-
cy of each model is 96.53% for SVM-TEO, 96.89% for 
HDNN-GHO, 97.56% for ICNN-WHO, and 97.89% 
for CNN-AVO. However, the accuracy produced by 
the proposed model is higher than the other existing 
models considered for comparison purposes, depict-
ed in Figure 6. The proposed Faster R-CNN and Af-
rican Gorilla Troops Optimizer produced an accura-
cy of 98.55%, a sensitivity of 96.92%, a specificity of 
98.11%, and a precision of 98.34% is superior to the 
existing models taken for performance comparison.
The time complexity is analyzed in Table 5 by mea-
suring the computation time of three algorithms In-
ception CNN, CNN, and Faster R-CNN in Python. 
The time CNN algorithms take is 32ms to predict the 
task where, whereas our proposed method takes only 
18ms, less than existing models. 
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5. Conclusion
Malignant Melanoma represents the most menacing 
and hostile form of skin cancer. To tackle this issue, 
a promising avenue involves investigating computa-
tional intelligence approaches to classify skin ailments 
and identify skin tissue. The present study proposes a 
groundbreaking technique that employs deep learn-
ing and evolutionary algorithms to develop a highly 
efficient Melanoma diagnosis system. To alleviate the 
complexity of the approach, various main attributes are 
extracted from the image utilizing preprocessing tech-
niques such as histogram equalization, image denois-
ing, and image fragmentation. A recently established 

Figure 6 
Performance Comparison Existing Vs Proposed

Table 5 
Performance Comparison Existing Works Vs Proposed Work

Reference Classification 
Technique

Optimization 
Algorithm

Accuracy 
(%)

Sensitivity 
(%)

Specificity 
(%)

Precision 
(%)

Time  
(ms)

[12] SVM Thermal Exchange 
Optimization 96.53 - - 95.52 -

[6] Hybrid DNN Grasshopper 
Optimization 96.89 95.56 96.78 - -

[14] Inception CNN Wildebeest Herd 
Optimizer 97.56 - - 97.12 32ms

[26] CNN African Vulture 
Optimizer 97.89 96.53 97.25 97.56 32ms

- Faster R-CNN African Gorilla 
Troops Optimizer 98.55 96.92 98.11 98.34 18ms
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5. Conclusion 
Malignant Melanoma represents the most menacing and 
hostile form of skin cancer. To tackle this issue, a 
promising avenue involves investigating computational 
intelligence approaches to classify skin ailments and 
identify skin tissue. The present study proposes a 
groundbreaking technique that employs deep learning 
and evolutionary algorithms to develop a highly 
efficient Melanoma diagnosis system. To alleviate the 

complexity of the approach, various main 
attributes are extracted from the image utilizing 
preprocessing techniques such as histogram 
equalization, image denoising, and image 
fragmentation. A recently established African 
Gorilla Troops Optimizer was suggested for 
feature selection, and the extracted features were 
then used to produce an ideal classification using 
Enhanced Faster R-CNN. The results showed that 
the proposed method performed best compared to 

African Gorilla Troops Optimizer was suggested for 
feature selection, and the extracted features were then 
used to produce an ideal classification using Enhanced 
Faster R-CNN. The results showed that the proposed 
method performed best compared to the other exist-
ing works, with 98.55% accuracy for the ISIC-2020 
dataset. Although the suggested plan is effective, its 
architecture combined deep learning and metaheuris-
tics led to a complex configuration. As a result, future 
research work can focus on refining the proposed tech-
nique to develop a faster, less complicated, and more 
challenging method.
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