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The target detection algorithm for common objects has achieved good results, but the detection accuracy and 
speed of the target detection algorithm for Unmanned Aerial Vehicle (UAV) need to be improved. Unmanned 
Aerial Vehicle (UAV) images are characterized by small targets, difficult to identify in the background image, 
clustering and sparse distribution of targets, etc. Many researchers have proposed the clustering target detec-
tion method (ClusDet) for Unmanned Aerial Vehicle (UAV) images. However, due to the large differences in 
target scales and uneven distribution of targets in UAV images, showing long-tailed distribution, the traditional 
ClusDet algorithm tends to truncate large and medium targets in the process of clustering; in the detection 
process, the fixed-threshold NMS method in the ClusDet algorithm is difficult to adaptively detect targets of 
different sizes, clustering and mutual occlusion. To address the above problems, this paper proposes an adap-
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tive clustered target detection algorithm based on Unmanned Aerial Vehicle (UAV) images under long-tail dis-
tribution. The method is divided into three sub-networks: the adaptive clustering sub-network, which outputs 
several segmented images of small target clustering regions by extracting potential small target clustering re-
gions in Unmanned Aerial Vehicle (UAV) aerial images; the segmentation and filling sub-network, which fills 
the images with disproportionate aspect ratio for the output of the adaptive clustering network to keep the 
size of the images within the reasonable range required by the detection network; and the detection sub-net-
work, which detects the targets within the reasonable range required by the detection network by introducing 
attention mechanism, using variable threshold NMS, and training using sample balancing strategy effectively 
improve the detection accuracy of targets in the clustered region. Trained in VisDrone 2019 dataset, the simu-
lation results show that the Unmanned Aerial Vehicle (UAV) image adaptive clustering target detection meth-
od based on long-tailed distribution has a large improvement in the detection accuracy of small targets, and can 
effectively improve the detection accuracy of the model for targets in the aggregation region, while the model 
has good generalization ability.
KEYWORDS: UAV aerial image; small object; adaptive clustering; NMS.

1. Introduction
UAVs gradually play an irreplaceable role in today’s 
society, Unmanned Aerial Vehicle (UAV) images are 
more complex and richer because of the limitations 
of shooting equipment and environmental factors. In-
depth mining of the potential information of UAV im-
ages is of great significance for the deeper application 
of UAVs in various fields of society.
The research on Unmanned Aerial Vehicle (UAV) 
image target detection has gradually been paid atten-
tion to by more and more scholars in recent years. In 
2019, the ClusDet [30], [5] network proposed by Yang 
et al. is committed to solving the problem of detect-
ing crowded areas of Unmanned Aerial Vehicle (UAV) 
images, which integrates 4 sub-networks, and uses 
iterative and congested area networks and scale es-
timation subnetworks to transform the size of each 
aggregation area into an appropriate range. The over-
all structure of the network is complex, requires high 
hardware resources, and the detection speed is slow. 
In order to better deploy the object detection algo-
rithm on UAV-related embedded equipment, Zhang et 
al. proposed the Slim YOLOv3 [39] algorithm, which 
was tested on the VisDrone 2018 [10] object detection 
test set, and the detection accuracy of the algorithm 
was comparable to that of YOLOv3 [40] [23], the 
number of parameters of the network was reduced by 
92%, and the detection speed was increased by two 
times. In 2021, Piciarelli et al. proposed an algorithm 
for real-time tracking and detection of multi-scale 
targets [2], and experimental results show that its 

performance reaches the most advanced algorithm 
performance. In 2022, Maskeliunas et al. proposed a 
Pareto-optimized deep learning algorithm for build-
ing detection and classification in a congested urban 
environment [18], which improves the detection ac-
curacy under dynamically changing weather condi-
tions as well as the influence of such ambient “noise”. 
Yin et al. proposed deep learning-based compressed 
sensing (CS) algorithms [35], and the experimental 
results show the state-of-the-art performance while 
maintaining an efficient running speed [35]. Yi et al. 
proposed a composite transformer network for urban 
scene segmentation of UAV images, and experimen-
tal results shows that state-of-the-art results [34]. 
Aiming at the research on Unmanned Aerial Vehicle 
(UAV) image small target detection, the above algo-
rithms are improved from clustering, clustering, de-
tection speed and accuracy.
The traditional ClusDet algorithm can detect small 
targets in the process of clustering, but it is easy to 
truncate large and medium targets. In the detection 
process, the fixed-threshold NMS [20] method in the 
ClusDet algorithm is difficult to adaptively detect 
targets of different sizes, clusters, and mutual occlu-
sion. However, the delay cannot guarantee the re-
al-time detection   Therefore, this paper proposes an 
adaptive clustering object detection [20] method for 
Unmanned Aerial Vehicle (UAV) images under long-
tailed distributions (ACOD-LTD). The method is 
divided into three parts: adaptive clustering subnet-
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work, segmentation and population subnetwork, local 
detection, and global detection network. The adaptive 
clustering sub-network divides the target area of Un-
manned Aerial Vehicle (UAV) picture clustering, and 
divides the original image according to the division 
results to obtain several target clustered pictures. The 
segmentation and filling sub-network correct the size 
of the split image to adapt to the input standard of the 
later detection network. The local detection network 
and the global object detection network detect the ob-
jects of the segmented picture and the original image, 
and finally use the fusion algorithm to fuse the detec-
tion results.

2. System Framework
The adaptive clustering target detection algorithm 
of Unmanned Aerial Vehicle (UAV) images based 
on long-tail distribution is divided into three stag-
es, as shown in Figure 1: (1) The adaptive clustering 
sub-network extracts potential small target aggrega-
tion areas in Unmanned Aerial Vehicle (UAV) aerial 
images through operations such as feature extraction, 
front and rear scene classification, position regres-

sion and quantity correction, and then segments the 
aggregation area. (2) The segmentation and filling 
sub-network divide the oversized segmented pictures 
again, and fills the out-of-proportion pictures; The 
purpose of this operation is to keep the image size 
within a reasonable range required by the detection 
network. (3) The detection subnetwork is divided into 
local detection network and global detection network. 
Among them, the local detection network detects the 
pictures output by the segmentation and filling sub-
network, improves the detection ability of the model 
for small targets by introducing the channel attention 
mechanism and the spatial attention mechanism, im-
proves the recall of the detection end for the detec-
tion of objects of various scales by using the variable 
threshold NMS algorithm proposed in this paper, and 
reduces the influence of the long-tail distribution on 
the model accuracy due to the existence of the data 
set by training the network with the sample balancing 
strategy. The global detection network mainly detects 
two types of targets: the first type is the target trun-
cated by the adaptive clustering subnetwork when 
the picture is segmented; The second category is the 
target whose distribution is sparse in the original map 
and has not been extracted by the adaptive clustering 

Figure 1
Adaptive clustering target detection algorithm for Unmanned Aerial Vehicle (UAV) images based on long-tail distribution

and filling sub-network correct the size of the split 
image to adapt to the input standard of the later 
detection network. The local detection network and 
the global object detection network detect the objects 
of the segmented picture and the original image, 
and finally use the fusion algorithm to fuse the 
detection results. 
2.System Framework 
The adaptive clustering target detection algorithm 
of Unmanned Aerial Vehicle (UAV) images based 
on long-tail distribution is divided into three stages, 
as shown in Figure 1: (1) The adaptive clustering 
sub-network extracts potential small target 
aggregation areas in Unmanned Aerial Vehicle 
(UAV) aerial images through operations such as 
feature extraction, front and rear scene classification, 
position regression and quantity correction, and 
then segments the aggregation area. (2) The 
segmentation and filling sub-network divide the 
oversized segmented pictures again, and fills the 
out-of-proportion pictures; The purpose of this 
operation is to keep the image size within a 
reasonable range required by the detection network. 
(3) The detection subnetwork is divided into local 

detection network and global detection network. 
Among them, the local detection network detects 
the pictures output by the segmentation and filling 
subnetwork, improves the detection ability of the 
model for small targets by introducing the channel 
attention mechanism and the spatial attention 
mechanism, improves the recall of the detection end 
for the detection of objects of various scales by using 
the variable threshold NMS algorithm proposed in 
this paper, and reduces the influence of the long-tail 
distribution on the model accuracy due to the 
existence of the data set by training the network 
with the sample balancing strategy. The global 
detection network mainly detects two types of 
targets: the first type is the target truncated by the 
adaptive clustering subnetwork when the picture is 
segmented; The second category is the target whose 
distribution is sparse in the original map and has not 
been extracted by the adaptive clustering 
subnetwork. The detection results of the global 
detection network complement the detection results 
of the local detection network, and the results of the 
two are fused to obtain the final prediction results. 
 

 

 
Figure 1 Adaptive clustering target detection algorithm for Unmanned Aerial Vehicle 
(UAV) images based on long-tail distribution. 

 
3.1. Adaptive Clustering Network 
The aerial image dataset has the following 
characteristics: the size of the aerial image dataset is 
large, the proportion of the labeled targets in the 
dataset occupies no more than half of the area of the 
picture, and most of the targets in the image are 
distributed in the form of clusters. According to the 

characteristics of the dataset, the adaptive clustering 
target detection algorithm in this paper uses an 
adaptive clustering network to segment the 
aggregation area, and the network performs 
regression prediction on the potential area of the 
clustered target in the image after training and 
optimization, and then divides these regions, and 
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Figure 2
Adaptive clustering network framework diagram

subnetwork. The detection results of the global detec-
tion network complement the detection results of the 
local detection network, and the results of the two are 
fused to obtain the final prediction results.

3.1. Adaptive Clustering Network
The aerial image dataset has the following character-
istics: the size of the aerial image dataset is large, the 
pro1portion of the labeled targets in the dataset occu-
pies no more than half of the area of the picture, and 
most of the targets in the image are distributed in the 
form of clusters. According to the characteristics of 
the dataset, the adaptive clustering target detection 
algorithm in this paper uses an adaptive clustering 
network to segment the aggregation area, and the net-
work performs regression prediction on the potential 
area of the clustered target in the image after training 
and optimization, and then divides these regions, and 
then sends the segmented picture to the subsequent 
detection network for detection. The purpose of clus-
tering the image is to refine the detection of the target 
aggregation area, so as to improve the target detection 
accuracy and detection efficiency.
The structure of the adaptive clustering network is 
shown in Figure 2: feature extraction is performed on 
the input pictures, the above branch network gener-
ates the suggested clustering area, and the suggest-
ed clustering area is generated on the feature map 
through the dichotomous and cluster location re-
gression of the front and back scenes; The following 
branch network predicts the number of clustered ar-
eas and determines the final segmentation based on 
the output.
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shown in Figure 2: feature extraction is performed 
on the input pictures, the above branch network 
generates the suggested clustering area, and the 

suggested clustering area is generated on the feature 
map through the dichotomous and cluster location 
regression of the front and back scenes; The 
following branch network predicts the number of 
clustered areas and determines the final 
segmentation based on the output. 
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Figure 2 Adaptive clustering network framework diagram. 

 
3.2. Feature Extraction 
The feature extraction network uses the improved 
DetNet59 [4], [9], [31], [33] as the backbone network, 
which combines the spatial pyramid structure (FPN) 
[14], [36], [15], and channel attention mechanism 
[17], [41], [6]. The network structure is shown in 
Figure 3, and the C4, C5, and C6 layers on the left 
part of the figure do not use down sampling 
operations, the purpose is: to keep the feature map 
“16x” high resolution, the high-resolution feature 
map can retain more small targets, which is 
conducive to the regression of the target position. 
However, the receptive field of the image is reduced 
by not using down sampling, so the network 
introduces hole convolution to expand the receptive 
field of the feature map, in addition, in order to 
reduce the amount of network parameters, the 

number of channels of the output feature map of 
each layer of the network is fixed at 256. Then, the 
feature map output of different layers is fused by 
using the feature pyramid network [16], [26], [8], 
and the P2 and P3 layer feature maps retain more 
large target features, and the P4, P5 and P6 layer 
feature maps retain more small target features. 
Finally, after each layer of the feature pyramid 
output, the channel attention network is cascaded, 
and all the feature maps are output in parallel. 
“C1” in Figure 3 represents the output of the first 
convolutional block, “4x” in the figure represents a 
quarter of the original image resolution of the 
output resolution of the feature map, “P2” 
represents the result of the fusion of “C2” with the 
previous feature map, and so on. 
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The clustered region suggestion network draws on 
the idea of RPN [3], [48] in Faster R-CNN [22], [37], 
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classification is each clustered region. According to 
the feature map of 256 M×N output in the feature 
extraction stage, the 3×3 convolution kernel with an 
expansion rate of two was used to further expand 
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[17], [41], [6]. The network structure is shown in Fig-
ure 3, and the C4, C5, and C6 layers on the left part of 
the figure do not use down sampling operations, the 
purpose is: to keep the feature map “16x” high resolu-
tion, the high-resolution feature map can retain more 
small targets, which is conducive to the regression 
of the target position. However, the receptive field of 
the image is reduced by not using down sampling, so 
the network introduces hole convolution to expand 
the receptive field of the feature map, in addition, in 
order to reduce the amount of network parameters, 
the number of channels of the output feature map of 
each layer of the network is fixed at 256. Then, the fea-
ture map output of different layers is fused by using 
the feature pyramid network [16], [26], [8], and the 
P2 and P3 layer feature maps retain more large tar-
get features, and the P4, P5 and P6 layer feature maps 
retain more small target features. Finally, after each 
layer of the feature pyramid output, the channel at-
tention network is cascaded, and all the feature maps 
are output in parallel.
“C1” in Figure 3 represents the output of the first con-
volutional block, “4x” in the figure represents a quar-
ter of the original image resolution of the output res-
olution of the feature map, “P2” represents the result 
of the fusion of “C2” with the previous feature map, 
and so on.
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Figure 3
Schematic diagram of feature extraction network structure

target aggregation area, so as to improve the target 
detection accuracy and detection efficiency. 
The structure of the adaptive clustering network is 
shown in Figure 2: feature extraction is performed 
on the input pictures, the above branch network 
generates the suggested clustering area, and the 

suggested clustering area is generated on the feature 
map through the dichotomous and cluster location 
regression of the front and back scenes; The 
following branch network predicts the number of 
clustered areas and determines the final 
segmentation based on the output. 

 

Feature 
extraction

Correction of 
the number 
of clustered 

areas

Cluster area 
suggestions

Classification 
of front and 
rear scenes

Cluster area 
location 

regression

Correction of 
the number 
of clustered 

areas

Output the 
resultEnter a 

picture

 
Figure 2 Adaptive clustering network framework diagram. 

 
3.2. Feature Extraction 
The feature extraction network uses the improved 
DetNet59 [4], [9], [31], [33] as the backbone network, 
which combines the spatial pyramid structure (FPN) 
[14], [36], [15], and channel attention mechanism 
[17], [41], [6]. The network structure is shown in 
Figure 3, and the C4, C5, and C6 layers on the left 
part of the figure do not use down sampling 
operations, the purpose is: to keep the feature map 
“16x” high resolution, the high-resolution feature 
map can retain more small targets, which is 
conducive to the regression of the target position. 
However, the receptive field of the image is reduced 
by not using down sampling, so the network 
introduces hole convolution to expand the receptive 
field of the feature map, in addition, in order to 
reduce the amount of network parameters, the 

number of channels of the output feature map of 
each layer of the network is fixed at 256. Then, the 
feature map output of different layers is fused by 
using the feature pyramid network [16], [26], [8], 
and the P2 and P3 layer feature maps retain more 
large target features, and the P4, P5 and P6 layer 
feature maps retain more small target features. 
Finally, after each layer of the feature pyramid 
output, the channel attention network is cascaded, 
and all the feature maps are output in parallel. 
“C1” in Figure 3 represents the output of the first 
convolutional block, “4x” in the figure represents a 
quarter of the original image resolution of the 
output resolution of the feature map, “P2” 
represents the result of the fusion of “C2” with the 
previous feature map, and so on. 

 

4x 4x
8x

16x 16x 16x 16x 16x 16x 8x
4x

C1 C2 C3 C4 C5 C6 P6 P5 P4 P3 P2

Channel attention

output

 
Figure 3 Schematic diagram of feature extraction network structure. 

 
3.3. Cluster Area Suggested Networks 

The clustered region suggestion network draws on 
the idea of RPN [3], [48] in Faster R-CNN [22], [37], 
[27], the object of RPN network regression and 
classification is each target, and the clustered region 

suggests that the object of network regression 
classification is each clustered region. According to 
the feature map of 256 M×N output in the feature 
extraction stage, the 3×3 convolution kernel with an 
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3.3. Cluster Area Suggested Networks
The clustered region suggestion network draws on the 
idea of RPN [3], [48] in Faster R-CNN [22], [37], [27], 
the object of RPN network regression and classifica-
tion is each target, and the clustered region suggests 
that the object of network regression classification is 
each clustered region. According to the feature map 
of 256 M×N output in the feature extraction stage, the 
3×3 convolution kernel with an expansion rate of two 
was used to further expand the receptive field of the 
feature map, and the output remained at 256×M×N. 
Think of these feature maps as M×N 256-dimension-
al vectors, each vector corresponds to nine candidate 
regions in the original figure, as shown in Figure 4, 

nine regions are generated by the specified three sizes 
in a total of 1:1, 1:2 and 2:1 in three ratios, so there are 
a total of M×N × 9 regions. Binary classification and 
regression operations were performed on these areas 
to obtain prediction information for clustered areas. 
The specific operation is: two branches of the feature 
map of 256 M×N, one branch to classify the area twice, 
the purpose of the second classification is: to separate 
the foreground and background, use the 1×1 convolu-
tion kernel to output two confidence scores, a total of 
9×2×M×N data; The other branch regresses the clus-
tered regions and uses a 1×1 convolution kernel to ob-
tain 9×4×M×N data. Finally, the regions predicted as 
foreground are screened out, and the non-maximum 
suppression algorithm (NMS) is used to fuse these re-
gions to obtain output results.

3.4. Correction of the Number of Clustered 
Areas
Cluster area suggestion network will generate sever-
al prediction areas, if according to the recommended 
cluster area segmented pictures too much, will in-
crease the subsequent detection network detection 
time, waste more resources, in order to solve this 
problem, the algorithm proposed to use the addition 
of cluster area correction network method, this net-
work and cluster area recommended network share 
feature map of the feature extraction stage, used to 
correct the number of cluster areas, so that the num-
ber of cluster areas to keep within a suitable range.
In the same drone picture, it is not easy to determine 
the number of clustering areas, taking the artificial la-
beling dataset as an example, different people use dif-
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convolution kernel to obtain 9×4×M×N data. Finally, 
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out, and the non-maximum suppression algorithm 
(NMS) is used to fuse these regions to obtain output 
results. 

 

 
Figure 4 Nine zones generated by the network. 

 
3.4. Correction of the Number of Clustered Areas 
Cluster area suggestion network will generate 
several prediction areas, if according to the 
recommended cluster area segmented pictures too 
much, will increase the subsequent detection 
network detection time, waste more resources, in 
order to solve this problem, the algorithm proposed 
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ferent discrimination criteria to label the clustering 
area, the number of labeling and the area are therefore 
different, as shown in Figure 5, the picture on the left is 
labeled as two clustering areas, the picture on the right 
is labeled as three clustering areas, the two labeling 
methods have no advantages and disadvantages, the 
labeled clustering areas are more reasonable, but if the 
number of labeled clustering areas is ten, Then this la-
beling is obviously unreasonable. Therefore, the num-
ber of clustered areas per image is around a fixed value.

Figure 5
Comparison diagram of different clustering region division 
methods
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In order to avoid the bias caused by manual labeling, 
this paper uses an algorithm to label the clustered ar-
eas, and the specific process is as follows:
1 Set the threshold value N, which is used to roughly 

determine whether there are clustered areas in the 
image. N is a hyperparameter.

2 Select an image, get the number of targets in the 
image, skip the number of images less than N, and 
do not do any processing on this image.

3 The mean shift clustering algorithm (mean shift) 
was used to classify the image targets, and the loca-
tion coordinates of the cluster area corresponding 
to the picture and the number of cluster areas were 
labeled.

4 Iterate through all the training set pictures to get 
the cluster area labeling files corresponding to all 
the pictures.

After completing the above procedure, you can get a 
cluster area labeling file.
The use of algorithm labeling can avoid the error 
caused by manual labeling, but the problem of al-
gorithm labeling is that when there are individual 
sparsely distributed targets in the picture, the loca-
tion of such targets is far away from other clustering 

areas, and the center of the clustered area generated 
by the algorithm will also be seriously deviated.
Based on the above analysis, this paper proposes that 
the clustering area correction network is used to cor-
rect the error caused by the algorithm labeling, and 
the network completes the determination of the num-
ber of clustered areas by implementing a classifica-
tion task. The specific process of network training is 
as follows: according to the labeling file to obtain the 
annotation information of the picture, the number of 
clustering areas in the picture is N, according to N to 
construct a probability distribution obey the one-di-
mensional Gaussian distribution of M-dimensional 
vector, M is the maximum number of clustered areas, 
M is the empirical value, this paper by the VisDrone 
2019 dataset[7] statistics and calculation, take M=10. 
The Gaussian function is expressed as follows:

2

2

1 ( )( ; , ) exp( )
22

xf x µµ σ
σσ π
−

= − . (1)

In Equation (1), take Nµ = , 1σ = , sample at the in-
teger position of the function, and construct a prob-
ability distribution based on the sampled value. For 
example, when 3N = , that is, the number of cluster-
ing areas is 3, the Gaussian function constructed is 
shown in Figure 6, the value is taken at the integer 
position of the Gaussian function, and the probability 
distribution after quantization is:

0.054 0.24 0.40 0.24 0.054 4.4 -3 1.3 -4 1.5 -6 6.1 -9 9.1 -12=[ ]e e e e ep

Figure 6
Gaussian graph
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cluster areas were labeled. 
(4) Iterate through all the training set pictures to get 
the cluster area labeling files corresponding to all 
the pictures. 
After completing the above procedure, you can get a 
cluster area labeling file. 
The use of algorithm labeling can avoid the error 
caused by manual labeling, but the problem of 
algorithm labeling is that when there are individual 
sparsely distributed targets in the picture, the 
location of such targets is far away from other 
clustering areas, and the center of the clustered area 
generated by the algorithm will also be seriously 
deviated. 
Based on the above analysis, this paper proposes 
that the clustering area correction network is used to 
correct the error caused by the algorithm labeling, 
and the network completes the determination of the 
number of clustered areas by implementing a 

classification task. The specific process of network 
training is as follows: according to the labeling file to 
obtain the annotation information of the picture, the 
number of clustering areas in the picture is N, 
according to N to construct a probability 
distribution obey the one-dimensional Gaussian 
distribution of M-dimensional vector, M is the 
maximum number of clustered areas, M is the 
empirical value, this paper by the VisDrone 2019 
dataset[7] statistics and calculation, take M=10. The 
Gaussian function is expressed as follows: 

.      (1) 

In Equation (1), take Nµ = ， 1σ = , sample at the 
integer position of the function, and construct a 
probability distribution based on the sampled value. 

For example, when 3N = , that is, the number of 
clustering areas is 3, the Gaussian function 
constructed is shown in Figure 6, the value is taken 
at the integer position of the Gaussian function, and 
the probability distribution after quantization is: 
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Use the softmax function [10] to normalize this 
probability distribution so that all values add up to 1 
and normalize to obtain the following vector: 
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This vector is used as the true label of the modified 
network for the number of training clustering areas, 
and the cross-entropy function [11] is used as the 
loss function during training. 
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Use the softmax function [10] to normalize this prob-
ability distribution so that all values add up to 1 and 
normalize to obtain the following vector:

0.095 0.114 0.134 0.114 0.0 ]0=[ 95 0.090 0.09  0.090 0.090 0.090truep

This vector is used as the true label of the modified 
network for the number of training clustering areas, 
and the cross-entropy function [11] is used as the loss 
function during training.
The structure diagram of the cluster area number 
correction network is shown in Figure 7, and the fea-
ture map with an ×expansion rate of three is used for 
the feature map with an expansion rate of three, fol-
lowed by a 1×1 convolution kernel for dimensionality 
reduction to obtain 10 M×N feature maps, then using 
global maximum pooling, and finally connecting the 
fully connected layer, and using the softmax function 
for output. The number of clusters can be determined 
by correcting the output of the network according to 
the number of clustering areas, and the output of the 
adaptive clustering network can be determined by 
combining the output of the clustering area sugges-
tion network.

3.5. Split and Paddle
There are two problems with images segmented using 
adaptive clustering networks: First, the image size is 
too large. For the detection network, the input size 
of the picture is still difficult to detect small targets; 
Second, the length and width ratio of the picture is out 
of balance, and the detection accuracy of the picture 
will be reduced after it is input into the detection net-
work. To avoid detection differences caused by such 
extreme inputs, this paper uses a scale estimation 
strategy to process the size of the segmented image. 
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Figure 7 Cluster area modification network structure diagram. 

3.5. Split and Paddle 
There are two problems with images segmented 
using adaptive clustering networks: First, the image 
size is too large. For the detection network, the input 
size of the picture is still difficult to detect small 
targets; Second, the length and width ratio of the 
picture is out of balance, and the detection accuracy 
of the picture will be reduced after it is input into the 
detection network. To avoid detection differences 
caused by such extreme inputs, this paper uses a 
scale estimation strategy to process the size of the 
segmented image. The scale estimation strategy is 
divided into the following steps: 

(1) Determine the threshold Pm and Ps 
according to the input scale required by the detector, 
Pm represents the maximum value of the input size, 
and Ps represents the minimum value of the input 
size. where Ps and Pm are hyperparameters. 

(2) Suppose the length and width of the input 
image are W and H, respectively. When the long 
side size w of the picture is greater than Pm, the 
picture is evenly divided; When the short side size h 
of the picture is less than Ps, the filling ratio needs to 
be calculated, and the calculation formula is as 
follows: 

 wTi
P

=
m ,  

where Ti is the fill ratio, that is, the filling is carried 
out on the basis of the split picture, and the size of 
the filled picture becomes (1+Ti) times of the original 
picture, and Figure 8 shows the comparison before 
and after filling. (3) Iterate through all the 
segmented pictures, perform operation (2), and get 
the processed picture. 
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input network is used for feature extraction, 

the extracted feature map is input to the 
channel attention and spatial attention 
network, respectively, and then the fused 
feature map is input to the detection network 
using FPN, and the variable threshold NMS is 
used at the output of the detection network 
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The scale estimation strategy is divided into the fol-
lowing steps:
1 Determine the threshold Pm and Ps according to 

the input scale required by the detector, Pm rep-
resents the maximum value of the input size, and 
Ps represents the minimum value of the input size. 
where Ps and Pm are hyperparameters.

2 Suppose the length and width of the input image are 
W and H, respectively. When the long side size w of 
the picture is greater than Pm, the picture is evenly 
divided; When the short side size h of the picture is 
less than Ps, the filling ratio needs to be calculated, 
and the calculation formula is as follows:

 wTi
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m
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where Ti is the fill ratio, that is, the filling is carried 
out on the basis of the split picture, and the size of 
the filled picture becomes (1+Ti) times of the orig-
inal picture, and Figure 8 shows the comparison 
before and after filling. (3) Iterate through all the 
segmented pictures, perform operation (2), and get 
the processed picture.
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3.5. Split and Paddle 
There are two problems with images segmented 
using adaptive clustering networks: First, the image 
size is too large. For the detection network, the input 
size of the picture is still difficult to detect small 
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of the picture will be reduced after it is input into the 
detection network. To avoid detection differences 
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be calculated, and the calculation formula is as 
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where Ti is the fill ratio, that is, the filling is carried 
out on the basis of the split picture, and the size of 
the filled picture becomes (1+Ti) times of the original 
picture, and Figure 8 shows the comparison before 
and after filling. (3) Iterate through all the 
segmented pictures, perform operation (2), and get 
the processed picture. 
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3.6. Local Detection and Global Detection of 
Networks 
3.6.1. Local Detection of Network Structure 
The structure of the local detection network is 
shown in Figure 9. First, the clustered image 
input network is used for feature extraction, 

the extracted feature map is input to the 
channel attention and spatial attention 
network, respectively, and then the fused 
feature map is input to the detection network 
using FPN, and the variable threshold NMS is 
used at the output of the detection network 
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3.6. Local Detection and Global Detection of 
Networks
3.6.1. Local Detection of Network Structure
The structure of the local detection network is shown 
in Figure 9. First, the clustered image input network is 
used for feature extraction, the extracted feature map 
is input to the channel attention and spatial attention 
network, respectively, and then the fused feature map 
is input to the detection network using FPN, and the 
variable threshold NMS is used at the output of the 
detection network for the fusion of the detection re-
sults. Among them, the detector can be any object de-
tection network, and the detector used in this paper 
is a Faster R-CNN-based detection network, and the 
detection network uses a sample balancing strategy 
to enhance the data of the training set before training.

3.6.2. Backbone Network Based on Dual-Channel 
Attention Mechanism
In this paper, attention mechanism [1], [24] is intro-
duced in the detection network, in which the channel 
attention mechanism mainly focuses on the impor-
tance of different channel feature maps. The spatial 
attention mechanism is to compress the channels of 
the feature map, and pay more attention to the impor-
tance of different spatial regions of the feature map. In 
this paper, considering that it is extremely difficult to 
detect small targets in clustered areas, a dual-channel 
attention backbone network is formed by introducing 
channel attention mechanism and spatial attention 

Figure 9
Local detection network structure diagram

for the fusion of the detection results. Among 
them, the detector can be any object detection 
network, and the detector used in this paper is 
a Faster R-CNN-based detection network, and 

the detection network uses a sample 
balancing strategy to enhance the data of the 
training set before training. 
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Figure 9 Local detection network structure diagram. 

3.6.2. Backbone Network Based on Dual-Channel 
Attention Mechanism 
In this paper, attention mechanism [1], [24] is 
introduced in the detection network, in which the 
channel attention mechanism mainly focuses on the 
importance of different channel feature maps. The 
spatial attention mechanism is to compress the 
channels of the feature map, and pay more attention 
to the importance of different spatial regions of the 
feature map. In this paper, considering that it is 
extremely difficult to detect small targets in 
clustered areas, a dual-channel attention backbone 
network is formed by introducing channel attention 
mechanism and spatial attention mechanism, which 
reduces the diffusion of small target features on the 
feature map, so as to improve the detection accuracy 
of small targets. 
The feature extraction network of the detection 
network still uses the improved DetNet59, which 
connects the dual-channel attention network after 
the feature extraction network and then cascades the 
FPN network output. The following mainly 
introduces the implementation process of channel 
attention module and spatial attention module. 
The main integrated operations of the channel 
attention mechanism are, global maximum pooling 
[13] and global average pooling [38] of the feature 
maps of all channels, then using the 

compression-activation module, and finally using 
the sigmoid activation function for output, and the 
network structure of the channel attention 
mechanism is shown in Figure 10. The specific 
operation is divided into the following steps: 
(1) Assuming that the dimension of the input feature 
map is {H,W,C}, where H represents the height of 
the feature map, W represents the width of the 
feature map, and C represents the number of 
channels of the feature map, after the operation of 
two branches of global maximum pooling and 
global average pooling, the feature map of each 
channel is compressed into 1, that is, the output 
feature map dimension is {1,1,C}; 
(2) The output feature map is connected to the fully 
connected layer as input, the two feature maps share 
the parameters of the fully connected layer, and the 
compression and activation methods are used in the 
fully connected layer to reduce the amount of 
parameters, set the compression ratio to r, and the 
dimension of the feature map output by the 
operation is {1,1,C/r}; 
(3) After passing through the fully connected layer, 
the output feature map has obtained the importance 
of different channels, and then the two branches are 
added and fused to obtain a feature map, and finally 
the sigmoid activation function [19] is used to obtain 
the output.

 
 

mechanism, which reduces the diffusion of small tar-
get features on the feature map, so as to improve the 
detection accuracy of small targets.
The feature extraction network of the detection net-
work still uses the improved DetNet59, which con-
nects the dual-channel attention network after the 
feature extraction network and then cascades the 
FPN network output. The following mainly introduc-
es the implementation process of channel attention 
module and spatial attention module.
The main integrated operations of the channel atten-
tion mechanism are, global maximum pooling [13] and 
global average pooling [38] of the feature maps of all 
channels, then using the compression-activation mod-
ule, and finally using the sigmoid activation function 
for output, and the network structure of the channel at-
tention mechanism is shown in Figure 10. The specific 
operation is divided into the following steps:
1 Assuming that the dimension of the input feature 

map is {H,W,C}, where H represents the height of 
the feature map, W represents the width of the 
feature map, and C represents the number of chan-
nels of the feature map, after the operation of two 
branches of global maximum pooling and global 
average pooling, the feature map of each channel is 
compressed into 1, that is, the output feature map 
dimension is {1,1,C};

2 The output feature map is connected to the fully 
connected layer as input, the two feature maps 
share the parameters of the fully connected layer, 
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Figure 10 Channel attention. 

The spatial attention network [42] structure is 
shown in Figure 10, and the dimensions of the 
feature map are still {H,W,C}. The spatial attention 
module uses global maximum pooling and global 
average pooling to extract features from the spatial 
region of the feature map, outputs two feature 
maps, then uses convolution operation to fuse the 
two feature maps, and finally uses the sigmoid 
activation function to output the feature map. The 
specific operation is as follows: 
(1) The input feature map is regarded as H×W 
C-dimensional feature vectors, and after the global 

maximum pooling and global average pooling of 
these H×W feature vectors, two feature maps with 
dimensions {H,W,1} are obtained; 
(2) Splice the two feature maps to obtain a feature 
map of dimension {H,W,2}, use a convolution kernel 
of 7×7 to convolve this feature map, and then obtain 
a feature map with dimension {H,W,1}; 
(3) Finally, the sigmoid activation function is used to 
output the feature map, which has obtained the 
information of the importance of different spatial 
regions. 
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Figure 11 Spatial attention. 

 
3.6.3. NMS Method with Variable Threshold 
The non-maximum suppression (NMS) algorithm 
and the NMS-based improved algorithm [21] are 
used in the final stage of the detection process, when 
all the prediction bounding boxes have completed 
regression, the NMS algorithm is used to fuse each 
type of target in the picture, in order to prevent 
multiple prediction boxes from appearing on the 
same target. The basic steps of the NMS algorithm 
are as follows: 
(1) Divide all the prediction bounding boxes into 
different sets according to categories, and the 
prediction bounding boxes in each set are arranged 
in descending order according to the score; 
(2) Select the prediction bounding box with the 
largest score from the set, so as to calculate the IoU 
[45], [29] of the bounding box and other prediction 
bounding boxes in the set, if the IoU is greater than 

the set threshold TH, the prediction bounding box 
with the smaller score is eliminated, and finally the 
bounding box is retained; 
(3) Repeat the (2) operation for the remaining 
prediction bounding boxes in the set until all the 
prediction boxes in the set have finished filtering; 
(4) Repeat the operations (2) and (3) for each 
collection until all collections have completed 
filtering. 
The above is the standard NMS algorithm, and the 
expression of the suppression function is as follows: 
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where M represents the prediction bounding box 
with the largest current score, bi represents the 
other prediction bounding box, Si represents the 

and the compression and activation methods are 
used in the fully connected layer to reduce the 
amount of parameters, set the compression ratio to 
r, and the dimension of the feature map output by 
the operation is {1,1,C/r};

3 After passing through the fully connected layer, the 
output feature map has obtained the importance of 
different channels, and then the two branches are 
added and fused to obtain a feature map, and finally 
the sigmoid activation function [19] is used to ob-
tain the output.

The spatial attention network [42] structure is shown 
in Figure 10, and the dimensions of the feature map 
are still {H,W,C}. The spatial attention module uses 
global maximum pooling and global average pooling 
to extract features from the spatial region of the fea-
ture map, outputs two feature maps, then uses con-
volution operation to fuse the two feature maps, and 
finally uses the sigmoid activation function to output 
the feature map. The specific operation is as follows:
1 The input feature map is regarded as H×W C-di-

mensional feature vectors, and after the global 
maximum pooling and global average pooling of 
these H×W feature vectors, two feature maps with 
dimensions {H,W,1} are obtained;

2 Splice the two feature maps to obtain a feature map 
of dimension {H,W,2}, use a convolution kernel of 
7×7 to convolve this feature map, and then obtain a 
feature map with dimension {H,W,1};

3 Finally, the sigmoid activation function is used to 
output the feature map, which has obtained the infor-
mation of the importance of different spatial regions.
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The spatial attention network [42] structure is 
shown in Figure 10, and the dimensions of the 
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where M represents the prediction bounding box 
with the largest current score, bi represents the 
other prediction bounding box, Si represents the 

3.6.3. NMS Method with Variable Threshold
The non-maximum suppression (NMS) algorithm 
and the NMS-based improved algorithm [21] are used 
in the final stage of the detection process, when all the 
prediction bounding boxes have completed regres-
sion, the NMS algorithm is used to fuse each type of 
target in the picture, in order to prevent multiple pre-
diction boxes from appearing on the same target. The 
basic steps of the NMS algorithm are as follows:
1 Divide all the prediction bounding boxes into dif-

ferent sets according to categories, and the predic-
tion bounding boxes in each set are arranged in de-
scending order according to the score;

2 Select the prediction bounding box with the larg-
est score from the set, so as to calculate the IoU 
[45], [29] of the bounding box and other prediction 
bounding boxes in the set, if the IoU is greater than 
the set threshold TH, the prediction bounding box 
with the smaller score is eliminated, and finally the 
bounding box is retained;
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3 Repeat the (2) operation for the remaining predic-
tion bounding boxes in the set until all the predic-
tion boxes in the set have finished filtering;

4 Repeat the operations (2) and (3) for each collec-
tion until all collections have completed filtering.

The above is the standard NMS algorithm, and the 
expression of the suppression function is as follows:
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, (3)

where M represents the prediction bounding box 
with the largest current score, bi represents the oth-
er prediction bounding box, Si represents the score of 
the other prediction bounding box, and TH is the set 
threshold.
NMS is used to detect images with sparse target dis-
tribution. However, when the distance between mul-
tiple targets in the picture is small, the NMS algorithm 
will mistake the prediction bounding boxes of differ-
ent targets for the prediction bounding boxes of the 
same target, thereby removing the prediction bound-
ing box, and the recall of the detection results will 
be reduced. In the Unmanned Aerial Vehicle (UAV) 
image, there are a large number of target gathering 
areas, as shown in Figure 12, the cars in the picture 
are large targets, although there is a shielding prob-
lem between each other, but they are easy to detect 
targets; The pedestrians on the right are small targets, 
and there are also occlusion problems between them, 
such targets are difficult to detect, and the standard 
NMS algorithm can no longer solve such problems 
well. In order to solve the above problems, on the basis 
of the NMS algorithm, this paper proposes a variable 
threshold NMS algorithm, and the calculation meth-
od of the variable threshold is as follows:
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where THlow and THhigh are the minimum and maxi-
mum thresholds set, and you and I are the union and 
intersection areas of the current prediction bounding 
box and other prediction bounding boxes, respective-
ly. When the value of (U-I) is large, it means that the 
current prediction bounding box predicts a large tar-
get, and the large target is an easy target to detect for 
the detector, and the calculated TH value is small, and 

when using the NMS algorithm, the current predic-
tion bounding box plays a less inhibiting effect on the 
fusion of other prediction bounding boxes. When the 
value of (U-I) is small, it means that the current pre-
diction bounding box predicts a small target, the small 
target is difficult to detect the target with the detector, 
and the calculated TH value is large, and when using 
the NMS algorithm, the current prediction bounding 
box plays a greater role in inhibiting the fusion of oth-
er prediction bounding boxes.
The NMS algorithm with variable threshold can 
adaptively change the threshold according to the 
target size, effectively reducing the missed detection 
rate of small targets by the detector, thereby improv-
ing the recall rate and detection accuracy of the detec-
tion results.

3.7. Detect the Network Globall
After the adaptive clustering network clusters the 
original map, it detects the clustered area, but in the 
process of clustering, large and medium targets have 
a high probability of being truncated by the clustering 
network, and these truncated targets become diffi-
cult to detect. In addition, there are still sparsely dis-
tributed targets in the original picture, and large and 
medium targets still account for a large proportion, 
as shown in Figure 13 for the proportion of large, me-
dium and small targets in the VisDrone 2019 training 
set and UAVDT dataset, among which, the division 
criteria of large, medium and small targets refer to the 
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3.7. Detect the Network Globall 
After the adaptive clustering network clusters the 
original map, it detects the clustered area, but in the 
process of clustering, large and medium targets 
have a high probability of being truncated by the 
clustering network, and these truncated targets 
become difficult to detect. In addition, there are still 
sparsely distributed targets in the original picture, 
and large and medium targets still account for a 
large proportion, as shown in Figure 13 for the 
proportion of large, medium and small targets in 

the VisDrone 2019 training set and UAVDT dataset, 
among which, the division criteria of large, medium 
and small targets refer to the standards of COCO 
data, that is, small targets with dimensions less than 
32×32, large targets with sizes greater than 96×96, 
and medium targets with sizes in between. In order 
to solve the above problems, this paper trains a 
global detection network for large and medium 
targets to detect large and medium targets that may 
be truncated. 
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standards of COCO data, that is, small targets with 
dimensions less than 32×32, large targets with sizes 
greater than 96×96, and medium targets with sizes in 
between. In order to solve the above problems, this 
paper trains a global detection network for large and 
medium targets to detect large and medium targets 
that may be truncated.
The global detection network can use any classical 
network, this paper chooses to use Faster R-CNN as 
the global detection network, and the backbone net-
work uses the DetNet59 improved in this paper. This 
network only detects medium and large targets, so 
small targets in the dataset are ignored during the 
training process, and only training is conducted for 
large and large targets.

4. Experiment
4.1. Data Set
To verify the effectiveness of the method, three differ-
ent aerial image datasets were used for testing: Vis-
Drone 2019, DOTA, and UAVDT.
The VisDrone 2019 dataset was collected by the 
AISKYEYE team at Tianjin University’s machine 
learning and data mining laboratory, and the entire 
benchmark dataset was captured by drones, including 
288 video clips, including a total of 261908 frames, and 
10,209 still images.
The DOTA dataset was proposed by Wuhan Univer-
sity in 2017, and the images were taken by Google 

Figure 13
The proportion of VisDrone 2019 and UAVDT targets in different scales
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ignored during the training process, and only 
training is conducted for large and large 
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To verify the effectiveness of the method, 
three different aerial image datasets were 
used for testing: VisDrone 2019, DOTA, and 
UAVDT. 
The VisDrone 2019 dataset was collected by 
the AISKYEYE team at Tianjin University's 
machine learning and data mining laboratory, 
and the entire benchmark dataset was 
captured by drones, including 288 video clips, 
including a total of 261908 frames, and 10,209 
still images. 
The DOTA dataset was proposed by Wuhan 
University in 2017, and the images were taken 
by Google Earth, JL-1 satellites, and GF-2 
satellites of the China Resources Satellite Data 
and Application Center. The dataset includes 
15 types of targets such as track and field, 
football field, plane, boat, swimming pool, 
etc., with a total of 2806 pictures. 
The UAVDT dataset is a UAV image dataset, 
including target tracking and target detection 
data, with a total of 40,735 images in the target 
detection dataset, including cars, buses and 
trucks 
The main annotated targets of the VisDrone 
2019 dataset are: common transportation 
vehicles and people, including pedestrians, 

people, bicycles, cars, vans, buses, tricycles, 
covered tricycles, motorcycles, and trucks. 
There are a total of 10 types of targets, among 
which only standing and walking people are 
labeled as “pedestrians”, while others are 
labeled as “people”. The target size in a data 
aggregation is often smaller than that of a 
regular image, and most of the targets are 
distributed in an aggregated form. As shown 
in Figure 1, the images from the VisDrone 
2019 target detection training set are 960 in 
size × 540、1400 × 1050, the shooting scene of 
the picture is near the mall; The shopping 
mall and forest in the left image are not the 
targets for dataset annotation, but they 
occupy half of the image area; In the right 
figure, only a few cars distributed in the 
middle of the figure are the targets of the 
dataset annotation, and their occupied area is 
only about a quarter of the entire image. 

 

 
  

 

     Figure1 VisDrone 2019 Target detection training 
set image 

 
The DOTA data set is an aerial image data set 
captured by satellites, including 2806 pictures, 
each of which occupies a large pixel size. 
Some of the data in the data set is captured by 
satellites, and the other part is provided by 
Google Earth. The data shooting angle is 
overhead above the target, and the shooting 
height is high. The dataset annotates 15 types 
of targets, including small cars, large cars, 
ships, helicopters, ports, etc. The target size 

Earth, JL-1 satellites, and GF-2 satellites of the China 
Resources Satellite Data and Application Center. The 
dataset includes 15 types of targets such as track and 
field, football field, plane, boat, swimming pool, etc., 
with a total of 2806 pictures.
The UAVDT dataset is a UAV image dataset, including 
target tracking and target detection data, with a total 
of 40,735 images in the target detection dataset, in-
cluding cars, buses and trucks
The main annotated targets of the VisDrone 2019 
dataset are: common transportation vehicles and 
people, including pedestrians, people, bicycles, cars, 
vans, buses, tricycles, covered tricycles, motorcy-
cles, and trucks. There are a total of 10 types of tar-
gets, among which only standing and walking people 
are labeled as “pedestrians”, while others are labeled 
as “people”. The target size in a data aggregation is 
often smaller than that of a regular image, and most 
of the targets are distributed in an aggregated form. 
As shown in Figure 1, the images from the VisDrone 
2019 target detection training set are 960 in size × 
540、1400 × 1050, the shooting scene of the picture 
is near the mall; The shopping mall and forest in the 
left image are not the targets for dataset annotation, 
but they occupy half of the image area; In the right 
figure, only a few cars distributed in the middle of 
the figure are the targets of the dataset annotation, 
and their occupied area is only about a quarter of the 
entire image.
The DOTA data set is an aerial image data set cap-
tured by satellites, including 2806 pictures, each of 
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which occupies a large pixel size. Some of the data in 
the data set is captured by satellites, and the other part 
is provided by Google Earth. The data shooting angle 
is overhead above the target, and the shooting height 
is high. The dataset annotates 15 types of targets, in-
cluding small cars, large cars, ships, helicopters, ports, 
etc. The target size varies, with the smallest target oc-
cupying less than 10 pixels and the largest target oc-
cupying several hundred thousand pixels. As shown 
in Figure 2, the images in the DOTA training set are 
1143 in size × 1235、1552 × 1951。 The main annota-
tion targets in Figure 2 (left) are small and large cars, 
arranged neatly and concentrated in a certain area, 
with the target area accounting for no more than half 
of the entire image area; The main annotation target 
in Figure 2 (right) is the ship, which is mainly distrib-
uted in the bottom left corner of the image, and its 
area does not exceed a quarter of the image area.

Figure1
VisDrone 2019 Target detection training set image
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Figure 2
DOTA Training Set

varies, with the smallest target occupying less 
than 10 pixels and the largest target 
occupying several hundred thousand pixels. 
As shown in Figure 2, the images in the 
DOTA training set are 1143 in size × 1235、
1552 × 1951。 The main annotation targets in 
Figure 2 (left) are small and large cars, 
arranged neatly and concentrated in a certain 
area, with the target area accounting for no 
more than half of the entire image area; The 
main annotation target in Figure 2 (right) is 
the ship, which is mainly distributed in the 
bottom left corner of the image, and its area 
does not exceed a quarter of the image area. 
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The UAVDT dataset is a dataset mainly used 
for target tracking, which forms a target 
detection dataset by capturing images of 
video frames. The dataset is not divided into 
training, validation, and testing sets. The 
UAVDT target detection dataset annotates 
three types of targets: automobiles, buses, and 
trucks. As shown in Figure 3, the images in 
the UAVDT dataset are both 1024 in size × 540
。 The majority of the cars in the left image 
are distributed in the center of the road, 
accounting for about half of the image area; 
Some of the cars in the right image are 
concentrated on both sides of the road, while 
the other part is concentrated in the parking 
lot directly above the image. 
4.2. The Sample Balancing Policy Processes 
the Dataset 
After analyzing the three datasets, the 
following conclusions can be drawn: first, the 
scales of the various targets of the datasets 
vary greatly; Second, the distribution of 
various types of targets in the data is long-tail 
distribution, that is, the proportion of various 
target areas in the training set varies greatly. 
In this paper, a sample balancing strategy is 
proposed to amplify the area and quantity 

proportion of small sample data, so as to 
reduce the influence of long tail [43], [12] 
distribution on the accuracy of the detection 
model. 
The specific steps of the sample balancing 
strategy are as follows: 
(1) the proportion of the number and area of 
various targets in the statistical data 
collection; 
(2) The categories that are smaller than NC 
and SC, respectively, in the proportion of 
quantity and dough machine are identified as 
categories that need to be expanded. NC and 
SC are hyperparameters; 
(3) Select a picture, and skip the picture when 
the total number of targets in the image that 
needs to be amplified is less than N; When the 
total number of targets is greater than or 
equal to N, the mean drift clustering 
algorithm is used to classify the targets that 
need to be amplified. N is a hyperparameter; 
(4) Take the boundary target contained in 
each category as the boundary, frame this 
area, stretch this area to the original map area 
size equally, and generate a new labeling file, 
in which the truncated target area accounts 
for more than 50% of the original target area, 
it is marked as a positive sample, otherwise 
the target is not marked; 
Repeat step (3) until all the images in the 
dataset have been traversed, and finally the 
expanded training set is obtained. 
4.3. Experimental Content 
In order to verify the effectiveness of the 
adaptive clustering network, this paper uses 
different image segmentation methods to test 
on the VisDrone 2019 dataset, and analyzes 
the test results [28]. To verify the effectiveness 
of the detection network, this paper uses 
Faster RCNN as the baseline detection 
network, and in addition to testing on the 
VisDrone dataset, this paper also uses the 
DOTA and UAVDT datasets for training and 
testing. To verify the effectiveness and 
robustness of the sample balancing strategy, 
this paper uses a trained YOLOv5 network to 
test on the VisDrone 2019 dataset [32]. 
 

   

The UAVDT dataset is a dataset mainly used for tar-
get tracking, which forms a target detection dataset 
by capturing images of video frames. The dataset is 
not divided into training, validation, and testing sets. 
The UAVDT target detection dataset annotates three 
types of targets: automobiles, buses, and trucks. As 
shown in Figure 3, the images in the UAVDT dataset 

are both 1024 in size × 540. The majority of the cars in 
the left image are distributed in the center of the road, 
accounting for about half of the image area; Some of 
the cars in the right image are concentrated on both 
sides of the road, while the other part is concentrated 
in the parking lot directly above the image.

4.2. The Sample Balancing Policy Processes 
the Dataset
After analyzing the three datasets, the following con-
clusions can be drawn: first, the scales of the various 
targets of the datasets vary greatly; Second, the distri-
bution of various types of targets in the data is long-
tail distribution, that is, the proportion of various 
target areas in the training set varies greatly. In this 
paper, a sample balancing strategy is proposed to am-
plify the area and quantity proportion of small sample 
data, so as to reduce the influence of long tail [43], [12] 
distribution on the accuracy of the detection model.
The specific steps of the sample balancing strategy 
are as follows:
1 The proportion of the number and area of various 

targets in the statistical data collection;
2 The categories that are smaller than NC and SC, re-

spectively, in the proportion of quantity and dough 
machine are identified as categories that need to be 
expanded. NC and SC are hyperparameters;

3 Select a picture, and skip the picture when the to-
tal number of targets in the image that needs to be 
amplified is less than N; When the total number of 
targets is greater than or equal to N, the mean drift 
clustering algorithm is used to classify the targets 
that need to be amplified. N is a hyperparameter;

4 Take the boundary target contained in each cate-
gory as the boundary, frame this area, stretch this 
area to the original map area size equally, and gen-
erate a new labeling file, in which the truncated tar-
get area accounts for more than 50% of the original 
target area, it is marked as a positive sample, other-
wise the target is not marked;
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varies, with the smallest target occupying less 
than 10 pixels and the largest target 
occupying several hundred thousand pixels. 
As shown in Figure 2, the images in the 
DOTA training set are 1143 in size × 1235、
1552 × 1951。 The main annotation targets in 
Figure 2 (left) are small and large cars, 
arranged neatly and concentrated in a certain 
area, with the target area accounting for no 
more than half of the entire image area; The 
main annotation target in Figure 2 (right) is 
the ship, which is mainly distributed in the 
bottom left corner of the image, and its area 
does not exceed a quarter of the image area. 
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reduce the influence of long tail [43], [12] 
distribution on the accuracy of the detection 
model. 
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needs to be amplified is less than N; When the 
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algorithm is used to classify the targets that 
need to be amplified. N is a hyperparameter; 
(4) Take the boundary target contained in 
each category as the boundary, frame this 
area, stretch this area to the original map area 
size equally, and generate a new labeling file, 
in which the truncated target area accounts 
for more than 50% of the original target area, 
it is marked as a positive sample, otherwise 
the target is not marked; 
Repeat step (3) until all the images in the 
dataset have been traversed, and finally the 
expanded training set is obtained. 
4.3. Experimental Content 
In order to verify the effectiveness of the 
adaptive clustering network, this paper uses 
different image segmentation methods to test 
on the VisDrone 2019 dataset, and analyzes 
the test results [28]. To verify the effectiveness 
of the detection network, this paper uses 
Faster RCNN as the baseline detection 
network, and in addition to testing on the 
VisDrone dataset, this paper also uses the 
DOTA and UAVDT datasets for training and 
testing. To verify the effectiveness and 
robustness of the sample balancing strategy, 
this paper uses a trained YOLOv5 network to 
test on the VisDrone 2019 dataset [32]. 
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reduce the influence of long tail [43], [12] 
distribution on the accuracy of the detection 
model. 
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collection; 
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total number of targets is greater than or 
equal to N, the mean drift clustering 
algorithm is used to classify the targets that 
need to be amplified. N is a hyperparameter; 
(4) Take the boundary target contained in 
each category as the boundary, frame this 
area, stretch this area to the original map area 
size equally, and generate a new labeling file, 
in which the truncated target area accounts 
for more than 50% of the original target area, 
it is marked as a positive sample, otherwise 
the target is not marked; 
Repeat step (3) until all the images in the 
dataset have been traversed, and finally the 
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4.3. Experimental Content 
In order to verify the effectiveness of the 
adaptive clustering network, this paper uses 
different image segmentation methods to test 
on the VisDrone 2019 dataset, and analyzes 
the test results [28]. To verify the effectiveness 
of the detection network, this paper uses 
Faster RCNN as the baseline detection 
network, and in addition to testing on the 
VisDrone dataset, this paper also uses the 
DOTA and UAVDT datasets for training and 
testing. To verify the effectiveness and 
robustness of the sample balancing strategy, 
this paper uses a trained YOLOv5 network to 
test on the VisDrone 2019 dataset [32]. 
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Repeat step (3) until all the images in the dataset have 
been traversed, and finally the expanded training set 
is obtained.

4.3. Experimental Content
In order to verify the effectiveness of the adaptive 
clustering network, this paper uses different image 
segmentation methods to test on the VisDrone 2019 
dataset, and analyzes the test results [28]. To verify 
the effectiveness of the detection network, this paper 
uses Faster RCNN as the baseline detection network, 
and in addition to testing on the VisDrone dataset, 
this paper also uses the DOTA and UAVDT datasets 
for training and testing. To verify the effectiveness 
and robustness of the sample balancing strategy, this 
paper uses a trained YOLOv5 network to test on the 
VisDrone 2019 dataset [32].

4.4. Experiment Setup
The computer hardware environment uses Intel(R) 
Xeon(R) Gold 6134 CPU @ 3.20GHz × 2 processor, 
RTX 2080Ti (11 G) × 2 graphics card, 64GB memory; 
The software environment adopts version 1.8.1 Py-
torch, 3.8.12 version Python, 3.0 version Anoconda3 
and 10.1 version CUDA; the drone used for shooting is 
DJI Mavic 2, with 20 million image pixels.

4.5. Experimental Results and Analysis
4.5.1. VisDrone Test Set Test Results
Table 1 shows the experimental results of the model in 
the VisDrone test set, where the master Dry networks 
represent the network structure used for feature ex-

traction; The “O”, “C” and “OC” of the segmentation 
mode represent the original figure [47], uniform seg-
mentation, and cluster segmentation, respectively; 
APs, APm, and APl indicate the detection accuracy 
of small, medium, and large targets, respectively. In 
order to verify the detection effect of the clustering 
detection network, different segmentation methods 
were set up for comparative verification, in which 
the segmentation method was the original image, in-
dicating that 548 pictures in the test set were used 
without any processing. The segmentation method is 
uniform segmentation, which means that all pictures 
in the test set are evenly divided into 6 equal parts; 
When ClusDet clusters the pictures, the number of 
clusters is fixed as a hyperparameter, and the hyper-
parameters have been determined before training the 
network, and the number of clusters of the adaptive 
clustering network proposed in this paper is output 
by the network adaptively [44].
Table 1 shows that the use of uniform segmentation 
can improve the detection accuracy of small targets, 
but the segmentation process will cause large targets 
to be truncated, greatly reduce the detection accuracy 
of large targets, and reduce the recall rate. ClusDet al-
gorithm uses the combination of cluster detection and 
original image detection, and the clustering method 
further improves the detection accuracy of small tar-
gets, while the original image detection ensures the 
detection accuracy of large targets, and the average 
detection accuracy of the method is greatly improved. 
In this paper, the adaptive clustering network is used 
to cluster the images, and the improved DetNet59 
network and CBAM [25] network are used as feature 

Table 1
Test results of the model at VisDrone 2019

method Backbone network Split 
method

Number of 
images mAP AP50 AP75 APs APm APl

FRCN+FPN ResNet50 mistake! Ref-
erence source not found o 548 21.4 40.7 19.9 11.7 33.9 54.7

FRCN+FPN ResNet101 o 548 21.4 40.7 20.3 11.6 33.9 54.9

FRCN+FPN+EIP ResNet50 c 3,288 21.1 44.0 18.1 14.4 30.9 30.0

FRCN+FPN+EIP ResNet101 c 3,288 23.5 46.1 21.1 17.1 33.9 29.1

ClusDet ResNet50 o+ca 2,716 26.7 50.6 24.7 17.6 38.9 51.4

ClusDet ResNet101 o+ca 2,716 26.7 50.4 25.2 17.2 39.3 54.9

Adaptive clustering detec-
tion method +FRCNN Improved DetNet59 o+ca 2,965 31.4 54.5 27.3 21.7 40.7 53.6
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extraction networks, and the detection network still 
uses Faster RCNN. The detection results show that 
the detection effect of large and medium targets is not 
much different between the proposed algorithm and 
ClusDet algorithm. For the detection effect of small 
targets, the detection algorithm in this paper is great-
ly improved than that of ClusDet algorithm.

4.5.2. DOTA Dataset Test Results
Table 2 shows the detection results of different meth-
ods in the DOTA dataset. The data shows that the de-
tection accuracy of medium targets using the uniform 
segmentation method is higher than that of the clus-
tering method, the reason is: the images in the DOTA 
dataset are taken by satellites, the image size is large, 
the area and number of medium targets account for 
the highest proportion, and the proportion of medium 
targets in evenly segmented pictures is much higher 
than that of small targets and large targets, and the re-
call rate of medium target detection results will also 
be improved. In general, the average accuracy of the 
adaptive clustering detection algorithm is not much 
different from ClusDet, and the detection accuracy of 
small targets is improved, while the detection accura-
cy of large and medium targets is reduced.

Table 2
Test results of the model in DOTA dataset

method Backbone network Number of images AP AP50 AP75 APs APm APl

FRCNN+FPN+EIP ResNet50 2,838 31.0 50.7 32.9 16.2 37.9 37.2

FRCNN+FPN+EIP ResNet101 2,838 31.5 50.4 36.6 16.0 38.5 38.1

ClusDet ResNet50 1,055 32.2 47.6 39.2 16.6 32.0 50.0

ClusDet ResNet101 1,055 31.6 47.8 38.2 15.9 31.7 49.3

Adaptive clustering detec-
tion method +FRCNN

Improved Det-
Net59 1,726 31.4 47.1 39.6 17.3 33.6 47.7

Table 3
The model was tested on the UAVDT dataset

method Backbone net-
work

Number 
of images AP AP50 AP75 APs APm APl

FRCNN+FPN ResNet50 15,069 11.0 23.4 8.4 8.1 20.2 26.5

FRCNN+FPN+EIP ResNet50 60,276 6.6 16.8 3.4 5.2 13.0 17.2

ClusDet ResNet50 25,427 13.7 26.5 12.5 9.1 25.1 31.2

Adaptive clustering detec-
tion method +FRCNN

Improved Det-
Net59 45,736 15.3 29.3 16.2 11.7 26.7 32.3

4.5.3. UAVDT Dataset Test Results
Table 3 shows the detection results of different meth-
ods in the UAVDT dataset. The data in the table show 
that the detection accuracy of the adaptive clustering 
algorithm for large, medium and small targets is high-
er than that of ClusDet, and its detection effect is bet-
ter than that of other methods.
Based on the above experimental results, the adaptive 
clustering detection algorithm proposed in this paper has 
a good detection effect on UAV images, greatly improves 
the effect of detecting small targets in UAV images, and 
improves the detection accuracy to a certain extent.

4.5.4. Ablation Experiment
Through ablation experiment results, we can prove 
the effectiveness of the model.

4.5.5.Related Experiments on Variable Threshold 
NMS 
The YOLOv5 algorithm was used as the detection net-
work, and the standard NMS, soft NMS, and variable 
threshold NMS algorithms were used for testing. As 
shown in Figures 4-6, the test results using standard 
NMS, soft NMS, and variable threshold NMS, re-
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Table 4
Comparison data of ablation experiment

method Backbone network Split 
method

Number of 
images mAP AP50 AP75 APs APm APl

FRCN+FPN Improved Det-Net59 o 548 23.2 41.5 22.4 13.1 35.7 54.8

FRCN+FPN+EIP Improved Det-Net59 c 3,288 22.1 45.3 20.6 15.4 31.3 31.1

GloDetecNet +Adaptive 
ClusDet Improved Det-Net59 o+ca 2,965 30.1 52.7 25.8 19.6 39.5 52.3

GloDetecNet+Adaptive 
ClusDet+LocDetecNet Improved Det-Net59 o+ca 2,965 31.4 54.5 27.3 21.7 40.7 53.6

Figure 4 
Recall based on NMS
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spectively show that the recall rate detected using the 
variable threshold NMS algorithm has a certain im-
provement compared to the recall rate detected using 
the standard NMS algorithm.

4.5.6. Related Experiments on Sample Balance 
Strategy
To verify the improvement effect of sample balance 
strategy on network models. This article sets up a 
comparative experiment, and the experimental pro-
cess is as follows: the network is trained using the 
original training set and the training set using the 
sample balance strategy, and then tested on the Vis-
Drone 2019 test set. The detection results are shown 
in Figures 7-8.
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Calculate the proportion of various target numbers 
and areas in the VisDrone 2019 training set, with 
the largest proportion being cars and the smallest 
proportion being covered tricycles. The provided 
figures show the accuracy recall (P-R) curves of var-
ious target test results. As shown in the figures, the 
detection accuracy of the car reached 77.3%, while 
the average detection accuracy of the covered tricy-
cle was only 13.2%, indicating that the existence of 
a long tail distribution training set has a significant 
impact on the accuracy of the model. The test results 
show that the model using the sample balance strat-
egy has improved the detection accuracy of cars by 
2.6% to 79.9%, and the detection accuracy of tricy-
cles with canopies has increased by 2.7% to 15.9%. 
In addition to a decrease in the detection accuracy 
of ‘people’, the average detection accuracy of oth-
er types of targets has also significantly increased, 
mAP@0.5 An increase of 2.5%.
As shown in Figure 9, the change curve of relevant pa-
rameters in the training set training network process 
after using the sample balance strategy, the loss func-
tion in the figure shows a downward trend and gradual-
ly tends to be flat, and the accuracy, recall and average 
precision curves also tend to be flat, which indicates 
the effectiveness of the sample balance strategy.
As shown in Figure 10, the detection results of mod-
el testing fully demonstrate that the sample balance 
strategy can effectively improve the detection accura-

Figure 7
Detection results without using sample balance strategy

Figure 8
Detection results using sample balance strategy
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As shown in Figure 10, the detection results of model testing fully demonstrate that the sample balance strategy can effectively 
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cy of small sample targets, such as bicycles and other 
small sample targets in the figure.
To further validate the effectiveness of the model in 
real drone images, we used drones to capture some 
images, annotated them, and created a test set.
The test results of drone aerial images are as follows. 
The scene in Figure 11 (left) is a basketball court, 
where pedestrians can be detected correctly. How-

Figure10
Test examples under model testing
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ever, in the upper part of the picture, the background 
environment becomes a construction site, and some 
vehicles and pedestrians are not detected. This re-
sult indicates that the difficulty of object detection in 
complex background environments is still significant. 
The scene in Figure 11 (right) is a campus, with a clear 
background and a larger target size. Targets such as 
vehicles, pedestrians, and motorcycles can be cor-
rectly detected. 

Figure 11
Test Result (1)

 
To further validate the effectiveness of the model in real drone images, we used drones to capture some images, annotated them, 
and created a test set. 
The test results of drone aerial images are as follows:  
The scene in Figure 11 (left) is a basketball court, where pedestrians can be detected correctly. However, in the upper part of the 
picture, the background environment becomes a construction site, and some vehicles and pedestrians are not detected. This 
result indicates that the difficulty of object detection in complex background environments is still significant. The scene in 
Figure 11 (right) is a campus, with a clear background and a larger target size. Targets such as vehicles, pedestrians, and 
motorcycles can be correctly detected.  

Figure 11 Test Result (1) 
 

The background in Figure 12 (left) is relatively complex, with sparse target distribution and high detection difficulty. The water 
storage tank in the lower right corner of the image is detected as a car, and the detection results of other targets are all correct. 
The background in Figure 12 (right) is simpler than that in the left image. Most of the targets are concentrated on the road, and 
most of them have been detected. However, some sparsely distributed targets have been misdetected, such as the shadow of the 
pedestrian below the image being detected as a pedestrian. 
 

  
Figure12 Test Result (2)  

 
By testing on real drone images, the network proposed in this article can accurately detect most of the targets. However, there 
are still problems: firstly, when detecting images with complex backgrounds, there may be missed detections; Secondly, when 
detecting areas with sparse distribution of image targets, false positives may occur. By using data augmentation strategies and 
optimizing the backbone detection network to train better models, the missed detection rate and false detection rate can be 
reduced to a certain extent, but this phenomenon cannot be completely eliminated. 
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Figure12
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The background in Figure 12 (top) is relatively com-
plex, with sparse target distribution and high detec-
tion difficulty. The water storage tank in the lower 
right corner of the image is detected as a car, and the 
detection results of other targets are all correct. The 
background in Figure 12 (right) is simpler than that 
in the left image. Most of the targets are concentrat-
ed on the road, and most of them have been detected. 
However, some sparsely distributed targets have been 
misdetected, such as the shadow of the pedestrian be-
low the image being detected as a pedestrian.
By testing on real drone images, the network proposed 
in this article can accurately detect most of the targets. 
However, there are still problems: firstly, when de-

tecting images with complex backgrounds, there may 
be missed detections; Secondly, when detecting areas 
with sparse distribution of image targets, false posi-
tives may occur. By using data augmentation strategies 
and optimizing the backbone detection network to 
train better models, the missed detection rate and false 
detection rate can be reduced to a certain extent, but 
this phenomenon cannot be completely eliminated.

5. Conclusion
In order to improve the detection accuracy of small tar-
gets in UAV images, an adaptive clustering detection 
method is proposed. This method divides the whole 
detection process into three parts: first, this paper 
proposes an adaptive clustering algorithm to segment 
the image; Second, the segmentation and filling meth-
ods are used to correct the segmented image; Third, 
the detection network is used to detect the segmented 
image and the original image, in which the detection 
network can be any object detection algorithm, and 
the backbone network of the detection network is used 
to improve the detection accuracy of the model by in-
troducing attention mechanism, NMS with variable 
threshold, and using sample balancing strategy. The 
simulation results show that the adaptive clustering 
target detection method of Unmanned Aerial Vehicle 
(UAV) image based on long-tail distribution great-
ly improves the detection accuracy of small targets, 
which can effectively improve the detection accuracy 
of the model for targets in the agglomeration area, and 
the model has good generalization ability. This article 
proposes a sample balance strategy that to some ex-
tent changes the uneven distribution of data, but the 
enhanced dataset still has a long tail distribution. It is 
hoped that researchers can propose better data prepro-
cessing methods to reduce the deviation of algorithm 
models and improve detection accuracy.
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