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Aiming to quickly and accurately detect abnormal behaviors of workers in central control rooms, such as play-
ing mobile phone and sleeping, an abnormal behavior detection algorithm based on improved YOLOV5 is pro-
posed. The technique uses SRGAN to reconstruct the input image to improve the resolution and enhance the
detailed information. Then, the MnasNet is introduced to replace the backbone feature extraction network of
the original YOLOvVS5, which could achieve the lightweight of the model. Moreover, the detection accuracy of
the whole network is enhanced by adding the ECA-Net attention mechanism into the feature fusion network
structure of YOLOv5 and modifying the loss function as EIOU. The experimental results in the custom dataset
show that compared with the original YOLOvVS5 algorithm, the algorithm proposed in this paper improves the
detection speed to 75.50 frames/s under the condition of high detection accuracy, which meets the require-
ments of real-time detection. Meanwhile, compared with other mainstream behavior detection algorithms,
this algorithm also shows better detection performance.
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1. Introduction

The central control room is the carrier of informa-  industry, it is of necessity to coordinate the control
tion exchange between the production equipment of various proportions of the recipe and the dosing of
and the central control system in factory area, which  carbon black through the central control room. In the
plays an essential role in industrial production [18].  process, the personnel on duty in the central control
For example, in the mixing workshop of the rubber  room have to focus on the monitoring situation all the
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time and make relevant records. However, some slack
behaviors such as playing phones and sleeping of the
personnel on duty could lead to untimely control, in-
accurate records and even cause serious safety acci-
dents [26]. Thereby, we present a behavior detection
algorithm based on deep learning, which can fast and
accurately detect the above-mentioned abnormal be-
haviors in central control room.

Abnormal behavior recognition is one of the basic
tasks in the field of computer vision, especially the
video surveillance. The commonly used behavior de-
tection methods include human posture recognition
[14], detection by smart wearables or smart watches
[6, 30], and target detection [36]. However, due to the
resolution of camera, the variety of target posture and
the complexity of shooting scene, the task of behavior
detection is still a huge challenge in the field of com-
puter vision [43, 33].

Lately, with the development of deep learning tech-
nology [23, 39], the above-mentioned problems have
been addressed. Due to the excellent performance of
deep learning technology in field of video surveillance
and biometric [1, 13, 28], many studies are using the
convolutional neural networks (CNNSs) to carry out
abnormal behavior detection [8, 9]. Compared with
the traditional behavior detection algorithms, the
CNNs-based algorithm uses convolutional layer and
pooling layer to extract features, which can improve
both the detection accuracy and detection speed [19].

In this paper, the target detection technology is ap-
plied into abnormal behavior detection, and human
is the only target. So far, the target detection algo-
rithms based on CNNs can be divided into two catego-
ries: the two-stage object detection and the one-stage
object detection.

The two-stage algorithm (such as R-CNN [42], Fast-
er R-CNN [25], etc.) implements the object detection
with two processes: extracting the candidate regions
and classifying the extracted regions. For example,
the Faster R-CNN uses a backbone network to obtain
a shared feature map, then uses the RPN (region pro-
posal network) to generate the ROI (region of inter-
est), and resize the ROI feature through ROI Pooling.
Finally, a FC (fully connection) layer integrates the
feature information for target classification and loca-
tion. Generally speaking, the two-stage algorithm owns
the advantages of higher detection accuracy and lower
miss-detection rate. However, the detection speed of
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two-stage algorithm is lower, which makes it cannot
satisfy the real-time detection scenarios, such as video
surveillance, medical diagnosis and traffic security.

On the contrary, the one-stage algorithm such as SSD
(single-hot multi-Box detector) [17] and YOLO (you
only look once) [24, 29], has great performance in de-
tection speed. The core of the one-stage algorithm is
that, for the input images, the target size, position and
category are regressed directly through the network.
Thus, the final detection results can be obtained with
a single detection, which makes the detection speed
higher. Of course, the detection accuracy of one-stage
algorithm is commonly lower than two-stage algo-
rithm. Hence, a variety of one-stage models are pro-
posed to balance the detection accuracy and speed. For
example, compared with the YOLOvV1, the SSD intro-
duces the pyramid feature hierarchy to enhance the de-
tection ability for small target, but the recall is still rate.
While YOLOv2 and YOLOvS3 uses the BN (batch nor-
malization) layer and anchor boxes to improve the de-
tection accuracy, especially the small target. Based on
this, the YOLOvV4 [5] applies Mosaic, CSP, SPP module
and FPN+PAN module to balance the detection accu-
racy and detection speed. In recent years, the YOLOvV5
[37] algorithm is proposed. Compared with YOLOv4,
it replaces the SPP module with SPPF module, and
integrates the CSP module into both backbone and
neck, which further improves its comprehensive per-
formance. However, there still exists several problems
such as model complexity, false detection and missed
detection in actual behavior detection.

Thus, the article presents an indoor abnormal behav-
ior detection algorithm based on improved YOLOV5.
The algorithm uses SRGAN (super resolution GAN)
[15] to enhance the image resolution for the prob-
lems of distortion and blurring in images taken by
surveillance devices of conventional cameras. The
use of MnasNet [32] to replace the original feature
extraction network reduces the number of network
parameters and improves the training and detect-
ing speed of the model. By adding the ECA-Net (effi-
cient channel attention neural network) [35] atten-
tion mechanism and changing the loss function with
EIOU (efficient IOU) [41], the detection accuracy of
the overall network is enhanced, especially for the de-
tection of small objects such as mobile phone. The ef-
fectiveness of the proposed algorithm is experiment-
ed and verified on the custom dataset.
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‘We summarize our main contribution as follows:

1 Toenhance the resolution of the video surveillance
images, the SRGAN is introduced as image prepro-
cessing.

2 To reduce the computation costs of the YOLOv5
algorithm, we apply the MnasNet to replace the
original backbone, aiming to improve the feature
extraction speed and achieve lightweight of the
proposed model.

3 To reinforce the model’s detection ability for
small objects such as smart phone, the attention
mechanism ECA-Net is introduced into the fea-
ture fusion process, which can further simplify
the model and accelerate the computing process
at the meantime.

4 To further improve the model’s robustness, we re-
place the original loss function of YOLOvV5 with
EIOU, which can also improve the detecting accu-
racy of the model.

The remaining section of this paper is as follows:
Section 2 presents some related works. Section 3 in-
troduces the proposed methodology, while Section 4
gives the experimental results and analysis. Section 5
concludes our work.

2. Related Work

In this section, we mainly discuss the related works
about abnormal behavior detection. As mentioned
above, the behavior detection using target detection
technology primarily include two categories: two-
stage detection and one-stage detection. The two-
stage detection algorithm uses candidate regions and
CNN classification networks to accomplish target
detection. The one-stage detection algorithm directly
generates the class probability and position coordi-
nate values of the object.

2.1. Two-stage Object Detection

In 2014, the R-CNN was proposed, which had intro-
duced the deep learning technology into object de-
tection. After that, researchers proposed a variety of
two-stage object detection algorithms. Among them,
the Faster R-CNN was one of the most classical meth-
ods. This method applies RPN to accomplish the ROI
generation, which significantly improves the detec-
tion speed.
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However, the Faster R-CNN does not performance
well in small target detection. Thus, scholars improve
the structure of original Faster R-CNN to solve the
false detection. For example, Mo et al. [20] proposed
a research on human behavior detection based on
Faster R-CNN. The Faster R-CNN algorithm was
combined with OHEM (online-hard-example-min-
ing) and the BN (batch normalization) algorithm to
improve the accuracy of behavior detection. Although
this method has obtained high detection accuracy on
public dataset VOC 2012 Action, the problem of high
model complexity still exists. Therefore, Jiang et al.
[12] used a multi-time scale dual-stream network to
extract features and improved the Faster R-CNN with
the principle residual network. The testing results on
custom data set have shown that the proposed meth-
od can effectively reduce the running speed of the
whole network. In addition, Wang et al. [34] designed
a variety of network improvement schemes such as
difficult case extraction and multilayer feature fusion
into Faster R-CNN algorithm. The comprehensive
performance of the proposed method is verified on
public data set VRU. Overall, to balance the detec-
tion accuracy and speed, researchers have improved
the original Faster R-CNN with various strategies.
However, due to the high computational complexity,
two-stage detection models still cannot implement
real-time detection for behavior detection in video
surveillance. Hence, a variety of one-stage behavior
detection algorithms are proposed recently.

2.2. One-stage Object Detection

Compared with two-stage object detection algorithm,
one-stage object detection algorithm is simpler in
process of feature extraction, which can reduce the
computational complexity with expanse of detection
accuracy. Therefore, scholars apply various one-stage
object detection algorithm into abnormal behavior
detection. For instance, Du et al. [4] replaced the fea-
ture extraction layer of SSD net with depth-separable
convolution, which can reduce the number of model
parameters. The improved SSD algorithm is trained
and verified on public data set State Farm Distracted
Driver Detection. Even though this method can ef-
fectively detect the driver’s distraction behavior, the
detection effect for target occlusion and small target
does not perform well.

To increase the detection accuracy for small target,
Chen et al. [3] presented an abnormal driving behav-
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ior (including smoking and calling) detection algo-
rithm based on YOLOvV4, the research introduces the
CMBA attention mechanism to enhance the detec-
tion of small target. The proposed model shows good
performance on self-constructed dataset. Moreover,
since the YOLOV5 algorithm was proposed, it had
been widely used in various fields such as medical
detection [21, 31], car driver detection [22], deep-sea
detection [38], and pose recognition [16]. In abnor-
mal behavior detection, Zhang et al. [40] detected
unsafe behaviors such as un-wearing safety helmets
and smoking in industrial places with an improved
YOLOV5 framework. Chen et al. [2] introduced ASAE
(adaptive self-attention embedding) module and
WFPN (weighted feature pyramid network) module
into the original YOLOV5 framework. The improved
YOLOv5 model can detect unsafe behavior in indus-
trial field with high accuracy and speed.

The above-mentioned instances have shown that the
YOLOVvS5 algorithm owns better robustness and broad
applicability. Compared with two-stage detection al-
gorithm, YOLOvV5 uses CNN network for end-to-end
processing and directly generates multiple bounding
boxes in the image. Thus, the same network outputs
the position and classification of the targets, which
reduces the consumption of computing resources.
Meanwhile, the YOLOv5 model can effectively bal-
ance the detection accuracy and speed. Therefore,
this paper adopts YOLOVS5 as the base framework to
detect abnormal behavior in central control room.

3. Methodology

In this section, we mainly describe the detail of our
proposed YOLOvV5-MEE algorithm. Firstly, the over-
all network structure of SRGAN is introduced, then,
we respectively discuss the framework of MnasNet,
ECA-Net and EIOU. Finally, we provide the whole
structure of our improvement YOLOvV5 algorithm.

3.1.Image Preprocessing with SRGAN

The images with distortion and blurring will cause
difficulties in process of feature extraction and re-
duce the accuracy of behavior detection. Thus, we
introduce the SRGAN to improve the resolution of
the image taken by surveillance cameras in the cen-
tral room.
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SRGAN (super-resolution generative adver-sarial
network) is one of the mainstream algorithms for im-
age super-resolution reconstruction based on deep
learning, which aims to convert low-resolution imag-
es into high-resolution images.

The whole network mainly contains two network
models: the generator network and the discriminator
network, the former network reconstructs a low-res-
olution image into a high-resolution image, and the
later one is used to judge the difference between the
generated image and the original image. The network
structure of SRGAN is shown in Figure 1.

The generator network of SRGAN is an improve-
ment on SR-ResNet (super-resolution residual net-
work) [11], which mainly includes four components:
low-level feature extraction, high-level feature ex-
traction, de-convolutional layer and CNN recon-
struction layer. The input to the generator network
is a low-resolution image, which first passes through
a 9x9 convolutional layer and a relu-activated layer.
Then, the features are further extracted via N residual
modules, and the flow of information between layers
is improved by jumping connection. Finally, the size
of features has been increased by two up-sampling,
and then the output result is obtained through feature
reconstruction, that is, a high-resolution image.

In Figure 1(b), the input of SRGAN’s discriminator
network is a high-resolution real image or a high-res-
olution fake image generated by the generator net-
work. The Leaky Relu activation function is used to
prevent negative output necrosis, and the calculation
of redundant information is reduced by multiple step
convolution. At the end of the network, the fully con-
nected layer and the Sigmoid function are used for bi-
nary classification, that is, to determine whether the
input image data is the data in the real training data,
the judgment result is between 0~1, closing to 1 means
that it is judged to be a real picture, and closing to O
means that it is judged to be a false picture.

Different from the loss function of the previous SR
model, the loss function of SRGAN consists of two
parts, namely G_Loss and D_Loss. where G_Loss is
the loss of the generator, which is defined as:

SR SR -3 7SR
Pr=00+10710 (€

where [*® donates the loss of content, which includes
the MSE Loss and VGG Loss; lgfn is the loss of antag-
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Figure 1
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Architecture of the SRGAN [15]: (a) generator network structure, (b) discriminator network structure
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D_Loss represents the loss of the SRGAN discrimi-
nator network, which is the binary cross-entropy loss
function, which is defined as:

I, ==y*log D(x") = (1-y)*
log(1-D(x"™))

®)

3.2. Feature Extraction Network of MnasNet

MnasNet is a lightweight neural network suitable for
mobile terminals proposed by Google in 2019, which
is mainly composed of standard convolution, deep
separable convolution and inverse residual structure,
which can improve the detection speed and reduce
the amount of redundant parameters while ensuring
that the detection accuracy is not reduced.

From the overall architecture, MnasNet inherits the
deep separable convolution module of MobileNetV1
[10] and the inverse residual structure module of Mo-
bileNetV2 [27], and uses 5x5 convolution kernels in
some convolutional layers to increase the receptive
field of the network and improve the detection accu-
racy of the network. The two basic modules of Mnas-
Net are shown in Figure 2.

The Deep Separable Convolution Module (SepConv)
is consisted of two convolutional structures: deep
convolution and point-by-point convolution, the for-
mer is used to process information in the direction of
length and width, and the number of convolution ker-
nels is determined according to the number of chan-



Information Technology and Control

Figure 2

Two main modules of the MnasNet: (a) module of SepConv,
(b) module of MBConv-n

\T/ HxWxF
HxWxnF

DWConv kxk. BN.

HxWxnF

HxWxF

(@) ()

nels of the input image, and each channel will gener-
ate a corresponding feature map. The latter is used to
process information across channel directions, using
a 1x1 standard convolution to integrate the output of
deep convolution.

In the Inverse Residual Structure Module (MB-
Conv-n), n represents the expansion coefficient of
the number of channels of the original image. This
module adopts the operation mode of “convolutional
dimension -deep convolution - convolution dimen-
sionality reduction”, and performs deep convolution
in high-dimensional space after dimensiona-lization,
which can effectively ensure the richness of network
feature extraction and reduce the amount of model
parameters and calculation.

The original backbone of YOLOv5 is CSPDarknet-53,
which introduces a CSP (cross stage partial) mod-
ule into the Darknet-53. The CSPDarknet-53 can
enhance the learning ability of CNN and reduce the
memory cost. To further reduce the training parame-
ters and improve inference speed, this paper replaces
the backbone feature extraction network of YOLOv5s
with MnasNet, and the specific structure of the re-
placed network is shown in Table 1. Specifically, the
structure of MnasNet consists 132 layers, we extract
the layer 52, layer 99 and layer 132 as the effective
feature layers. Supposing the size of input image is
640x640x3, the output feature maps of three effective
layers are 80x80x240, 40x40x672 and 20x20x1280,
respectively. Then we use the three feature layers
to construct FPN feature pyramid in the neck of
YOLOVS5.

2024/1/53

Table 1
The backbone feature extraction network structure of the
improved YOLOv5s

Input Scale Type &lﬁ:; Step
640x640x3 Conv(3x3) 32 2
320x320%x32 SepConv(3x3) 16 1
320x320x16 MBConv-6(3x3) 24 2
160x160x24 = MBConv-6(3x3) 24 1
160x160x24 MBConv-3(5x5) 40 2
80x80x40 MBConv-3(5x5) 40 1
80x80x40 MBConv-3(5x5) 40 1
80x80x40 MBConv-6(3x3) 80 2
40x40%x80 MBConv-6(3x3) 80 1
40x40x80 MBConv-6(3x3) 80 1
40x40x80 MBConv-6(3x3) 80 1
40x40x80 MBConv-6(3x3) 112 2
40x40x112 MBConv-6(3x3) 112 1
40x40x112 MBConv-6(5%5) 160 2
20x20x160 MBConv-6(5x5) 160 1
20x20x160 MBConv-6(5%5) 160 1
20x20x160 MBConv-6(3x3) 320 2
20x20x320 Conv(1x1) 1280 1

3.3. ECA-Net Attention Mechanism

The channel attention mechanism ECA-Net (Effi-
cient Channel Attention-Net) is an improvement on
SE-Net [7] in the feature transformation part. Differ-
ent from SE-Net’s fully connected channel informa-
tioninter-action mode, ECA-Netrealizes information
interaction between channels through one-dimen-
sional convolution, and uses a method based on adap-
tive selection of convolution kernel size to realize lo-
cal interaction of channel information, which reduces
the complexity of the model while maintaining the
performance of the model. The structure of ECA-Net
is shown in Figure 3.

For an input image with size of H xW xC, the fea-
ture map } islearned through a fast one-dimensional
convolution with weight sharing after global average
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Figure 3
Module of ECA-Net

pooling(GAP). The kernel size of the fast one-dimen-
sional convolution represents the coverage of local
cross-channel interactions, which can be determined
by an adaptive function based on the size of input chan-
nel C. Then the function o = sigmoid() is used to de-
termine the weight matrix for each channel, whose
size is 1 x1x C. Finally, the original input features and
channel weights are multiplied to obtain a feature map
% with channel attention. The relationship between
the convolution kernel size k of a fast one-dimensional
convolution and the input channel C'is as follows:

k:,/,(c)zlog_zC+1 , o

odd

where 7 and b are two parameters of the mapping
function, the values are generally 2 and 1, respective-
ly. odd donates taking an odd number. We can adap-
tively select the size of convolution kernel for differ-
ent channel counts through Equation (6).

In this paper, the ECA-Net is introduced into the fea-
ture fusion process of YOLOvV5. The output feature
maps from MnasNet will be further processed by
ECA-Net to enhance the useful feature (especially for
small target feature) information. By this manner, the
network can better extract the key information with-
out increasing the training cost.

3.4. Loss Function of EIOU

The original YOLOV5 algorithm adopts the Complete
Intersection over Union Loss (CIOU) as the loss func-
tion of the bounding box, which adds the overlapping
area, center point distance and aspect ratio of the pre-
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diction box and the real box to the calculation at the
same time, considering the difference between the
predicted box and the real box from more dimensions,
making the regression of the bounding box more sta-
ble. The CIOU loss function is defined as follows:

(b, b*
LosS 0, =1-10U +L’2)+av ™
N
1-10U +v v
gt
y= iz (arctan(w—t) - arctan(ﬂ))z . ©)
T g® h

The meaning of IOUrepresents the ratio of the intersec-
tion and union of the real box and the predicted box and
p’(b,b%) is the Euclidean distance of the prediction
box from the center point of the real box. & donates a
weight parameter, V is a parameter that measuring the
similarity of the aspect ratio of the prediction box and
the real one, which are defined as Equations (8)-(9), re-
spectively. Moreover, w*' and 4% represent the width
and height of the prediction box, while w and & donate
the width and height of the real box.

As can be seen in Equation (9), the CIOU uses the rela-
tive proportions of width and height, rather than their
true difference from their confidence, respectively.
When the width and height of the prediction box and
the true box satisfy the proportional relationship at any
multiple, the usage of ov as apenalty is out of meaning,
which prevents the model from effectively optimizing
for similarity. Hence, we replace the bounding box loss
function of the original YOLOv5 with EIOU loss.

The definition of EIOU loss function can be seen in
Equation (10), where C,, and C, represent the width
and height of the smallest outer frame that covers the
prediction box and the real box, respectively.

Loss ., =1—10U + p*(b,b%)/ C?

LW )| C 4 PP (hhE) | C2 o

The EIOU is consisted of three parts: overlapping
loss, width and height loss, and center distance loss.
The first two parts are the same as the calculation
method of CIOU. The width and height loss calculates
the length and width of the prediction box and the
real box, respectively, so that the difference between
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the width and height of the two boxes is minimized,
thereby accelerating the conver-gence speed and im-
proving the detection accuracy.

3.5. Overall Structure of Improved YOLOvV5

The overall network architecture of the improved
YOLOV5 algorithm (hereinafter referred to as
YOLOv5s-MEE) proposed in this paper is shown in

Figure 4
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Figure 4. In Figure 4(a), the input is a high-resolu-
tion image pre-processed by SRGAN, with a size of
640x640x%3; the backbone network MnasNet per-
forms feature extraction, and the feature layers of
80x80x240, 40x40x672, and 20x20x1280 are sent to
the Neck part for feature fusion.

In the Neck part, firstly, the effective feature layers
with channel attention information are obtained by

The network structure of YOLOv5s-MEE: (a) the overall structure of the algorithm we proposed, (b) the module of CONV

in (a), (¢) the module of CSP-N in (a)

- Backbone Neck
640%640%3
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the introduced ECA-Net. Then, the features are fur-
ther extracted through the FPN feature pyramid and
PAN (path aggregation network structure). In pro-
cess of feature fusion, the CONV module contains a
standard 2D convolutional layer, a batch normaliza-
tion layer and a leaky relu activation layer, which can
be seen in Figure 4(b). The structure of CSP module
is shown in Figure 4(c). In addition, the up-sample
module is used to magnify the high lever features. As
for down-sampling, we adopt a CONV module (kernel
size is 3x3, stride is 2) to reduce the dimensionality of
feature maps and avoid overfitting. With the FPN fea-
ture pyramid, three strengthened feature layers with
rich semantic information are obtained. Finally, these
strengthened feature layers are used as the input of
the Head part to obtain the prediction results.

In YOLO Head, a convolutional layer is applied to ad-
just channels for each feature layer from Neck part.
The number of channels can be calculated as follows:

channels = N x (4+1+ classes). [€5))

The N=3 donates the number of priori boxes, 4 rep-
resents four coordinate values of prediction box, 1
represents one confidence parameter, and classes is
the number of categories. In this paper, the class value
is 3, thus the output channel is 24 (i.e. 3x(4+1+3)=24).
Therefore, the YOLO head outputs prediction results
for each effective feature layer, and their shape are
20x20x24, 40x40x24 and 80x80x24, respectively.

4. Experiment

In this section, we introduce the generated dataset
used for model training and testing firstly, then we
describe the configuration detail of our work. Finally,
the results of ablation and comparative experiments
are analyzed res-pectively.

4.1. Dataset Generation

According to the relevant safety regulations of central
control room, more than two staff members should
be guaranteed to operate in the central control room
during working, and some slack behaviors such as
playing mobile phones and sleeping are forbidden.
Based on this, we define lacking people, playing phone
and sleeping as abnormal behaviors. Moreover, sever-
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al normal behaviors such as recoding, monitoring and
drinking water are considered into our dataset.

Aiming to ensure the integrity of our dataset, the ar-
ticle simulates the environment of central control
room in a laboratory. Two volunteers play as the staff
members to emulate the five behaviors above. We use
an industrial camera with two million pixels to take
videos, the resolution of these video is 1920x1080,
and the frame rate is 30 FPS. Then, we obtain images
with 1920x1080 pixels by extracting key frame from
these videos. Moreover, a variety of images with nor-
mal behaviors and abnormal behaviors are also ob-
tained by internet crawling. There-fore, our dataset
contains various images with different size, different
resolution and different angle.

At last, we obtain 1200 images in total. Each image
contains at least one human, each abnormal behavior
(playing phone, sleeping) contains 450 images and
each normal behavior (recoding, monitoring, drink-
ing water) contains 100 images. These images are an-
notated in PASCAL VOC format by the LabelImg tool.
Then, we divide the dataset by a ratio of 8:2, and 960
images are selected as the training set, 240 images as
the test set. A partial sample of the dataset used in this
article is shown in Figure 5.

4.2. Experimental Environment

The environment for model training in this paper is
configured as an Ubuntu 16.04 64-bit operating sys-
tem, with an NVIDIA GeForce RTX 2080Ti GPU and
11GB of video memory. Meanwhile, the environment
for model testing is configured as a Windows 10 64-
bit operating system, with an NVIDIA GeForce RTX
1050 GPU and 4GB of video memory. All experiments
have used the Pytorch deep learn-ing framework and
been programmed using the Python 3.8.

4.3. Model Training

As for SRGAN, we use the trained model in literature
[15]; For the YOLOv5 model proposed in this paper,
the training strategy is adopted as follows: the num-
ber of iterations is 100, the initial learning rate is 0.01,
the learning rate momentum is 0.937, the weight de-
cay coefficient is 0.0005, the batch-size is 8, the cosine
annealing learning rate decay strategy is adopted, the
optimizer is stochastic gradient descent (GSD), and
the pre-training weight selection is yolov5s.pt. The
loss curve during training is shown in Figure 6.
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Figure 5
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Sample image examples of the generated dataset. The first three images are frontal images and the last three images are

side images counting from left to right
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Figure 6 4.4. Evaluation Indicators
The loss variation of YOLOv5s-MEE . .
‘We mainly use the model complexity and model com-
Box Objectness Classification prehensive as the evaluation indicators. Among them,
007 b0 —— rosuts| 0% the model complexity includes the model volume, pa-
006 oo oz rameter quantity and operation amount. The compre-
0.05 ' ::: hensive performance of the model uses the average
0.025 ! P o .
004 sor0 precision (AP), mean average precision (mAP) and
003 i o0 frame per second (FPS), which are commonly used
452 0ot P in the detection field to measure the performance and
¥ B ¢ 0 W 2 &% reliability of the algorithm. AP is related to the preci-

The three curves in Figure 6 correspond to the loss of
box, the loss of confidence and the loss of classifica-
tion. As it can be seen, the model’s training loss grad-
ually converges after 100 rounds of training, which
means we have obtained a model with good general-
ization ability.

sion (P) and recall (R) of the model, which refers to
the average accuracy at different recall rates. mAP is
the average of AP across all categories and is used to
measure detection accuracy. P, R, AP, and mAP are de-
fined respectively as follows:

P

P=—"—x100% (12)
TP+ FP
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R =L><IOO% (13)
TP+ FN
AP:J'; P(R)dR (14)

> 4P(n)
mAP = neN v . 15)

The meaning of TP is the sample size of the abnor-
mal behavior predicted to be abnormal behavior.FP
represents the sample size of what is predicted to be
normal behavior but is actually abnormal behavior.
FN donates the sample size of what is predicted to be
normal behavior but is actually abnormal behavior; N
is the number of target categories.

4.5, Ablation Experiments and Results
Analysis

In order to verify the advancement and effectiveness
of YOLOv5s-MEE proposed in this paper, ablation ex-
periments are carried out on the improvement points
one by one.

The first is the image preprocessing comparison ex-
periment, in which the images in our dataset are SR-
GAN processed to obtain high-resolution images as
input to the YOLOV5s algorithm. The results of some
of the preprocessed images are shown in Figure 7, and
the experimental results are shown in Table 2.

In Figure 7, the original image has the problems of
blurring and distortion due to the low resolution,
and lots of detail information have been lost. After
super-resolution reconstruction by SRGAN, blur
can be effectively removed and a clearer image is ob-
tained. It is observed that the SRGAN can maximize
the preservation of image details, and increase the
image solution.

Table 2
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Figure 7
Example of SRGAN preprocessing results

Original image

Super-resolution

In Table 2, S-YOLOvV5s is the YOLOv5 model un-
der the application of SRGAN image pre-processing
module, and the input is RGB high-resolution im-
ages after processing with the size of 640x640. Two
models use the same para-meters during training.
Compared with the original YOLOv5 algorithm, by
adding the SRGAN module, except the FPS, the mAP
is increased by 0.96%, and the detection AP values of
the three abnormal behaviors are increased by 0.52%,
1.83% and 0.34%, respectively, which shows that the
detection accuracy of the YOLOv5s algorithm can be
effectively improved after using SRGAN, especially
for the detection of small targets.

The contour in-formation of the target in the recon-
structed image is more obvious, which strengthens
the feature extraction ability of network for small
targets. For other improve-ments, several similar ab-
lation experiments are designed, and the dataset used
in these experiments has been processed by SRGAN.
The experimental results are shown in Table 3. As can
be seen in Table 3, four methods with different im-
provements are compared.

Analysis of the effect of SRGAN image preprocessing. S-YOLOv5s: SRGAN for image preprocessing and original YOLOv5s

for behavior detection

AP/%
Algorithms
Lacking people Playing phone
YOLOvV5s 95.32 84.25
S-YOLOvV5s 95.84 86.08

mAP/% FPS/framexs-1
Sleeping
93.81 91.12 46.08
94.15 92.02 4762
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Table 3
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Analysis of algorithm improvements ablation experiments. Method1: SRGAN + YOLOv5s; Method2: SRGAN + YOLOv5s +
MnasNet; Method3: SRGAN + YOLOvV5s + MnasNet + ECA-Net; Method4: SRGAN + YOLOv5s + MnasNet + ECA-Net + EIOU

Improvements AP/%
Algorithms mAP/% = FPS/framexs-1
MnasNet @ ECA-Net EIOU @ Lacking people Playing phone Sleeping
Method1 X x x 95.81 86.08 94.15 92.09 4762
Method2 \ x x 9473 8545 92.67 90.95 79.50
Method3 \ v x 9541 88.62 94.37 92.80 7707
Method4 S \ 95.53 88.98 95.03 93.18 75.50

Among them, method 1 means S-YOLOv5s in Table 2.
Method 2 means replacing the backbone network of
method 1 with MnasNet. Method 3 means incorporat-
ing the ECA-Net attention mechanism on the basis of
Method 2. Method 4 indicates the use of EIOU as the
loss function of method 3, which is the algorithm pro-
posed in this article.

Compared with Method 2 and Method 1, although
mAP decreased by 1.14%, the FPS increased by 33.42
frames/s, which indicates that the introduction of
lightweight network MnasNet can sacrifice a small
amount of detection accuracy in exchange for a sub-
stantial increase in detection speed, which can meet
the requirements of real-time detection.

For the comparison with method 2, method 3 im-
proves the detection accuracy by adding the ECA-
Net attention mechanism, the detection accuracy
of “playing mobile phone” behavior is increased by
3.17%, indicating that the attention mechanism can
effectively improve the feature extraction ability of
the model

The results of Method 4 show that the introduction of
EIOU as the bounding box loss function can further
improve the model detection performance: the AP
of the three behaviors is increased by 0.12%, 0.36%,
and 0.66%, and the mAP is increased by 0.38%, which
proves the effectiveness of EIOU.

In comprehensiveness of Tables 2-3, compared with
the original YOLOv5s algorithm, our proposed al-
gorithm in this paper has improved the accuracy of
abnormal behavior detection to 93.18%, and the de-
tection speed has been increased to 75.50 frames/s,
which meets the requirements of accuracy and re-
al-time performance.

Table 4 shows the comparison results of the model
complexity between the proposed algorithm and the
original YOLOv5s algorithm. It can be seen from the
comparison that the proposed algorithm reduces the
model volume by 53.43%, the number of parameters
by 12.87%, and the amount of operation by 4.74%. It
shows that the algorithm in this paper has a lighter
weight model and is more suitable for devices with
low hardware performance.

Table 4
Comparison of the complexity of the improvement
algorithm with YOLOv5s

. Model Number of .
Algorithms Size/MB | Parameters/M Computation/G

YOLOvV5s 28.8 7.296 17.06

YOLOv5s-MEE 137 6.357 16.25

4.6. Comparative Experiments and Results
Analysis

In this paper, several classical detection algorithms
including SSD, YOLOvV3, YOLOv4 and Faster R-CNN,
are introduced for comparative experiments to
further verify the effectiveness of the proposed al-
gorithms. For the reliability of the results, all com-
parison experiments are performed in the same en-
vironment (software and hardware configurations,
dataset). Moreover, we have set the same training and
testing protocols for each methods: the momentum
is 0.937, the learning rate is 0.01, the weight decay is
0.0005, the epoch is 100, and the batch size is 8. The
experimental results are shown in Tables 5-6.
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Table 5
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The performance of our algorithm with other mainstream algorithms

AP/%
Algorithms

Lack of people Playing phone

SSD 91.22 86.92

Faster R-CNN 93.60 78.62

YOLOvV3 55.90 78.92

YOLOv4 41.36 69.73

YOLOv5s-MEE 95.53 88.98

Table 6

The complexity comparison of our algorithm with other mainstream algorithms

Algorithms Model Size/MB
SSD 91.625
Faster R-CNN 108.24
YOLOvV3 235
YOLOv4 244
YOLOv5s-MEE 137

Itis observed from Table 5 that the detection accuracy
of the proposed algorithm is higher than that of these
three mainstream algorithms, and the detection speed
is slightly lower than that of SSD, indicating that the
proposed algorithm can better balance detection ac-
curacy and detection speed. As can be seen from Table
6, the model complexity of the proposed algorithm is
much lower than other algorithms, and it has better
device applicability. Combined with the two sets of
comparative experiments, it has been proved that the
comprehensive performance of the algorithm in this
paper is the best among other mainstream algorithms.

Aiming to more intuitively show the difference in de-
tection effect between the proposed algorithm and
other algorithms, we extract three sets of images from
the test set as verification, corresponding to mobile
phone behavior, sleeping behavior and mixed behavior
(including normal behaviors and abnormal behaviors),
and some of the detection results are shown in Figure 8.
It can be seen from the figure that the other three al-
gorithms exist the phenomenon of missed detection
and false detection. However, the algorithm in this
paper can effectively detect the abnormal behavior

mAP/% FPS/framexs-1
Sleeping
92.52 9045 75.97
9371 88.65 1117
85.34 73.39 21.39
80.83 63.98 3591
95.03 93.18 75.50
Number of Parameters/M Computation/G
26.285 62.747
137.099 370.21
587 65.312
63.363 60.527
6.357 16.25

of playing mobile phones and sleeping in various pos-
tures, and the detection confidence is high. For the
detection of multiple targets, far targets and small
targets, the algorithm in this paper also has no missed
detection and false detection.

Moreover, the predefine behaviors shown in Figure 5
are also detected by the proposed model, and the de-
tection results can be seen in Figure 9.

It is observed that most of the behavior detection
results are correct, for action of playing phone, the
YOLOv5s-MEE can precisely recognize the behav-
ior of holding phones. However, if the mobile phone
places on the table, our algorithm cannot well predict
whether the staff is playing phone or not. If there ex-
ists a behavior of playing phone with head down, the
detection results will be the sleeping behavior. Of
course, if the phone has been put aside while normal
working, the YOLOv5s-MEE can also detect accu-
rately. For behaviors of sleeping, our algorithm can
recognize them with high accuracy, both from the
front and the side. As for normal working, recording
with head down and drinking water, the proposed al-
gorithm can detect most of the correctly.
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Figure 8
Detection results of different algorithms. Phone-sleep: one person is playing phone and the other one is sleeping. Phone-
phone: both of them are playing phone. Phone-normal: one person is playing phone and the other one is working normally

auoyd—suoyd deas—auoyd

Teuwrou—suoyd

Faster R-CNN

Figure 9
The detection results with our proposed YOLOv5s-MEE. The original images can be seen in Figure 5. The images in
orange box are several successful detection examples, and the images in blue box are some failed results

[ i Failed examples
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However, our YOLOv5s-MEE has several false detec-
tion results at the same time, which can be seen in the
blue box in Figure 9. On the one hand, although the SR-
GAN can increase the images’ resolution, some details
are not process well, which will cause local distortion
forthosefartargets. Onthe otherhand, in the process of
dataset generation, the amount of images about playing
phone with putting phone on the table are not enough,
thus the type of this behavior cannot detect well.

5. Conclusion

In this paper, we propose a lightweight ab-normal be-
havior detection algorithm based on the improved
YOLOvVS5, which is used to detect abnormal behaviors
such as playing mobile phones, sleeping and missing
people in the central control room. We use the SRGAN
to preprocess the images with resolution im-prove-
ment, and solve the problem of blurry and distorted
image caused by low hardware device configuration.
Secondly, the MnasNet is applied to reduce the amount
of model parameters. The ECA-Net is integrated into
the neck part to improve the accuracy of model detec-
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