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Image segmentation is one of the key steps of target recognition. However, the accuracy of image segmentation is 
still challenging. To solve this problem, an image segmentation algorithm combining Pulse Coupled Neural Net-
work(PCNN) and adaptive glowworm algorithm is proposed. The algorithm retains the advantages of the glow-
worm algorithm. Introduce the adaptive moving step size and the population optimal value as adjustment factors. 
Enhance the ability to solve the global optimal value of the fitness function. Take the weighted sum of the cross 
entropy, information entropy and compactness of the image as the fitness function of the glowworm algorithm. 
This function can ensure the visual effect of image segmentation and limit the running time while maintaining as 
much as possible the original information of the image. In order to intuitively evaluate the effect of the segmented 
image, use a number of segmentation evaluation parameters to quantify the image. Maintain the diversity of image 
features and improving the accuracy of image segmentation. Experimental results show that compared with other 
algorithms, the segmented image obtained by this algorithm has better visual effect and the segmentation perfor-
mance has the best comprehensive performance. For the seven gray-scale images in the Berkeley segmentation 
dataset, the segmentation effect is improved by 10.85% compared with two-dimensional entropies(TDE), 9.22% 
compared with Genetic Algorithm(GA), and 22.58% compared with AUTO algorithm.
KEYWORDS. Image Segmentation; Glowworm Swarm Optimization Algorithm; Pulse Coupled Neural Net-
work; Fitness Function.
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1. Introduction
Image segmentation is important in image process-
ing. Image segmentation is the operation of grouping 
and clustering pixels according to the gray level, tex-
ture and other characteristics. Divide the image into 
several consistent non overlapping regions [17]. The 
quality of segmentation results will directly affect the 
subsequent feature extraction and target recognition. 
Thus, image segmentation is one of the key of recog-
nition effect.
Various segmentation methods have been proposed 
after extensive research by scholars at home and 
abroad. At present, image segmentation methods 
mainly include threshold segmentation method [1, 26, 
10], edge detection method [35, 24, 8] and neural net-
work method [23, 15, 20, 4]. The principle of thresh-
old segmentation method is to find an appropriate 
threshold and divide the image into target or back-
ground according to the gray value of image pixels. Its 
advantage is simple calculation and short time, but 
the quality of segmentation results depends on the 
selection of threshold. Edge detection is to find the 
local discontinuous edge points of the image through 
derivation operation, and connect them into a closed 
curve according to a certain strategy, so as to separate 
the target from the background. Its advantage is sen-
sitive to the edge gray jump. However, if the gray value 
of the target boundary is close to that of the adjacent 
background, false segmentation will occur. Artificial 
neural network (ANN) simulates the neural system to 
process complex information. It is a biological math-
ematical model. Its advantage is to carry out machine 
learning through the establishment of database. It 
has strong universality and broad application pros-
pects. However, in the process of establishing neural 
network, a large number of test samples are often re-
quired. The image segmentation effect is poor for a 
small database.
With the evolution and maturity of neural network, 
PCNN has been favoured by scholars in image seg-
mentation [9, 6, 7]. As the third generation of neural 
network, PCNN does not need to train samples. By 
changing the setting of initial parameters, PCNN 
can better deal with the overlap between image tar-
get and background area, and supplement the image 
space gap caused by small gray difference, so as to 
make the segmented image more complete. However, 

PCNN also has some disadvantages. Its original mod-
el is complex, there are so many parameters that it is 
difficult to debug automatically. There are some lim-
itations in practical application. Therefore, scholars 
often simplify and adjust PCNN in combination with 
specific applications.
Zhang et al. [31] fused PCNN and AD into a parallel 
system, optimized the parameters of PCNN by using 
adaptive Pareto GA and applied it to image denois-
ing. It applied the elite selection system and the last 
elimination system combined with greedy algorithm. 
Transplant the idea of swarm intelligence algorithm 
into image segmentation, which had also achieved 
good results. However, in some pictures, whose gray 
value background is close to the target were also clas-
sified into the target area, which had some defects. 
Lian et al. [14] automatically determined the link co-
efficient by using the spatial and gray characteristics 
of the segmented image. Add a control parameter to 
the model to judge whether the image was over seg-
mented or under segmented. This method had low 
computational complexity, but it was too sensitive to 
image details or noise, which will be segmented to-
gether and affect the overall effect of the image. Zhao 
et al. [34] used adaptive pulse coupled neural network 
(PCNN) in firefly optimization in remote sensing im-
age fusion. It got good experimental result in remote 
sensing image.
To solve the problems existing in the above algo-
rithms, combine the advantages of the above algo-
rithms, an image segmentation method based on 
PCNN and Glowworm Algorithm is proposed in this 
paper. The experimental results show that compared 
with the above methods, the proposed method has the 
best comprehensive effect on image segmentation, 
and can better realize the accurate processing of com-
plex images.

2. PCNN Model
In 1990, inspired by the phenomenon of pulse syn-
chronous release in cat cerebral cortex, Eckhorn pro-
posed PCNN [3]. Then, Rangnanath et al. constructed 
PCNN model based on it, in which the signal mor-
phology and processing mechanism were more in line 
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with the physiological basis of human visual nervous 
system [18].
PCNN belongs to a single-layer neuron model. In the 
practical application of image processing, in order to 
make it work better and simplify the operation, many 
scholars have made different modifications to the 
PCNN model [2, 5, 29, 21, 30]. This paper adopts the 
simplified model proposed by Gu [27]. The simplified 
PCNN model is shown in Figure 1, which mainly in-
cludes three parts: reception, modulation and pulse 
generation.
The iterative equation is as follows:
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PCNN model obtains the final result of image 
segmentation by iterating the above equations. 
Where, n  is the number of iterations, which affects 
the overall segmentation effect of the image. ijF  

and ijL  are feedback input and connection input 

respectively, and ijklW  is the weighting coefficient 

matrix of klY , which defines the communication 
intensity between neighbourhood neurons and central 
neurons. β  is the connection strength constant 
between neurons, which adjust the intensity of 
management neighbourhood neurons affecting the 
ignition cycle of central neurons. ijU  is an internal 

activity item that integrates the modulated ijF  and 

ijL . ijE  is the dynamic threshold of neurons and 

AE is the attenuation constant of ijE , which controls 

the rate of threshold decline. ev  is the inherent 
potential of ijY , which is used to adjust the ignition 

cycle of neurons, and ijY  is the output pulse. 
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond 

to them one by one. The normalized pixel values are 
converted into the input of the ijF  channel of the 
corresponding neurons. The output of adjacent 
neurons is converted into the input of the ijL  
channel by weighting operation. In the process of 
image segmentation, each neuron has only two 
output states: ignition or extinction. First, a global 
zero threshold is given so that all pixels are activated 
in the first iteration, and its dynamic threshold ijE  
increases instantaneously. Then, with the increase of 
the number of iterations, the threshold begins to 
decay exponentially. When it decays below the 
internal active item ijU , the pixels are activated 
again. 
In image segmentation, suppose the target of the 
image is bright and the background is dark. The 
brightness of the target is greater than the 
background, the neurons corresponding to the target 
are ignited first. The neurons corresponding to the 
background are extinguished. By transmitting the 
pulse sent by the bright area to the neighborhood, the 
synchronous ignition of the neurons in the dark area 
adjacent to the bright area can be triggered, and the 
regional segmentation of the image is realized. 
There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model 
mainly has two parameter setting schemes, 
user-defined value and adaptive value. Among them, 
the user-defined value needs to take random values 
for the corresponding pictures for multiple 
segmentation experiments. Modify the parameters 
according to the final results. It has a great degree of 
subjectivity. It is difficult to obtain the ideal image 
segmentation effect for the pictures outside the 
experiment. The adaptive value is to automatically 
optimize and find the parameters according to the 
parameter formula or swarm intelligence algorithm. 
Compared with the equations, the segmented image 
effect obtained by applying swarm intelligence 
algorithm for parameter optimization is greatly 
improved, which is more widely used and has strong 
universality.  
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PCNN model obtains the final result of image 
segmentation by iterating the above equations. 
Where, n  is the number of iterations, which affects 
the overall segmentation effect of the image. ijF  

and ijL  are feedback input and connection input 

respectively, and ijklW  is the weighting coefficient 

matrix of klY , which defines the communication 
intensity between neighbourhood neurons and central 
neurons. β  is the connection strength constant 
between neurons, which adjust the intensity of 
management neighbourhood neurons affecting the 
ignition cycle of central neurons. ijU  is an internal 

activity item that integrates the modulated ijF  and 

ijL . ijE  is the dynamic threshold of neurons and 

AE is the attenuation constant of ijE , which controls 

the rate of threshold decline. ev  is the inherent 
potential of ijY , which is used to adjust the ignition 

cycle of neurons, and ijY  is the output pulse. 
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond 

to them one by one. The normalized pixel values are 
converted into the input of the ijF  channel of the 
corresponding neurons. The output of adjacent 
neurons is converted into the input of the ijL  
channel by weighting operation. In the process of 
image segmentation, each neuron has only two 
output states: ignition or extinction. First, a global 
zero threshold is given so that all pixels are activated 
in the first iteration, and its dynamic threshold ijE  
increases instantaneously. Then, with the increase of 
the number of iterations, the threshold begins to 
decay exponentially. When it decays below the 
internal active item ijU , the pixels are activated 
again. 
In image segmentation, suppose the target of the 
image is bright and the background is dark. The 
brightness of the target is greater than the 
background, the neurons corresponding to the target 
are ignited first. The neurons corresponding to the 
background are extinguished. By transmitting the 
pulse sent by the bright area to the neighborhood, the 
synchronous ignition of the neurons in the dark area 
adjacent to the bright area can be triggered, and the 
regional segmentation of the image is realized. 
There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model 
mainly has two parameter setting schemes, 
user-defined value and adaptive value. Among them, 
the user-defined value needs to take random values 
for the corresponding pictures for multiple 
segmentation experiments. Modify the parameters 
according to the final results. It has a great degree of 
subjectivity. It is difficult to obtain the ideal image 
segmentation effect for the pictures outside the 
experiment. The adaptive value is to automatically 
optimize and find the parameters according to the 
parameter formula or swarm intelligence algorithm. 
Compared with the equations, the segmented image 
effect obtained by applying swarm intelligence 
algorithm for parameter optimization is greatly 
improved, which is more widely used and has strong 
universality.  
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PCNN model obtains the final result of image 
segmentation by iterating the above equations. 
Where, n  is the number of iterations, which affects 
the overall segmentation effect of the image. ijF  

and ijL  are feedback input and connection input 

respectively, and ijklW  is the weighting coefficient 

matrix of klY , which defines the communication 
intensity between neighbourhood neurons and central 
neurons. β  is the connection strength constant 
between neurons, which adjust the intensity of 
management neighbourhood neurons affecting the 
ignition cycle of central neurons. ijU  is an internal 

activity item that integrates the modulated ijF  and 

ijL . ijE  is the dynamic threshold of neurons and 

AE is the attenuation constant of ijE , which controls 

the rate of threshold decline. ev  is the inherent 
potential of ijY , which is used to adjust the ignition 

cycle of neurons, and ijY  is the output pulse. 
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond 

to them one by one. The normalized pixel values are 
converted into the input of the ijF  channel of the 
corresponding neurons. The output of adjacent 
neurons is converted into the input of the ijL  
channel by weighting operation. In the process of 
image segmentation, each neuron has only two 
output states: ignition or extinction. First, a global 
zero threshold is given so that all pixels are activated 
in the first iteration, and its dynamic threshold ijE  
increases instantaneously. Then, with the increase of 
the number of iterations, the threshold begins to 
decay exponentially. When it decays below the 
internal active item ijU , the pixels are activated 
again. 
In image segmentation, suppose the target of the 
image is bright and the background is dark. The 
brightness of the target is greater than the 
background, the neurons corresponding to the target 
are ignited first. The neurons corresponding to the 
background are extinguished. By transmitting the 
pulse sent by the bright area to the neighborhood, the 
synchronous ignition of the neurons in the dark area 
adjacent to the bright area can be triggered, and the 
regional segmentation of the image is realized. 
There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model 
mainly has two parameter setting schemes, 
user-defined value and adaptive value. Among them, 
the user-defined value needs to take random values 
for the corresponding pictures for multiple 
segmentation experiments. Modify the parameters 
according to the final results. It has a great degree of 
subjectivity. It is difficult to obtain the ideal image 
segmentation effect for the pictures outside the 
experiment. The adaptive value is to automatically 
optimize and find the parameters according to the 
parameter formula or swarm intelligence algorithm. 
Compared with the equations, the segmented image 
effect obtained by applying swarm intelligence 
algorithm for parameter optimization is greatly 
improved, which is more widely used and has strong 
universality.  
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PCNN model obtains the final result of image 
segmentation by iterating the above equations. 
Where, n  is the number of iterations, which affects 
the overall segmentation effect of the image. ijF  

and ijL  are feedback input and connection input 

respectively, and ijklW  is the weighting coefficient 

matrix of klY , which defines the communication 
intensity between neighbourhood neurons and central 
neurons. β  is the connection strength constant 
between neurons, which adjust the intensity of 
management neighbourhood neurons affecting the 
ignition cycle of central neurons. ijU  is an internal 

activity item that integrates the modulated ijF  and 

ijL . ijE  is the dynamic threshold of neurons and 

AE is the attenuation constant of ijE , which controls 

the rate of threshold decline. ev  is the inherent 
potential of ijY , which is used to adjust the ignition 

cycle of neurons, and ijY  is the output pulse. 
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond 

to them one by one. The normalized pixel values are 
converted into the input of the ijF  channel of the 
corresponding neurons. The output of adjacent 
neurons is converted into the input of the ijL  
channel by weighting operation. In the process of 
image segmentation, each neuron has only two 
output states: ignition or extinction. First, a global 
zero threshold is given so that all pixels are activated 
in the first iteration, and its dynamic threshold ijE  
increases instantaneously. Then, with the increase of 
the number of iterations, the threshold begins to 
decay exponentially. When it decays below the 
internal active item ijU , the pixels are activated 
again. 
In image segmentation, suppose the target of the 
image is bright and the background is dark. The 
brightness of the target is greater than the 
background, the neurons corresponding to the target 
are ignited first. The neurons corresponding to the 
background are extinguished. By transmitting the 
pulse sent by the bright area to the neighborhood, the 
synchronous ignition of the neurons in the dark area 
adjacent to the bright area can be triggered, and the 
regional segmentation of the image is realized. 
There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model 
mainly has two parameter setting schemes, 
user-defined value and adaptive value. Among them, 
the user-defined value needs to take random values 
for the corresponding pictures for multiple 
segmentation experiments. Modify the parameters 
according to the final results. It has a great degree of 
subjectivity. It is difficult to obtain the ideal image 
segmentation effect for the pictures outside the 
experiment. The adaptive value is to automatically 
optimize and find the parameters according to the 
parameter formula or swarm intelligence algorithm. 
Compared with the equations, the segmented image 
effect obtained by applying swarm intelligence 
algorithm for parameter optimization is greatly 
improved, which is more widely used and has strong 
universality.  
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PCNN model obtains the final result of image 
segmentation by iterating the above equations. 
Where, n  is the number of iterations, which affects 
the overall segmentation effect of the image. ijF  

and ijL  are feedback input and connection input 

respectively, and ijklW  is the weighting coefficient 

matrix of klY , which defines the communication 
intensity between neighbourhood neurons and central 
neurons. β  is the connection strength constant 
between neurons, which adjust the intensity of 
management neighbourhood neurons affecting the 
ignition cycle of central neurons. ijU  is an internal 

activity item that integrates the modulated ijF  and 

ijL . ijE  is the dynamic threshold of neurons and 

AE is the attenuation constant of ijE , which controls 

the rate of threshold decline. ev  is the inherent 
potential of ijY , which is used to adjust the ignition 

cycle of neurons, and ijY  is the output pulse. 
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond 

to them one by one. The normalized pixel values are 
converted into the input of the ijF  channel of the 
corresponding neurons. The output of adjacent 
neurons is converted into the input of the ijL  
channel by weighting operation. In the process of 
image segmentation, each neuron has only two 
output states: ignition or extinction. First, a global 
zero threshold is given so that all pixels are activated 
in the first iteration, and its dynamic threshold ijE  
increases instantaneously. Then, with the increase of 
the number of iterations, the threshold begins to 
decay exponentially. When it decays below the 
internal active item ijU , the pixels are activated 
again. 
In image segmentation, suppose the target of the 
image is bright and the background is dark. The 
brightness of the target is greater than the 
background, the neurons corresponding to the target 
are ignited first. The neurons corresponding to the 
background are extinguished. By transmitting the 
pulse sent by the bright area to the neighborhood, the 
synchronous ignition of the neurons in the dark area 
adjacent to the bright area can be triggered, and the 
regional segmentation of the image is realized. 
There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model 
mainly has two parameter setting schemes, 
user-defined value and adaptive value. Among them, 
the user-defined value needs to take random values 
for the corresponding pictures for multiple 
segmentation experiments. Modify the parameters 
according to the final results. It has a great degree of 
subjectivity. It is difficult to obtain the ideal image 
segmentation effect for the pictures outside the 
experiment. The adaptive value is to automatically 
optimize and find the parameters according to the 
parameter formula or swarm intelligence algorithm. 
Compared with the equations, the segmented image 
effect obtained by applying swarm intelligence 
algorithm for parameter optimization is greatly 
improved, which is more widely used and has strong 
universality.  
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PCNN model obtains the final result of image 
segmentation by iterating the above equations. 
Where, n  is the number of iterations, which affects 
the overall segmentation effect of the image. ijF  

and ijL  are feedback input and connection input 

respectively, and ijklW  is the weighting coefficient 

matrix of klY , which defines the communication 
intensity between neighbourhood neurons and central 
neurons. β  is the connection strength constant 
between neurons, which adjust the intensity of 
management neighbourhood neurons affecting the 
ignition cycle of central neurons. ijU  is an internal 

activity item that integrates the modulated ijF  and 

ijL . ijE  is the dynamic threshold of neurons and 

AE is the attenuation constant of ijE , which controls 

the rate of threshold decline. ev  is the inherent 
potential of ijY , which is used to adjust the ignition 

cycle of neurons, and ijY  is the output pulse. 
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond 

to them one by one. The normalized pixel values are 
converted into the input of the ijF  channel of the 
corresponding neurons. The output of adjacent 
neurons is converted into the input of the ijL  
channel by weighting operation. In the process of 
image segmentation, each neuron has only two 
output states: ignition or extinction. First, a global 
zero threshold is given so that all pixels are activated 
in the first iteration, and its dynamic threshold ijE  
increases instantaneously. Then, with the increase of 
the number of iterations, the threshold begins to 
decay exponentially. When it decays below the 
internal active item ijU , the pixels are activated 
again. 
In image segmentation, suppose the target of the 
image is bright and the background is dark. The 
brightness of the target is greater than the 
background, the neurons corresponding to the target 
are ignited first. The neurons corresponding to the 
background are extinguished. By transmitting the 
pulse sent by the bright area to the neighborhood, the 
synchronous ignition of the neurons in the dark area 
adjacent to the bright area can be triggered, and the 
regional segmentation of the image is realized. 
There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model 
mainly has two parameter setting schemes, 
user-defined value and adaptive value. Among them, 
the user-defined value needs to take random values 
for the corresponding pictures for multiple 
segmentation experiments. Modify the parameters 
according to the final results. It has a great degree of 
subjectivity. It is difficult to obtain the ideal image 
segmentation effect for the pictures outside the 
experiment. The adaptive value is to automatically 
optimize and find the parameters according to the 
parameter formula or swarm intelligence algorithm. 
Compared with the equations, the segmented image 
effect obtained by applying swarm intelligence 
algorithm for parameter optimization is greatly 
improved, which is more widely used and has strong 
universality.  
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Figure 1 
A simplified model of PCNN

bourhood neurons and central neurons. β  is the con-
nection strength constant between neurons, which 
adjust the intensity of management neighbourhood 
neurons affecting the ignition cycle of central neu-
rons. Uij is an internal activity item that integrates 
the modulated Fij and Lij. Eij is the dynamic threshold 
of neurons and AE is the attenuation constant of Eij, 
which controls the rate of threshold decline. ev  is the 
inherent potential of Yij, which is used to adjust the 
ignition cycle of neurons, and Yij is the output pulse.
At the beginning of the iteration, the neurons will 
map to the pixel points of the image and correspond to 
them one by one. The normalized pixel values are con-
verted into the input of the Fij channel of the corre-
sponding neurons. The output of adjacent neurons is 
converted into the input of the Lij channel by weight-
ing operation. In the process of image segmentation, 
each neuron has only two output states: ignition or 
extinction. First, a global zero threshold is given so 
that all pixels are activated in the first iteration, and 
its dynamic threshold Eij increases instantaneously. 
Then, with the increase of the number of iterations, 
the threshold begins to decay exponentially. When it 
decays below the internal active item Uij, the pixels 
are activated again.
In image segmentation, suppose the target of the im-
age is bright and the background is dark. The bright-
ness of the target is greater than the background, the 
neurons corresponding to the target are ignited first. 
The neurons corresponding to the background are 
extinguished. By transmitting the pulse sent by the 
bright area to the neighborhood, the synchronous ig-
nition of the neurons in the dark area adjacent to the 
bright area can be triggered, and the regional segmen-
tation of the image is realized.
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There are many parameters to be determined in 
PCNN network model. In PCNN simplified model, 
β , eα , ev  and n  need to be set. PCNN model mainly 

has two parameter setting schemes, user-defined val-
ue and adaptive value. Among them, the user-defined 
value needs to take random values for the correspond-
ing pictures for multiple segmentation experiments. 
Modify the parameters according to the final results. 
It has a great degree of subjectivity. It is difficult to 
obtain the ideal image segmentation effect for the 
pictures outside the experiment. The adaptive value 
is to automatically optimize and find the parameters 
according to the parameter formula or swarm intel-
ligence algorithm. Compared with the equations, the 
segmented image effect obtained by applying swarm 
intelligence algorithm for parameter optimization is 
greatly improved, which is more widely used and has 
strong universality. 

3. Swarm Intelligence Algorithm
Swarm intelligence algorithm is a bionic algorithm 
that simulates the swarm intelligent behavior of in-
sects and swarm animals in nature. The key to the 
successful application of swarm intelligence algo-
rithm lies in the self-organization within the group 
and the principle of reasonable task division [19], 
because it can effectively deal with nonlinear optimi-
zation problems. At the same time, it has the charac-
teristics of fast convergence, which has attracted the 
attention of many scholars and has been widely used.

3.1. The Method of Glowworm Swarm 
Optimization
β , eα , ev  and n are the core of configuring PCNN 

network. In order to find the best configuration 
scheme of parameters and improve the effect of im-
age segmentation, this study uses adaptive glowworm 
algorithm to optimize PCNN neural network. Glow-
worm swarm optimization was proposed by Krish-
nanand and Ghose in 2005，which is called GSO for 
short [11]. Similar with glowworm algorthim [28], 
GSO has the advantages of simple model, strong glob-
al search and optimization ability and easy imple-
mentation. 
Suppose each glowworm is ),,,( βα nvX ee  corre-
sponding to a parameter configuration scheme. The 

process of searching the best glowworm is the process 
of finding the optimal configuration scheme of PCNN 
parameters. The quality of glowworm is determined 
by the fitness function of GSO parameter optimiza-
tion model. The fitness function corresponds to the 
objective function of optimization problem. In the 
model, n  glowworms in the population are random-
ly distributed in the solution space at first. The ini-
tial brightness of glowworms is calculated according 
to the current position, and then the fitness function 
value of glowworms is solved according to the diffu-
sion rate of fluorescein. Then, the position of glow-
worms in the whole population is optimized again ac-
cording to the attraction rules between glowworms, 
and the individual decision domain is updated. Thus, 
the current fitness function value of the individual 
can be continuously improved. After a certain num-
ber of position optimization, the whole population 
can be collected to the optimal coordinates to obtain 
the optimal solution.
The flow chart of GSO is shown in Figure 2.
GSO is divided into four parts [16]:
1 Initialize the location and decision domain of the 

glowworm;
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In the initial state, each glowworm has the same 
decision domain. The capacity of the decision 
domain determines how many neighboring glow-
worms attract the current glowworm.

2 Update fluorescein to obtain the current fitness 
function of glowworm;
The intensity of individual glowworm fluorescein 
is affected by its objective function value. After an 
individual moves, the intensity of fluorescein will 
change with the objective function value of its cur-
rent position. The basis for updating fluorescein is 
as follows:
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In Equation (6), ρ is the delay factor of fluoresce-
in. γ  is the renewal rate of fluorescein. iJ  is fitness 
function value.

3 Update the position of glowworm;
The individual glowworm will be attracted by the 
glowworm whose brightness is higher than it in the 
decision domain and move towards it. The proba-
bility of glowworm i  moving towards its adjacent 
glowworm j  is as follows:
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)(TNi  is number of glowworms in decision 
domain. 
The position changes of glowworms are as 
follows:  
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where S is the step.  
(4) Update the glowworm's decision domain. 
In order to prevent the algorithm from stalling due to 
the constant number of glowworms in the decision 
domain, the decision domain of glowworms should 
be updated in each round of movement. In the GSO 
algorithm, the radius of the glowworm individual 
decision domain is adjusted according to the change 
of the number of glowworms in the neighborhood. 
The update rule is shown in the formula: 
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Here， β  is 0.08. tn
 is the threshold for sensing 

the number of glowworm in a neighborhood.  
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convergence of the algorithm, a larger step size will 
cause glowworms to oscillate near the best point. It 
can be seen that the fixed step size is the main reason 
for the slow convergence speed and low accuracy of 
GSO algorithm. Therefore, the use of fixed step size 
in the whole process can not meet the requirements 
of step size in the initial stage and later stage of the 
algorithm at the same time. In this paper, the 
convergence and solving ability of the algorithm are 
improved by introducing dynamic step size.  
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where maxs  is the maximum step size, mins  is the 
minimum step size, T  is the total number of 
iterations, and t  is the current number of iterations. 
The modified step function curve is shown in figure 
3. The minimum step size can ensure that the 
individual glowworm has enough strong moving 
ability in the initial stage, which is used to improve 
the running speed of the algorithm in the formula. 
The maximum step size is used to ensure the distance 
of glowworm each move in a certain range. It can 
prevent the algorithm accuracy problems. 
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where maxs  is the maximum step size, mins  is the 
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Here β  is 0.08. tn  is the threshold for sensing the 
number of glowworm in a neighborhood. 
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According to the definition of GSO algorithm, in the 
early stage of the algorithm, in order to make individ-
ual glowworms converge near the best point as soon 
as possible, a larger step size is required. In the later 
stage of the algorithm, due to the basic convergence of 
the algorithm, a larger step size will cause glowworms 
to oscillate near the best point. It can be seen that the 
fixed step size is the main reason for the slow con-
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Therefore, the use of fixed step size in the whole pro-
cess can not meet the requirements of step size in the 
initial stage and later stage of the algorithm at the 
same time. In this paper, the convergence and solving 
ability of the algorithm are improved by introducing 
dynamic step size. 
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where S is the step.  
(4) Update the glowworm's decision domain. 
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where maxs  is the maximum step size, mins  is the 
minimum step size, T  is the total number of 
iterations, and t  is the current number of iterations. 
The modified step function curve is shown in figure 
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where smax is the maximum step size, smin is the mini-
mum step size, T is the total number of iterations, and 
t is the current number of iterations.
The modified step function curve is shown in Figure 
3. The minimum step size can ensure that the indi-
vidual glowworm has enough strong moving ability in 
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where S is the step.  
(4) Update the glowworm's decision domain. 
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3. The minimum step size can ensure that the 
individual glowworm has enough strong moving 
ability in the initial stage, which is used to improve 
the running speed of the algorithm in the formula. 
The maximum step size is used to ensure the distance 
of glowworm each move in a certain range. It can 
prevent the algorithm accuracy problems. 
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the initial stage, which is used to improve the running 
speed of the algorithm in the formula. The maximum 
step size is used to ensure the distance of glowworm 
each move in a certain range. It can prevent the algo-
rithm accuracy problems.
Meanwhile, in the process of glowworm movement, 
GSO algorithm ignores the guiding role of the optimal 
value of individuals in the population. Only consider-
ing the local information in the neighborhood set will 
make the communication between glowworm popu-
lations not timely, converge slowly and fall into the 
local optimal solution, which is not conducive to the 
evolution of the population. According to the bright-
ness performance of individual glowworms, they are 
divided into two categories. The movement mode of 
ordinary glowworms is as follows:

decision domain and move towards it. The 
probability of glowworm i  moving towards its 
adjacent glowworm j  is as follows: 
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into PCNN neural network, which combines random 
movement and approaching the population optimal 
solution, can effectively avoid the algorithm falling 
into the local optimal solution and greatly shorten the 
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same time, if the population size is too large, the 
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The introduction of swarm intelligence algorithm 
into PCNN neural network, which combines random 
movement and approaching the population optimal 
solution, can effectively avoid the algorithm falling 
into the local optimal solution and greatly shorten 
the overall convergence time of the algorithm. At the 
same time, if the population size is too large, the times 
of fitness evaluation will increase and the calculation 
time will increase; If the population size is too small, 
it may cause immature convergence, and the reliabili-
ty of the solution is not high. Here, the population size 
is taken as 30 and the maximum number of iterations 
is set as 30.
Compared with the traditional glowworm algorithm, 
the improved glowworm algorithm not only improves 
the global optimization ability and reconciliation ac-
curacy of particles, but also greatly shortens the run-
ning time and greatly improves the performance.
The flow chart of improved glowworm algorithm is as 
follows.
Step 1: The population was initialized. Set the pa-
rameters of fluorescein volatilization factor, fluores-
cein renewal rate, and the capacity threshold of glow-

worm. Add two parameters smax  and smin.
Step 2: The current fitness value was calculated ac-
cording to the individual position and fitness func-
tion, and then the individual fluorescein concentra-
tion was updated.
Step 3: The glowworms were divided into two groups 
according to the current fluorescein concentration of 
the population. The position of glowworms was up-
dated according to the category of glowworms.
Step 4: Step 2 is returned when the number of iter-
ations is not full or the convergence condition is not 
reached, and the algorithm terminates when the algo-
rithm converges.

4. Improved Glowworm Algorithm to 
Optimize PCNN
When applying swarm intelligence optimization al-
gorithm to image segmentation, we must first clarify 
how to correctly associate image segmentation with 
swarm intelligence optimization algorithm.

4.1. Fitness Function
In the intelligent algorithm of glowworm swarm, the 
position of glowworm determines the current fitness 
value of glowworm, so the coordinates of glowworm 
individual can be used as the independent variable in 
the fitness function. Whether the fitness function is 
appropriate will determine whether the image seg-
mentation effect is good. In this way, the introduced 
swarm intelligence algorithm transforms the image 
segmentation problem into the optimization problem 
of the fitness function, that is, the ideal image seg-
mentation result can be obtained by setting the opti-
mal fitness function [32].
Due to the complexity of the test image itself, different 
images have different features. Using a single feature 
coefficient as the fitness function will make the seg-
mentation error larger. When adding multiple feature 
coefficients directly, the effect of a single feature coeffi-
cient will be ignored. Therefore, how to give the weight 
of each feature coefficient has become a key problem.
In order to make the given fitness function improve 
the image segmentation effect as much as possible, 
maintain the diversity of image features, and elimi-
nate the over segmentation or under segmentation 
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caused by a single feature, this experiment selects 
multiple groups of fitness functions from multiple 
image samples for testing, and selects the weighting 
coefficient according to the effect of image segmen-
tation. After many experiments, this paper finally se-
lects the weighted sum of image information entropy, 
cross entropy and compactness as the fitness func-
tion of glowworm swarm intelligent search.
Information entropy represents the overall charac-
teristics of the information source in an average sense 
and represents the overall uncertainty of the informa-
tion source. The greater the value is, the greater the 
uncertainty of the information source. The greater the 
amount of information is, the better the segmentation 
effect. When it is applied to the fitness function, it can 
retain the important information in the image as much 
as possible [25]. The formula is defined as follows:
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where P1 and P0 are respectively the probability of 
the pixel value is 1and 0.  IE is the overall entropy 
of the segmented image. 
Cross entropy is proposed by Kullback [12] in the 
name of directed divergence, and is used to measure 
the information difference between the target and 
background probability distributions between the 
segmented image and the original image [13]. Taking 
the cross entropy function as one of the fitness 
functions can ensure the accuracy of image 
segmentation. The cross entropy parameter is defined 
as follows: 
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where, f  is the gray value of the image; )( fh  is 
the gray histogram of the image; Z  is the maximum 
gray value of the image; )(1 tu  and )(2 tu  are the 
intra class mean values of background and target in 
the segmented image respectively; CE  is cross 
entropy. The larger the CEP  is, the more accurate 
the segmentation is. 
While ensuring the maximum amount of information 
of the segmented image, we should also take into 
account the visual effect of the image. In order to 
prevent the image segmentation from being too 
broken, this paper introduces the compactness 
function into the fitness function. The compactness 
of image segmentation is the sum of the compactness 

of each pixel of the whole image. The higher the 
compactness of image segmentation, the better the 
segmentation effect [33]. After PCNN segmentation, 
the original image becomes a binary image, that is, 
the target is the part with gray value of 1 and the 
background is the part with gray value of 0. For a 
single pixel jic , , its compactness is determined by 
the neighborhood pixels together. When the 
neighborhood value is the same as the central value, 
the compactness is added by 1, otherwise it remains 
unchanged. After normalizing the total compactness, 
the compactness CPS can be obtained. Its calculation 
formula is as follows 
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The final fitness function is determined as follows:  

CPSCEPIEobjvalue ×+×+= 5.03 .                     (18) 

Its performance is better than the fitness function 
constructed by weighted summation of single fitness 
function or other characteristic functions. In the 
process of image segmentation, the overall and local 
information of the segmented image is fully retained, 
and each function is relatively independent, which 
reduces the interference caused by the redundancy of 
feature information in the process of weighted 
summation. 
After substituting the fitness function into the 
improved glowworm algorithm, in order to verify the 

application effect of this algorithm in the actual 
situation, seven gray images in the Berkeley 
segmentation data set are segmented, and the 
segmentation results of this method are compared 
with the maximum two-dimensional entropy (TDE) 
[1] GA-PCNN [31], AUTO [14]. The segmentation 
result is shown in Figure 4. This algorithm is run in 
Intel Core i5-63002.30 ghz CUP, 8GB of memory 
computer, and MATLAB Software 2021B 
environment. 

 

a            （a1）         （a2）          （a3）          （a4） 

b          

（b1）         （b2）          （b3）          （b4） 

(14)
∑

∑ +=

+=

×=
Z

tf
Z

tf

fhf
fh

tu
1

1

2 )(
)(

1)(

                       (14)

 

∑∑
+==









××+××+








××+××=

Z

tf

t

f f
tufhtu

tu
ffhf

f
tufhtu

tu
ffhfCE

1

2
2

20

1
1

1

)(ln)()(
)(

ln)()(ln)()(
)(

ln)(
(15)

 

Z
CECEP −=1 ,

                                 (16)
 

where, f  is the gray value of the image; )( fh  is 
the gray histogram of the image; Z  is the maximum 
gray value of the image; )(1 tu  and )(2 tu  are the 
intra class mean values of background and target in 
the segmented image respectively; CE  is cross 
entropy. The larger the CEP  is, the more accurate 
the segmentation is. 
While ensuring the maximum amount of information 
of the segmented image, we should also take into 
account the visual effect of the image. In order to 
prevent the image segmentation from being too 
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Its performance is better than the fitness function 
constructed by weighted summation of single fitness 
function or other characteristic functions. In the pro-
cess of image segmentation, the overall and local in-
formation of the segmented image is fully retained, 
and each function is relatively independent, which 
reduces the interference caused by the redundancy of 
feature information in the process of weighted sum-
mation.
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After substituting the fitness function into the im-
proved glowworm algorithm, in order to verify the 
application effect of this algorithm in the actual sit-
uation, seven gray images in the Berkeley segmenta-
tion data set are segmented, and the segmentation re-
sults of this method are compared with the maximum 
two-dimensional entropy (TDE) [1] GA-PCNN [31], 
AUTO [14]. The segmentation result is shown in Fig-
ure 4. This algorithm is run in Intel Core i5-63002.30 
ghz CUP, 8GB of memory computer, and MATLAB 
Software 2021B environment.

4.2. Performance Evaluation Parameters
The final quality of image segmentation needs not 
only to be measured by visual effect, but also to be 
judged by objective evaluation coefficient. In order to 
more comprehensively verify the segmentation effect 
and generality of the improved algorithm and fitness 
function, this paper numerically quantizes the im-
ages of Berkeley segmentation dataset with the help 
of the following performance evaluation parameters 
[22]. The final quality of image segmentation needs 
not only to be measured by visual effect, but also to be 
judged by objective evaluation coefficient. In order to 
more comprehensively verify the segmentation effect 
and generality of the improved algorithm and fitness 
function, this paper numerically quantizes the images 
of Berkeley segmentation dataset with the help of the 
following performance evaluation parameters.
1 Regional consistency ( UM)
Region consistency refers to the consistency of attri-
butes in the same region after image segmentation. 
Its formula is as follows:
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Where, f is the image gray value, BN is the total 
number of pixels in the corresponding region after 

segmentation, and a is the normalization factor, that 
is, the sum of pixels. The larger the regional 
consistency parameter um, the better the image 
segmentation effect. 
 
(2) Color difference mean comparison CM  
 
CM displays the contrast difference between the 
background average value and the target pixel. Image 
segmentation divides the image into non overlapping 
regions, and the attributes between different regions 
have obvious differences. Therefore, in image binary 
segmentation, the greater the contrast between the 
foreground target and the background region, the 
better the image segmentation effect. The expression 
is as follows: 
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Among them, μ 1 and μ 2 represents the gray 
expected mean of the foreground target and 
background area after image segmentation. 
Theoretically, the better the segmentation effect, the 
greater the color difference between the target and 
the pixels in the background area, the greater the 
color difference between the pixels in the class, that 
is, when the mean contrast of the color difference is 
the largest, the segmentation result is the overall best 
segmentation result. 
 
Finally, in this paper, information entropy IE, 
compactness CPS, regional consistency um and color 
difference mean comparison cm are used as the 
performance evaluation parameters of segmented 
images. The obtained values are shown in Table 1 
and the statistical histogram is shown in Figures 4-7. 
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parameters 
F1 F2 F3 F4 F5 F6 F7 

Overall 

evaluation 

TDE 

IE  0.9054 0.8598 0.7372 0.7924 0.7382 0.5084 0.9949 5.5363 

CPS  0.2609 0.6647 0.9514 0.2208 0.1831 0.0897 0.5249 2.8955 

UM  0.9869 0.9718 0.9972 0.9909 0.988 0.9436 0.9796 6.8580 

CM  0.2367 0.4902 0.679 0.3408 0.4487 0.4865 0.4319 3.1138 
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Where, f is the image gray value, BN is the total 
number of pixels in the corresponding region after 

segmentation, and a is the normalization factor, that 
is, the sum of pixels. The larger the regional 
consistency parameter um, the better the image 
segmentation effect. 
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Where, f is the image gray value, BN is the total num-
ber of pixels in the corresponding region after seg-
mentation, and a is the normalization factor, that is, 
the sum of pixels. The larger the regional consistency 
parameter um, the better the image segmentation ef-
fect.

2 Color difference mean comparison (CM)
CM displays the contrast difference between the 
background average value and the target pixel. Image 
segmentation divides the image into non overlapping 
regions, and the attributes between different regions 
have obvious differences. Therefore, in image binary 
segmentation, the greater the contrast between the 
foreground target and the background region, the bet-
ter the image segmentation effect. The expression is 
as follows:
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Where, f is the image gray value, BN is the total 
number of pixels in the corresponding region after 

segmentation, and a is the normalization factor, that 
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consistency parameter um, the better the image 
segmentation effect. 
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Among them, μ 1 and μ 2 represents the gray 
expected mean of the foreground target and 
background area after image segmentation. 
Theoretically, the better the segmentation effect, the 
greater the color difference between the target and 
the pixels in the background area, the greater the 
color difference between the pixels in the class, that 
is, when the mean contrast of the color difference is 
the largest, the segmentation result is the overall best 
segmentation result. 
 
Finally, in this paper, information entropy IE, 
compactness CPS, regional consistency um and color 
difference mean comparison cm are used as the 
performance evaluation parameters of segmented 
images. The obtained values are shown in Table 1 
and the statistical histogram is shown in Figures 4-7. 
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Among them, μ1 and μ2 represents the gray expected 
mean of the foreground target and background area 
after image segmentation. Theoretically, the better 
the segmentation effect, the greater the color differ-
ence between the target and the pixels in the back-
ground area, the greater the color difference between 
the pixels in the class, that is, when the mean contrast 
of the color difference is the largest, the segmentation 
result is the overall best segmentation result.
Finally, in this paper, information entropy IE, com-
pactness CPS, regional consistency um and color 
difference mean comparison cm are used as the per-
formance evaluation parameters of segmented imag-
es. The obtained values are shown in Table 1 and the 
statistical histogram is shown in Figures 4-7.
In Table 1, F1-F7 respectively correspond to the previ-
ous images 1-7. Four different segmentation algorithms 
correspond to four different sets of parameter calcula-
tion results. A total of 4 * 4 * 7 = 112 different parameter 
values can be obtained. In Fig. 5, (a) represents IE pa-
rameter values of different algorithms, (b) represents 
CPS parameter, (c) represents CM parameter, and (d) 
represents UM parameter. From the performance eval-
uation parameter histograms in Table 1 and Figure 5, it 
can be seen that the values of some performance eval-
uation parameters of other methods fluctuate greatly, 
while proposed algorithm performs well in the seg-
mentation of multiple different kinds of pictures, and 
there will not be too small or too large differences.
Because there are many segmented pictures and the 
segmentation performance indicators of each picture 
are complex, it will have a great impact on the later 
evaluation. Therefore, in order to facilitate the over-
all comparison of data, this paper normalizes the ob-
tained evaluation coefficients to obtain Table 2.
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Table 1
Evaluation index of image segmentation effect

Evaluation parameters F1 F2 F3 F4 F5 F6 F7 Overall evaluation

TDE

E 0.9054 0.8598 0.7372 0.7924 0.7382 0.5084 0.9949 5.5363
CPS 0.2609 0.6647 0.9514 0.2208 0.1831 0.0897 0.5249 2.8955
UM 0.9869 0.9718 0.9972 0.9909 0.988 0.9436 0.9796 6.8580
CM 0.2367 0.4902 0.679 0.3408 0.4487 0.4865 0.4319 3.1138

GA

IE 0.9801 0.9873 0.2371 0.9997 0.9949 0.9769 0.9981 6.1741
CPS 0.5085 0.5057 0.7735 0.4598 0.4228 0.3955 0.5075 3.5733
UM 0.986 0.9789 0.9939 0.9827 0.9907 0.9851 0.9808 6.8981
CM 0.2459 0.4252 0.1730 0.2907 0.5178 0.3707 0.4298 2.4531

AUTO

IE 0.2741 0.9591 0.7866 0.3489 0.9999 0.954 0.8264 5.1490
CPS 0.0307 0.3284 0.9608 0.0547 0.4559 0.3598 0.239 2.4293
UM 0.9853 0.9425 0.9951 0.9806 0.9903 0.9857 0.9308 6.8103
CM 0.3607 0.1669 0.6601 0.3746 0.5342 0.3682 0.1467 2.6114

Proposed 
Method

E 0.8734 0.9307 0.7192 0.9984 0.9791 0.9601 0.9667 6.4276
CPS 0.6507 0.5929 0.9468 0.4947 0.3750 0.5912 0.5891 4.2404
UM 0.9848 0.9753 0.9978 0.9818 0.9911 0.9714 0.9736 6.8758
CM 0.2709 0.4574 0.6681 0.2894 0.5062 0.3865 0.4390 3.0175

Figure 5
Image performance evaluation parameter
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In Table 1, F1-F7 respectively correspond to the 
previous images 1-7. Four different segmentation 
algorithms correspond to four different sets of 
parameter calculation results. A total of 4 * 4 * 7 = 
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overall comparison of data, this paper normalizes the 
obtained evaluation coefficients to obtain Table 2.

  
Table 2 Normalization of image segmentation effect evaluation index 

 CM  CPS  UM  IE  Normalized 
value 

TDE 3.1138 2.8955 6.858 5.5363 0.8846 
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CM  0.3607 0.1669 0.6601 0.3746 0.5342 0.3682 0.1467 2.6114 

Proposed 

Method 

IE  0.8734 0.9307 0.7192 0.9984 0.9791 0.9601 0.9667 6.4276 

CPS  0.6507 0.5929 0.9468 0.4947 0.3750 0.5912 0.5891 4.2404 

UM  0.9848 0.9753 0.9978 0.9818 0.9911 0.9714 0.9736 6.8758 

CM  0.2709 0.4574 0.6681 0.2894 0.5062 0.3865 0.4390 3.0175 

                                               
                   

 
(a)                            (b) 

 
(c)                           (d) 

Figure 5 Image performance evaluation parameter 
 
In Table 1, F1-F7 respectively correspond to the 
previous images 1-7. Four different segmentation 
algorithms correspond to four different sets of 
parameter calculation results. A total of 4 * 4 * 7 = 
112 different parameter values can be obtained. In 
Fig. 5, (a) represents IE  parameter values of 
different algorithms, (b) represents CPS  parameter, 
(c) represents CM  parameter, and (d) represents 
UM  parameter. From the performance evaluation 
parameter histograms in Table 1 and Figure 5, it can 
be seen that the values of some performance 

evaluation parameters of other methods fluctuate 
greatly, while proposed algorithm performs well in 
the segmentation of multiple different kinds of 
pictures, and there will not be too small or too large 
differences. 
Because there are many segmented pictures and the 
segmentation performance indicators of each picture 
are complex, it will have a great impact on the later 
evaluation. Therefore, in order to facilitate the 
overall comparison of data, this paper normalizes the 
obtained evaluation coefficients to obtain Table 2.

  
Table 2 Normalization of image segmentation effect evaluation index 

 CM  CPS  UM  IE  Normalized 
value 

TDE 3.1138 2.8955 6.858 5.5363 0.8846 

(a) (b)

(c) (d)
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From the normalized value, it can be seen that the 
segmentation effect of proposed algorithm is 10.85% 
higher than that of TDE algorithm, 9.22% higher than 
that of GA algorithm, and 22.58% higher than that of 
auto algorithm.

5. Conclusions
Aiming at the problems that there are many parame-
ters in the pulse coupled neural network model and it 
is not easy to select automatically, and the segmenta-
tion effect needs to be observed and evaluated man-
ually, an image segmentation method combined with 
adaptive glowworm algorithm is proposed, and a new 
weighted fitness function is given. In order to verify 
the advantages and disadvantages of the algorithm, 
seven gray images in Berkeley segmentation data set 
are segmented. From the segmented images obtained 
from the experiment, it can be seen that the algorithm 
proposed in this paper retains the image details better 
when separating the target and background, and per-
forms best in visual effect compared with other algo-
rithms. In the quantization results, by comparing the 
segmentation evaluation parameters of different al-

CM CPS UM IE Normalized value

TDE 3.1138 2.8955 6.858 5.5363 0.8846

GA 2.4531 3.5733 6.8981 6.1741 0.8978

AUTO 2.6114 2.4293 6.8103 5.149 0.8000

Proposed 3.0175 4.2404 6.5758 6.4276 0.9806

Table 2
Normalization of image segmentation effect evaluation index

gorithms, it can be found that the overall performance 
of this algorithm is better than other algorithms. 
However, the algorithm also has shortcomings in the 
experimental process. Because PCNN network needs 
to traverse and scan the image for many times, and the 
glowworm swarm intelligent algorithm is introduced 
to randomly set parameters, the complexity of the al-
gorithm is greatly improved. Therefore, how to effec-
tively reduce the time complexity of the algorithm is 
the direction of further research.
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