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Brain-Computer Interface (BCI) is a technology in which Electroencephalogram (EEG) signals are utilized to 
create a link between a person’s mental state and a computer-based signal processing system that decodes the 
signals without needing muscle movement. The mental process of picturing the movement of a body compo-
nent without actually moving that body part is known as Motor Imagery (MI). MI BCI is a Motor Imagery-based 
Brain-Computer Interface that allows patients with motor impairments to interact with their environment by 
operating robotic prostheses, wheelchairs, and other equipment. Feature extraction and classification are es-
sential parts of the EEG signal processing for MI BCI. In this work, Whales Optimization Algorithm with an 
Improved Mutualism Phase is proposed to find the optimal Convolutional Neural Network architecture for the 
classification of motor imagery tasks with high accuracy and less computational complexity. The Neurosky and 
BCI IV 2a datasets were used to evaluate the proposed methodology. Experiments demonstrate that the sug-
gested technique outperforms other competing methods regarding classification accuracy values at 94.1% and 
87.7% for the Neurosky and BCI datasets, respectively.
KEYWORDS: Brain-Computer Interface, Convolution Neural Network, CNN architecture, Motor Imagery, 
Whale’s Optimization.
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1. Introduction
Several people worldwide suffer from neural dis-
eases that result in body paralysis. Those kinds of 
people cannot be able to communicate directly, so 
Brain-Computer Interface System (BCI) is used to 
estimate the voltage deviations from the electrodes 
fixed on the patient’s scalp and to classify them as 
commands. A Brain-computer Interface (BCI) is a 
system that allows direct communication between 
the brain and an external device, such as a comput-
er or a prosthetic limb, without requiring any mus-
cle movement or peripheral nerves. Some electronic 
indicators transform brain signals to outfit classes 
[36]. This is useful for identifying the patient’s in-
tentions, controlling robots, wheelchair operation, 
and alphabet selections, and used in neuro-prosthe-
sis for the movement of paralyzed legs [6, 19, 22, 24]. 
BCI uses electroencephalogram (EEG) to record col-
lectively and analyze neuron activity approximately 
for mobile devices, so it should be analyzed in depth. 
EEG is applied everywhere because of its simplicity 
and low cost.
BCI construction has three stages. The first is to ac-
cession data from EEG, which is derived from brain 
signals [36]. The second thing is extracting features 
from the result of the previous step. The final one is 
to classify the signals and circulate them to different 
devices. Several classification techniques are availed 
to predict the category of motor imagery tasks from 
EEG signals [18, 23]. The outcomes are helpful in 
BCI applications for producing command controls. 
Several devices like robotic devices, intelligent home 
appliances, and the movement of wheelchairs [15] 
avail above output. Several classification techniques, 
such as Random Forest, Naive Bayes, SVM, KNN, and 
CNN, are availed to classify the EEG data.
Electronic indicators are devices used to measure 
and detect brain signals, also known as neural activi-
ty. These indicators are used to transform the electri-
cal signals produced by the brain into a digital format 
that can be analyzed by computer software or other 
electronic devices
Current Scholars are mostly applying CNN for classi-
fications such as object detection [25], audio classifi-
cation [9], motion prediction [17, 4], disease analysis 
[29, 17], sentiment analysis [1], and also modern agri-
culture [27]. Exceeding the other classification tech-

nique, Deep CNN results in better milestones [12, 13]. 
Still, it remains significant to achieve a perfect CNN 
framework. While creating a CNN framework, sev-
eral parameters need to be in mind, like the levels of 
the network, type of each layer, the count and size of 
the convolution layer, and the relation between lay-
ers. The above parameters affect the overall results of 
CNN, so it is considered to be a difficult task to design 
the best CNN. Note that trying the same CNN frame-
work for different jobs does not provide the optimal 
solution, so CNN should be redesigned accordingly 
for every task. When experts are trying to design a 
CNN manually for a dataset specifically, it requires 
several amounts of time and more research knowl-
edge [30]. Developing the CNN framework uses evo-
lutionary algorithms, which becomes an optimization 
problem. Most researchers use the same evolutionary 
techniques to obtain optimal neural networks. In this 
work, a modified Whale Optimization algorithm is 
used to design CNN architecture.
The contribution of the proposed work is given as fol-
lows:
 _ An optimal convolutional neural network 

architecture search algorithm WOAIMCNN is 
proposed.

 _ A mutual vector is generated in the proposed work 
to provide an exploitation search for the local 
information.

 _ A novel difference and addition operator with 
a mutualism phase is provided. It enhances the 
exploration capability of the algorithm without 
trapping into optimum local value.

 _ This study involves the utilization of the Whale 
Optimization Algorithm, which includes an 
Improved Mutualism Phase. 

 _ The goal of this approach is to efficiently identify 
the optimal Convolutional Neural Network 
architecture that can accurately classify motor 
imagery tasks with minimal computational 
complexity.

The paper is organized as follows: Section 3 explains 
the proposed methodology and the WOAIMCNN al-
gorithm. The dataset description, results, and discus-
sion are provided in Section 4. Section 5 concludes 
the proposed work. 
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2. Related Works
In 2020, Zhang et al. [41] plan to provide an improved 
ELM-based technique for EEG categorization in MI-
based BCI. Here, the PSO-ELM considerably increas-
es the classification accuracy for both two-class and 
four-class MI classifications compared to SVM, ELM, 
and PSO-SVM. In 2020, Chen [7] introduced the 
FBSF-TSCNN method, which combines filter bank 
spatial filtering with deep temporal-spatial feature 
learning to generate a quick and accurate method. Ex-
perimental findings on the BCI IV 2a and SMR-BCI 
datasets, respectively. Demonstrate the usefulness of 
the recommended approach.
Fan [39] invented QNet in the year 2020, which uses 
3D-AM to learn attention weights for channels, time 
points, and feature maps. On average, the highest lev-
el of accuracy was 68%, followed by 74.75 percent and 
82.88 percent. 
In 2021 [34] Varsehi proposed a unique motor imag-
ery EEG data channel selection technique based on 
Granger causality analysis. It outperforms the previ-
ous correlation-based method. Xiao [28] presented 
a novel EWT-based technique that outperforms the 
previous correlation-based method for improving 
MI task EEG signal categorization accuracy in the 
context of a motor imagery task. The proposed EWT 
technique achieves higher classification accuracy 
than current techniques that use 118 electrode chan-
nels, with the IA and IF components achieving aver-
age classification accuracy of up to 95.19 percent and 
94.60 percent, respectively, for dataset IVa.
For designing Neural Networks, genetic algorithms 
are used in Neuro Evolution of Augmenting Technol-
ogy (NEAT) [32]. HyperNEAT was designed by com-
bining NEAT with secondary encoded topology using 
connected Compositional Pattern Producing Net-
works (CPPN) [31]. Many researchers have discussed 
that because of several parameters required for the 
CNN framework, evolutionary algorithms are not 
compatible with the computational model of CNN 
[2]. Google team proposed an algorithm based on GA 
for the CNN framework, which is applied for all tasks 
until 2017 and is called Large scale Evaluation of Im-
age Classifier (LEIC) [26]. Another algorithm called 
EvoCNN based on GA is designed to show CNN con-
struct with an evolutionary algorithm within optimal 
time [33]. Another scholar proposed an algorithm 

called IPPSO, Particle Swarm Optimization (PSO) 
on CNN for simulating IPs for encoding CNN [35]. 
Francisco designed a search algorithm for the CNN 
framework called PSO CNN based on PSO [14]. Still, 
the researchers are more interested in introducing 
and proving their knowledge by designing an optimal 
algorithm that provides the best on the CNN frame-
work with the evolutionary network.  
The attraction with the performance of the algo-
rithms, this novel work introduced an enhanced 
method called WOAIMCNN, which is presented by 
combining formal WOA with a modified mutualism 
phase. Even though the formal technique is optimal, 
it lacks less exploration facility, delays convergence 
speed, and is efficiently confined to a communal re-
sult. Formal WOA uses a coefficient vector as a pa-
rameter (AC) in the interval between -2 and 2. AC val-
ue reduces to 0 from 2 in each iteration; when AC>=1, 
it is selected as the exploration phase. This guaran-
tees the execution of the exploitation segment inside 
the second half of the iteration and weakens the ex-
ploration phase. Another novel method is a modified 
SOS algorithm to get optimal solutions by balancing 
the search process.
In the modern era, SOS updates independently by 
random independents instead of the overall optimal 
independents, which increases the heterogeneity of 
the result. Since the global efficiency of the algorithm 
is increased, this is useful to jump to the next level in 
the optimal communal solution. This way, WOA ex-
ploration capacity increases, investigations are even-
tually adjusted, and coupling speed increases. 
One of the significant challenges with BCI systems is 
inter-subject variability. EEG signals can vary signifi-
cantly between individuals due to differences in brain 
structure, skull thickness, and other factors. This vari-
ability makes it challenging to create a one-size-fits-all 
BCI system that works equally well for everyone. To 
address this challenge, researchers have been exploring 
approaches that can adapt to individual differences in 
EEG signals, such as personalized training and calibra-
tion procedures, and using machine learning algorithms 
to learn individual-specific features of EEG signals.
Another major challenge with BCI systems is the 
low signal-to-noise ratio of EEG signals. EEG signals 
are often contaminated by various types of noise, in-
cluding muscle artifacts, electrode movement, and 
environmental interference. This noise can make 
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it difficult to decode the user’s intentions from the 
EEG signal accurately. To address this challenge, re-
searchers have been developing signal processing 
techniques, such as filtering and artifact removal 
methods, to improve the quality of the EEG signal. 
Additionally, researchers have been exploring novel 
electrode designs and placement strategies to reduce 
noise and improve the quality of the EEG signal.
In addition to these challenges, other issues need to be 
addressed in any BCI-related work, such as real-time 
processing of EEG signals, ensuring user safety and 
privacy, and developing user-friendly BCI interfaces. 
Researchers in the field of BCI are continuously work-
ing on developing new techniques and approaches to 
address these challenges and make BCI systems more 
practical and accessible for everyday use.

3. Proposed Methodology
3.1. Whale Optimization Algorithm (WOA)
The Whale Optimization Algorithm copies the Bryde 
whale’s behavior. Like standard methods, WOA opti-
mization also begins with initializing the population. 
The overall searching technique is split into 3 phases: 
Search for target prey, surround the prey, and rounded 
feeding by bubble-net manner. The efficiency of every 
is based on the stability of local and global techniques; 
WOA avails the whale technique for exploitation and 
exploration phase balancing based on some criteria. 
Final terminations are based on the requirements al-
ready defined by fitness value or several iterations. 
a Searching the Prey
At the current location, randomly, the whale search-
es for prey. The same behavior of the Bryde whale is 
applied to magnify the exploration potential of the 
algorithm. Here, new CNN architecture generation 
process is done by using Equations (1)-(2), as is de-
scribed in Figure 5. The mathematical representation 
of the equations is as follows:

 
 

 

HyperNEAT was designed by combining NEAT with 
secondary encoded topology using connected 
Compositional Pattern Producing Networks (CPPN) 
[31]. Many researchers have discussed that because of 
several parameters required for the CNN framework, 
evolutionary algorithms are not compatible with the 
computational model of CNN [2]. Google team 
proposed an algorithm based on GA for the CNN 
framework, which is applied for all tasks until 2017 and 
is called Large scale Evaluation of Image Classifier 
(LEIC) [26]. Another algorithm called EvoCNN based 
on GA is designed to show CNN construct with an 
evolutionary algorithm within optimal time [33]. 
Another scholar proposed an algorithm called IPPSO, 
Particle Swarm Optimization (PSO) on CNN for 
simulating IPs for encoding CNN [35]. Francisco 
designed a search algorithm for the CNN framework 
called PSO CNN based on PSO [14]. Still, the 
researchers are more interested in introducing and 
proving their knowledge by designing an optimal 
algorithm that provides the best on the CNN framework 
with the evolutionary network.    
The attraction with the performance of the algorithms, 
this novel work introduced an enhanced method called 
WOAIMCNN, which is presented by combining formal 
WOA with a modified mutualism phase. Even though 
the formal technique is optimal, it lacks less exploration 
facility, delays convergence speed, and is efficiently 
confined to a communal result. Formal WOA uses a 
coefficient vector as a parameter (AC) in the interval 
between -2 and 2. AC value reduces to 0 from 2 in each 
iteration; when AC>=1, it is selected as the exploration 
phase. This guarantees the execution of the exploitation 
segment inside the second half of the iteration and 
weakens the exploration phase. Another novel method 
is a modified SOS algorithm to get optimal solutions by 
balancing the search process. 
In the modern era, SOS updates independently by 
random independents instead of the overall optimal 
independents, which increases the heterogeneity of the 
result. Since the global efficiency of the algorithm is 
increased, this is useful to jump to the next level in the 
optimal communal solution. This way, WOA 
exploration capacity increases, investigations are 
eventually adjusted, and coupling speed increases.  
One of the significant challenges with BCI systems is 
inter-subject variability. EEG signals can vary 
significantly between individuals due to differences in 
brain structure, skull thickness, and other factors. This 
variability makes it challenging to create a one-size-fits-
all BCI system that works equally well for everyone. To 
address this challenge, researchers have been exploring 
approaches that can adapt to individual differences in 
EEG signals, such as personalized training and 
calibration procedures, and using machine learning 
algorithms to learn individual-specific features of EEG 
signals. 

Another major challenge with BCI systems is the 
low signal-to-noise ratio of EEG signals. EEG 
signals are often contaminated by various types of 
noise, including muscle artifacts, electrode 
movement, and environmental interference. This 
noise can make it difficult to decode the user’s 
intentions from the EEG signal accurately. To 
address this challenge, researchers have been 
developing signal processing techniques, such as 
filtering and artifact removal methods, to improve 
the quality of the EEG signal. Additionally, 
researchers have been exploring novel electrode 
designs and placement strategies to reduce noise 
and improve the quality of the EEG signal. 
In addition to these challenges, other issues need 
to be addressed in any BCI-related work, such as 
real-time processing of EEG signals, ensuring user 
safety and privacy, and developing user-friendly 
BCI interfaces. Researchers in the field of BCI are 
continuously working on developing new 
techniques and approaches to address these 
challenges and make BCI systems more practical 
and accessible for everyday use. 

3. Proposed Methodology 
3.1 Whale Optimization Algorithm (WOA) 
The Whale Optimization Algorithm copies the 
Bryde whale’s behavior. Like standard methods, 
WOA optimization also begins with initializing 
the population. The overall searching technique is 
split into 3 phases: Search for target prey, surround 
the prey, and rounded feeding by bubble-net 
manner. The efficiency of every is based on the 
stability of local and global techniques; WOA 
avails the whale technique for exploitation and 
exploration phase balancing based on some 
criteria. Final terminations are based on the 
requirements already defined by fitness value or 
several iterations.  
 
a) Searching the Prey 
At the current location, randomly, the whale 
searches for prey. The same behavior of the Bryde 
whale is applied to magnify the exploration 
potential of the algorithm. Here, new CNN 
architecture generation process is done by using 
Equations (1)-(2), as is described in Figure 5. The 
mathematical representation of the equations is as 
follows: 
 

( ) ( ). x x
randDiff CV p p= −                      (1)   

 
( ) ( )1 .x x

randp p Q Diff+ = − ,        (2)           
 

(1)

 
 

 

HyperNEAT was designed by combining NEAT with 
secondary encoded topology using connected 
Compositional Pattern Producing Networks (CPPN) 
[31]. Many researchers have discussed that because of 
several parameters required for the CNN framework, 
evolutionary algorithms are not compatible with the 
computational model of CNN [2]. Google team 
proposed an algorithm based on GA for the CNN 
framework, which is applied for all tasks until 2017 and 
is called Large scale Evaluation of Image Classifier 
(LEIC) [26]. Another algorithm called EvoCNN based 
on GA is designed to show CNN construct with an 
evolutionary algorithm within optimal time [33]. 
Another scholar proposed an algorithm called IPPSO, 
Particle Swarm Optimization (PSO) on CNN for 
simulating IPs for encoding CNN [35]. Francisco 
designed a search algorithm for the CNN framework 
called PSO CNN based on PSO [14]. Still, the 
researchers are more interested in introducing and 
proving their knowledge by designing an optimal 
algorithm that provides the best on the CNN framework 
with the evolutionary network.    
The attraction with the performance of the algorithms, 
this novel work introduced an enhanced method called 
WOAIMCNN, which is presented by combining formal 
WOA with a modified mutualism phase. Even though 
the formal technique is optimal, it lacks less exploration 
facility, delays convergence speed, and is efficiently 
confined to a communal result. Formal WOA uses a 
coefficient vector as a parameter (AC) in the interval 
between -2 and 2. AC value reduces to 0 from 2 in each 
iteration; when AC>=1, it is selected as the exploration 
phase. This guarantees the execution of the exploitation 
segment inside the second half of the iteration and 
weakens the exploration phase. Another novel method 
is a modified SOS algorithm to get optimal solutions by 
balancing the search process. 
In the modern era, SOS updates independently by 
random independents instead of the overall optimal 
independents, which increases the heterogeneity of the 
result. Since the global efficiency of the algorithm is 
increased, this is useful to jump to the next level in the 
optimal communal solution. This way, WOA 
exploration capacity increases, investigations are 
eventually adjusted, and coupling speed increases.  
One of the significant challenges with BCI systems is 
inter-subject variability. EEG signals can vary 
significantly between individuals due to differences in 
brain structure, skull thickness, and other factors. This 
variability makes it challenging to create a one-size-fits-
all BCI system that works equally well for everyone. To 
address this challenge, researchers have been exploring 
approaches that can adapt to individual differences in 
EEG signals, such as personalized training and 
calibration procedures, and using machine learning 
algorithms to learn individual-specific features of EEG 
signals. 

Another major challenge with BCI systems is the 
low signal-to-noise ratio of EEG signals. EEG 
signals are often contaminated by various types of 
noise, including muscle artifacts, electrode 
movement, and environmental interference. This 
noise can make it difficult to decode the user’s 
intentions from the EEG signal accurately. To 
address this challenge, researchers have been 
developing signal processing techniques, such as 
filtering and artifact removal methods, to improve 
the quality of the EEG signal. Additionally, 
researchers have been exploring novel electrode 
designs and placement strategies to reduce noise 
and improve the quality of the EEG signal. 
In addition to these challenges, other issues need 
to be addressed in any BCI-related work, such as 
real-time processing of EEG signals, ensuring user 
safety and privacy, and developing user-friendly 
BCI interfaces. Researchers in the field of BCI are 
continuously working on developing new 
techniques and approaches to address these 
challenges and make BCI systems more practical 
and accessible for everyday use. 

3. Proposed Methodology 
3.1 Whale Optimization Algorithm (WOA) 
The Whale Optimization Algorithm copies the 
Bryde whale’s behavior. Like standard methods, 
WOA optimization also begins with initializing 
the population. The overall searching technique is 
split into 3 phases: Search for target prey, surround 
the prey, and rounded feeding by bubble-net 
manner. The efficiency of every is based on the 
stability of local and global techniques; WOA 
avails the whale technique for exploitation and 
exploration phase balancing based on some 
criteria. Final terminations are based on the 
requirements already defined by fitness value or 
several iterations.  
 
a) Searching the Prey 
At the current location, randomly, the whale 
searches for prey. The same behavior of the Bryde 
whale is applied to magnify the exploration 
potential of the algorithm. Here, new CNN 
architecture generation process is done by using 
Equations (1)-(2), as is described in Figure 5. The 
mathematical representation of the equations is as 
follows: 
 

( ) ( ). x x
randDiff CV p p= −                      (1)   

 
( ) ( )1 .x x

randp p Q Diff+ = − ,        (2)           
 

(2)

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 

randomly chosen from the current population, x de-
notes current iteration, Diff represents space between 
the population’s current and random individuals, and 
the operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4).

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(3)

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(4)

where r represents a number that linearly decreases 
by 2 to 0 in iteration, rand is a random number chosen 
between intervals.
b Encircling the Prey
In this second phase, the most optimal solution deter-
mined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants 
update their locations close to the current optimal 
solution. Here, location refers to the layers used in the 
CNN architecture. New CNN architecture designed 
using Equations (5)-(6) is described in Figure 5.

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(5)

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(6)

where best represents the present optimal solution.
c Bubble-net Attacking Strategy
Humpback or Bryde whales stick to bubble-net raids 
on the helix structure path to attack the prey. New 
CNN architecture is generated by using Equations 
(7)-(8), which is described in Figure 4. Same bub-
ble-net technique is followed in WOA while search-
ing, which is represented as:

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(7)

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(8)

where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9):

  

where P represents the population’s position vector 
which is CNN architecture, Brand is a population vector 
randomly chosen from the current population, x denotes 
current iteration, Diff represents space between the 
population’s current and random individuals, and the 
operator dot (.) represents multiplication process 
element by element, |  | represents the absolute result. 
Two coefficient vectors, CV and Q, are defined as in 
Equations (3)-(4). 
 

2 *Q r rand r= −           (3) 
 

2*CV rand= ,                                              (4) 
 
where r represents a number that linearly decreases by 2 
to 0 in iteration, rand is a random number chosen 
between intervals. 
 
b) Encircling the Prey 
In this second phase, the most optimal solution 
determined in the previous iteration is nearer to the best 
value. The remaining individuals and inhabitants update 
their locations close to the current optimal solution. 
Here, location refers to the layers used in the CNN 
architecture. New CNN architecture designed using 
Equations (5)-(6) is described in Figure 5. 
  

( ) ( ). x x
bestDiff CV p p= −                                (5) 

 
( ) ( )1 .x x

bestp p Q Diff+ = − ,                                 (6) 
 
where best represents the present optimal solution. 
 
c) Bubble-net Attacking Strategy 
Humpback or Bryde whales stick to bubble-net raids on 
the helix structure path to attack the prey. New CNN 
architecture is generated by using Equations (7)-(8), 
which is described in Figure 4. Same bubble-net 
technique is followed in WOA while searching, which 
is represented as: 
 

( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
exploitation process. When Q is positive (Q>=1), 
the exploration process is activated, which starts 
global searching based on Equations (1)-(2). 
Suppose Q is negative (Q<1), alteration of 
location started by individuals based on Equation 
(6) or Equation (8). Based on the AC value 
probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability 
value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
populations are initialized, and then every 
individual’s fitness is estimated to determine the 
optimal global solution. Later in all iterations, the 
mutation phase is processed initially after the 
absolute values of the population are updated. For 
every individual (Pq), choose an individual (Ps) as 
random from the overall population where Pq is 
not equal to Ps to interact with Pq. The new CNN 
architecture is generated using Equations (11)-
(12), as described in Figures 3-4. The above 
mutation is mathematically defined as follows: 
 

 (   1qnew q NbestP P rand X P MUV X B= + −   (11) 
 

( )   2snew s NbestP P rand X P MUV X B= + − (12) 
  

qMUV P P= + ,                                            (13) 
 
where best represents any one population Ps or Pq 
with high fitness value, MUV shows the 
advantages both individuals attain from everyone 
in inaugurating a mutually optimal symbiotic 
correlation. It is defined by calculating the average 
result of the above two individuals; B1 & B2 
ranges between 1 and 2 is a proportion coefficient 
by comparing how individuals are obtaining 
benefits from each other. It is shown in Equation 
(13).    

 

(9)



Information Technology and Control 2023/3/52748

The r2 value is linearly decreased between the range 
-1 to -2 during the iteration process, and the rand is 
several arbitrary values in the span [0, 1].
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ing based on Equations (1)-(2). Suppose Q is negative 
(Q<1), alteration of location started by individuals 
based on Equation (6) or Equation (8). Based on the 
AC value probability, WOA jumps the process between 
bubble-net raids for attacking and encircling prey 
technique. For every strategy, the probability value will 
be 0.5. The mathematical representation for the above 
method is represented as Equation (10) as follows:
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c) Bubble-net Attacking Strategy 
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architecture is generated by using Equations (7)-(8), 
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technique is followed in WOA while searching, which 
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( ) ( )* x x
bestDiff p p= −                (7) 

 
( ) ( ) ( )1 *. .cos cos 2x xsr

bestp Diff e r pπ+ = + ,   (8) 
where s represents the logarithmic shape of the spiral 
and it is also a constant value, r is chosen as a random 
number evaluated by the below given mathematical 
representation as Equation (9): 

( )2 1 1r r rand= − + .                                   (9) 
The r2 value is linearly decreased between the range -1 
to -2 during the iteration process, and the rand is several 

arbitrary values in the span [0, 1]. 
During the process of searching, depending on the 
Q value exploration process is switched to the 
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value will be 0.5. The mathematical representation 
for the above method is represented as Equation 
(10) as follows: 
 

( ) ( )

( ) ( ) ( )

1

1 *

.   0.5

. .cos cos 2  0.5

x x
rand

x xsr
best

p p Q Diff if AC

p Diff e r p if ACπ

+

+

 = − ≤


= + >

.                                                                                 

(10) 
 
3.2 Proposed Whale Optimization Algorithm with  
Improved Mutualism Phase of SOA Optimization 
Algorithm (WOAIMCNN) 
Based on the current new process of searching, 
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The changes are done on two individuals among the 
overall population at a particular time using the optimal 
individual selected randomly among the two individuals 
already selected randomly, which enables high diversity 
in the result. After the enhanced mutation phase global 
best optimal solution is evaluated and reassigned if it 
gives the best than the already defined best results; by 
integrating the enhanced mutation phase, the 
requirement of exploration capacity of WOA is 
controlled here. The convergence speed of the algorithm 
increases by selecting optimal individuals during the 
current phase and the globally best optimal individuals 
during the local search. This above process is continued 
until the best result is obtained according to the 
termination criteria. The pseudo-code for the proposed 
method is defined in Algorithm1, and the complete 
architecture model is drawn in Figure 1. Here, CNN 
architecture is provided as the whale’s population. 
Based on the population, it is regenerated. From the 
population the candidate CNN is trained and the fitness 
value is calculated. WOA computes for ‘m’ iterations 
and testing data are performed in the best CNN.  
a) Candidate CNN Architecture Representation for 

WOAIMCNN Algorithm 

 
Algorithm 1.  
Pseudo-code of the WOAIM algorithm. 
 
Input: whale population Si (i=1,2,….. Np) 
Output: Pbest – Optimal population 
 
Initialize the whale population Si (i=1,2,….. Np) 
For all searches, the agent calculates the fitness 
value. 
Pbest -> Search agent with the highest fitness 
value. 
Assign k = 0 and miteration = 20 
While (k <= miteration) do 
      For each Search agent Pq 
Choose another search agent  Ps  randomly 
where Pq ≠ Ps 

 If fitness(Pq) > fitness(Ps) then 
         PNbest =  Pq 

 Else 
         PNbest =  Ps 
Calculate the new value for Pq and  Ps using 
Equation 11 and Equation. 12, respectively. 
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The changes are done on two individuals among the 
overall population at a particular time using the optimal 
individual selected randomly among the two individu-
als already selected randomly, which enables high di-
versity in the result. After the enhanced mutation phase 
global best optimal solution is evaluated and reassigned 
if it gives the best than the already defined best results; 
by integrating the enhanced mutation phase, the re-
quirement of exploration capacity of WOA is controlled 
here. The convergence speed of the algorithm increas-
es by selecting optimal individuals during the current 
phase and the globally best optimal individuals during 
the local search. This above process is continued until 
the best result is obtained according to the termination 
criteria. The pseudo-code for the proposed method is 
defined in Algorithm1, and the complete architecture 
model is drawn in Figure 1. Here, CNN architecture is 
provided as the whale’s population. Based on the popu-
lation, it is regenerated. From the population the candi-
date CNN is trained and the fitness value is calculated. 
WOA computes for ‘m’ iterations and testing data are 
performed in the best CNN. 
a Candidate CNN Architecture Representation for 

WOAIMCNN Algorithm
While dealing with most complex architecture mod-
els, the important thing is the representation; here, 
it is CNN architecture Representation for EEG data 
classification. This novel method introduces a direct 
encoding method for the CNN model. This work only 
focuses on the CNN model, which contains three lay-
er types pooling, fully connected, and convolutional. 
Every individual in a population of WOAIMCNN is 
represented as shown in Figure 3, which is the can-
didate model of CNN architecture. The number of 
layers in candidate CNN architecture varies in the 
WOAIMCNN process, which may increase individual 
diversity in the population space.
Algorithm 1.  Pseudo-code of the WOAIM algorithm.

Input: whale population Si (i=1,2,….. Np)
Output: Pbest – Optimal population

Initialize the whale population Si (i=1,2,….. Np)
For all searches, the agent calculates the fitness value.
Pbest -> Search agent with the highest fitness value.
Assign k = 0 and miteration = 20
While (k <= miteration) do
      For each Search agent Pq

Choose another search agent  Ps  randomly where Pq ≠ Ps

 If fitness(Pq) > fitness(Ps) then
         PNbest =  Pq

 Else
         PNbest =  Ps

Calculate the new value for Pq and  Ps using Equation 11 
and Equation. 12, respectively.
 Update the fitness value for Pq and  Ps

      End For
      Update Pbest

      For each Search agent
 Calculate the value for Q, CV,r2, and AC
 If ( AC< 0.5)
     If( |Q| >= 1)
        Update the value for the current search agent 
                       using Equation 2
     Else
        Update the value for the current search agent 
                      using Equation 6
 Else
        Update the value for the current search agent 
                      using Equation 8
       End For
       k=k+1
End while
Return Pbest

b The Initialization of the WOAIMCNN  Population
To start the WOAIMCNN process, the input parame-
ters are initialized with the original population value, 
which is CNN architecture. In Algorithm 2, the ini-
tialization process is explained in detail. The initial-
ization of the population is done by using the meth-
od followed in [24] and with some improvement to 
obtain a correct process. The generated CNN model 
will be an effective architecture with the first layer as 
a convolutional layer and the final last layer as a ful-
ly connected layer with the middle as a pooled layer, 
convolution layer and fully connected layer provided 
randomly. 
In an integrated coding update model, while gener-
ating the CNN model automatically, the position of 
the fully connected layer should be located after the 
convolutional and pooling layer. When the fully con-
nected layer is inserted before the other two layers, 
the final result will have extreme weight in connec-
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Figure 2 
Representation of the Individual Population
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is CNN architecture. In Algorithm 2, the initialization 
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population is done by using the method followed 
in [24] and with some improvement to obtain a 
correct process. The generated CNN model will be 
an effective architecture with the first layer as a 
convolutional layer and the final last layer as a 
fully connected layer with the middle as a pooled 
layer, convolution layer and fully connected layer 
provided randomly.  
In an integrated coding update model, while 
generating the CNN model automatically, the 
position of the fully connected layer should be 
located after the convolutional and pooling layer. 
When the fully connected layer is inserted before 
the other two layers, the final result will have 
extreme weight in connection. It will lead CNN 
architecture into a detrimental stage, and two 
different stages were added to the CNN model 
calculation. The resultant architecture should be 
arranged by adjusting the fully connected layer 
after all other pooling and convolutional layers. 
Due to consecutive down-sampling stages in the 
continuous pooling layer, the convolutional layer 
is added in between the continuous pooling layers. 
In the integrated update method adaptive span 
encoding model is used, which will not limit the 
length of architecture in the CNN model.  
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The lmax is the maximum count of layers, set for the 
count of layers on the network during the initialization. 

Side by side, the network model architecture is 
generated and re-initialized by considering the 

tion. It will lead CNN architecture into a detrimental 
stage, and two different stages were added to the CNN 
model calculation. The resultant architecture should 
be arranged by adjusting the fully connected layer af-
ter all other pooling and convolutional layers. Due to 
consecutive down-sampling stages in the continuous 
pooling layer, the convolutional layer is added in be-
tween the continuous pooling layers. In the integrated 
update method adaptive span encoding model is used, 
which will not limit the length of architecture in the 
CNN model. 
The lmax is the maximum count of layers, set for the 
count of layers on the network during the initializa-
tion. Side by side, the network model architecture 
is generated and re-initialized by considering the 
WOAIMCNN. Here, the algorithm finds the optimal 
structure by considering the requirements of the 
original dataset. An individual from the WOAIMCNN 
population is an architecture model for a CNN candi-
date. The best individuals are obtained from the pop-
ulation of WOAIMCNN and reframed as the optimal 
CNN architecture.

Algorithm 2. Pseudocode for the initialization phase 
of WOAIMCNN

Input: Np-> Population size, layersmax  -> Max number 
of layers, featuremax -> Max number of output feature 

maps, kermax -> Max value for the kernel size, Nmax-> 
Max number of Fully connected layer neurons, Oout -> 
Number of output neurons 

Output: A population which is the representation of op-
timized CNN architecture

For i = 1 to Np do
    Si.length = rand(3,length);
    Fix the value for max number of pooling layers (poolmzxi);
    For j = 1 to Si.length do
             If j ==1 then
  Layer[j] = addcon(kermax,featuremax);

 Else  if j== Si.length then
  Layer[j] = addFullC(Oout);
 Else  if layer[j-1].typ == “FC” then 
  Layer[j] = addFullc(Nmax);
 Else
  Layer_typ = rand(1,3)
  If layer_typ ==1 then
      Layer[j] = addcon(kermax,featuremax);
  Else  if Layer_typ == 2 then
      Layer[j] = addpooling();
  Else
      Layer[j] = addFullc(Nmax);
        End  
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        For k=2 till si do
 If ((layer[k].typ ==”pooling” )
                       && (layer[k-1].typ==”pooling”))    
           then
    Layer[k] =insert.addcon(kermax,featuremax);
         End 
         Si.layer = layer
End
Return  tpop = {S1,……. SNP }

c Calculating Mutual Vector
The mutualism technique of SOS mainly focuses on 
the average of two non-numeric variables. Every in-
dividual calculation process is defined in Algorithm 3. 
This operation is represented pictorially in Figure 3. 
Algorithm 3. For calculating Mutual Vector

Input: Population Pq and Ps

Output: Mutual Vector( M ), which is similar to the 
new population

MV_layers = maxlayers(Pq ,Ps)
For i in MV_layers, do
       B1,B2 <- rand_int(1,2)
       If Pq.layer[i] != None and Ps.layer[i]!=None then
                If B1 ==B2 Then 
  Add  Pq.layer[i] and Ps.layer[i] to M

Figure 3 
Representation of Mutual Vector Calculation

               Else if B1 < B2 then
  Add Ps.layer[i] to M
              Else if B1 > B2 then
  Add  Pq.layer[i]  to M
             End
     Else if  Pq.layer[i] != None and Ps.layer[i]=None then
            If B1 ==B2 Then 
  Add  Pq.layer[i] twice to M
           Else if B1 < B2 then
  Add delete flag -1 to M
          Else if B1 > B2 then
  Add  Pq.layer[i]  to M
         End
    Else if  Pq.layer[i] = None and Ps.layer[i] !=None then
         If B1 ==B2 Then 
  Add  Ps.layer[i] twice to M
        Else if B1 < B2 then
  Add  Ps.layer[i]  to M
       Else if B1 > B2 then
  Add delete flag -1 to M or 
                                           do not add anything to M
      End
   End
   Return M

 
 

 

WOAIMCNN. Here, the algorithm finds the optimal 
structure by considering the requirements of the original 
dataset. An individual from the WOAIMCNN 
population is an architecture model for a CNN 
candidate. The best individuals are obtained from the 
population of WOAIMCNN and reframed as the 
optimal CNN architecture. 

 
Algorithm 2.  
Pseudocode for the initialization phase of 
WOAIMCNN 
 
Input: Np-> Population size  , layersmax  -> Max number 
of layers , featuremax -> Max number of output feature 
maps , kermax -> Max value for the kernel size, Nmax-> 
Max number of Fully connected layer neurons, Oout -> 
Number of output neurons  
Output: A population which is the representation of 
optimized CNN architecture 
 
For i = 1 to Np do 
    Si.length = rand(3,length); 
    Fix the value for max number of pooling layers 
(poolmzxi); 
    For j = 1 to Si.length do 
             If j ==1 then 
  Layer[j] = addcon(kermax,featuremax); 
 Else if j== Si.length then 
  Layer[j] = addFullC(Oout); 

 Else if layer[j-1].typ == “FC” then  
  Layer[j] = addFullc(Nmax); 
 Else 
  Layer_typ = rand(1,3) 
  If layer_typ ==1 then 
      Layer[j] = 
addcon(kermax,featuremax); 
  Elseif Layer_typ == 2 then 
      Layer[j] = addpooling(); 
  Else 
      Layer[j] = addFullc(Nmax); 
        End   
        For k=2 till si do 
 If ((layer[k].typ ==”pooling” ) 
                       && (layer[k-1].typ==”pooling”))     
           then 
    Layer[k] =insert.addcon(kermax,featuremax); 
         End  
         Si.layer = layer 
End 
Return  tpop = {S1,……. SNP } 

 
c)  Calculating Mutual Vector 
The mutualism technique of SOS mainly focuses 
on the average of two non-numeric variables. 
Every individual calculation process is defined in 
Algorithm 3. This operation is represented 
pictorially in Figure 3.  

 
Figure 3  
Representation of Mutual Vector Calculation 
 

 
 

 
Algorithm 3. For calculating Mutual Vector 

 
Input: Population Pq and Ps 

 
MV_layers = maxlayers(Pq ,Ps) 
For i in MV_layers, do 



Information Technology and Control 2023/3/52752

d Steps to Implement the Mutualism phase include 
Difference Operator and Addition Operator.

To find the difference in Pq value to be changed, the 
calculation needs to be done to find the difference be-
tween the Mutual Vector (M) and the best architec-
ture selected PNbest. Differential operation is described 
in Figure 7. The main key point of this proposed nov-
el methodology is dimensions of corresponding block 
types of two different candidate models are equal, then 
their difference is determined as 0. When both are dif-
ferent, then the optimal architecture PNbest dimension 
is used. On the other hand, when the PNbest architec-
ture model block is empty, the architecture block dif-
ference’s corresponding block dimension value will 

Figure 4 
Examples of the Mutualism phase include difference operator and addition operator

also be empty. Normal logical addition process is done 
among the candidate Pq and value diff, which is the dif-
ference between Pq and PNbest. The addition operation 
of calculations done on non-numerical architectural 
blocks also retains the architectural block’s dimension 
in Pq and Diff on corresponding blocks. 
In this way, the diversity of candidate architecture 
is increased, which is very effective in selecting the 
optimal architectural model. Algorithm 4 explains 
the addition and difference operation optimally. To 
control the gain selector, a threshold value alpha α is 
chosen and set as 0.5 Figure 4 describes the above op-
erations’ addition and the difference clearly.   
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    Else if  Pq.layer[i] = None and Ps.layer[i] !=None 
then 
         If B1 ==B2 Then  
  Add  Ps.layer[i] twice to M 
        Else if B1 < B2 then 
  Add  Ps.layer[i]  to M 
       Else if B1 > B2 then 
  Add delete flag -1 to M or  
                                           do not add anything to M 
      End 

   End 
   Return M 

 
d) Steps to Implement the Mutualism phase 
include Difference Operator and Addition 
Operator. 
To find the difference in Pq value to be changed, 
the calculation needs to be done to find the 
difference between the Mutual Vector (M) and the 
best architecture selected PNbest. Differential 
operation is described in Figure 7. The main key 
point of this proposed novel methodology is 
dimensions of corresponding block types of two 
different candidate models are equal, then their 
difference is determined as 0. When both are 
different, then the optimal architecture PNbest 
dimension is used. On the other hand, when the 
PNbest architecture model block is empty, the 
architecture block difference’s corresponding 
block dimension value will also be empty. Normal 
logical addition process is done among the 
candidate Pq and value diff, which is the 
difference between Pq and PNbest. The addition 
operation of calculations done on non-numerical 
architectural blocks also retains the architectural 
block’s dimension in Pq and Diff on 
corresponding blocks.  
 

 
Figure 4  
Examples of the Mutualism phase include difference operator and addition operator 
 

 

Algorithm 4.  Implements the Mutualism phase, in-
cluding the difference operator and addition operator.

Input : population PNbest ,M ,Pq threshold α
Output: new population NP
D_layers = maxlayers(PNbest ,M)
For i in D_layers, do
    If PNbest.layer[i] != None then

       If PNbest.layer[i][“typ”]!=”remove” then
           If M.layer[i]!= None then
              If PNbest.layer[i][“typ”] == M.layer[i][“typ”] Then 
                      Add “0” to D
              Else   
                      Add  PNbest.layer[i] to D 
              End
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          Else
                 Add delete flag -1 to D or 
                                        Do not add anything to D
        End
     End
NP_layer= maxlayers(Pq ,D)
For i in NP_layer, do
   If Pq.layer[i] != None && D.layer[i]== (None|0) 
Then
          Add  Pq.layer[i] to NP
  Else if  Pq.layer[i] != None && D.layer[i] != None Then
 If Pq.layer [i][“typ”] == D.layer[i][“typ”] Then
           Add PNbest.layer[i] and D.layer[i] to NP
 Else 
                     If rand() < α then
  Add D.layer[i] to NP
        Else
  Add PNbest.layer[i] to NP
 End 
Return NP

e Calculating the Difference in Architecture using 
Threshold

The difference between two optimal architectures is 
calculated by comparing the difference and the PBest 
architecture. The difference calculation is well de-
fined in Figure 5 and  Algorithm 5. 
Algorithm 5. For Difference operator with the thresh-
old value.

Input: population PNbest, Pq threshold α
Output: new population NP
D_layers = maxlayers(PNbest , Pq)
For i in D_layers, do
  If PNbest.layer[i] != None 
    If PNbest.layer[i][“typ”]!=”remove” then
       If Pq.layer[i]!= None then
          If PNbest.layer[i][“typ”] == Pq.layer[i][“typ”] Then 
 Add “0” to D
         Else   
              If rand() < α then
          Add Pq.layer[i] to D

Figure 5 
Example for Difference Operator with Threshold

  

 
 
 

Algorithm 5.  
For Difference operator with the threshold value. 
 
Input: population PNbest, Pq threshold α 
Output: new population NP 
 
D_layers = maxlayers(PNbest , Pq) 

  If PNbest.layer[i] != None  
    If PNbest.layer[i][“typ”]!=”remove” then 
       If Pq.layer[i]!= None then 
          If PNbest.layer[i][“typ”] == Pq.layer[i][“typ”] 
Then  
 Add “0” to D 
         Else    
              If rand() < α then 
          Add Pq.layer[i] to D 
 Else 
       Add PNbest.layer[i] to D 
          End 
         Add  PNbest.layer[i] to D 
        End 
      Else 
 Add delete flag -1 to D,  
End  
End 
NP_layer= max layers(Pbest ,D) 
For i in NP_layer, do 
   If Pbest.layer[i] != None && D.layer[i]== (None|0)

 Then 
 Add  Pbest.layer[i] to NP 
Else if  Pbest.layer[i] != None && D.layer[i] != 
None     

Then 
 If Pbest.layer [i][“typ”] == 
D.layer[i][“typ”] Then 
         Add Pbest.layer[i] to NP 
 Else 
         If rand() < α then 
  Add Pbest.layer[i] to NP 
          Else 
  Add D.layer[i] to NP 
 End 
 End 
End For 
Return NP 

 

4. Results and Discussion 
A.  Dataset Description  
1)  Neurosky Dataset 
From 30 subjects, raw signals from EEG were 
registered. It takes 5 seconds for data recording in 
10 milliseconds duration and three trials for every 
person. A first-trial person should make a blinking 
movement, a second should be in focus, a third is 
to move the eye up, and a fourth movement is an 
eye down. The set of signals recorded in EEG is of 
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 Else
       Add PNbest.layer[i] to D
          End
         Add  PNbest.layer[i] to D
        End
      Else
 Add delete flag -1 to D, 
End 
End
NP_layer= max layers(Pbest ,D)
For i in NP_layer, do
   If Pbest.layer[i] != None && D.layer[i]== (None|0) 
Then
 Add  Pbest.layer[i] to NP
Else if  Pbest.layer[i] != None && D.layer[i] != None    
Then
 If Pbest.layer [i][“typ”] == D.layer[i][“typ”] 
Then
         Add Pbest.layer[i] to NP
 Else
         If rand() < α then
  Add Pbest.layer[i] to NP
          Else
  Add D.layer[i] to NP
 End
 End
End For
Return NP

4. Results and Discussion
A Dataset Description 
1 Neurosky Dataset
From 30 subjects, raw signals from EEG were regis-
tered. It takes 5 seconds for data recording in 10 mil-
liseconds duration and three trials for every person. A 
first-trial person should make a blinking movement, a 
second should be in focus, a third is to move the eye up, 
and a fourth movement is an eye down. The set of sig-
nals recorded in EEG is of 11 features. To classify the 
MI tasks following features are availed in our train-
ing model Signal Quality, Attention value, Meditation 
value, delta, theta, low-alpha, high-alpha, low-beta, 
high-beta, low-gamma, and mid-gamma.

2 MI BCI – IV 2a Dataset
BCI competition IV-2a dataset is one of the most pop-
ular motors imagery task data sets. The dataset con-
sists of 4 classes: Right-hand movement, Left-hand 
movement, Feet, and Tongue movement. There a to-
tal of 9 subjects were used to collect the EEG signals. 
The dataset consists of 72 samples of training and test 
data in totally.
The algorithm generates the optimal architecture, 
which provides higher accuracy for the dataset, and 
it is shown in Table 2. The parameter in architecture 
is initialized by the value chosen from the range men-
tioned in Table 1.

Table 1
Parameter Values for the WOAIMCNN Algorithm

Description Value

WOAIMCNN Algorithm

No. of Iteration 20

Whale’s Population size 15

CNN Architecture

Min, Max Number of Feature Maps 3,280

Min, Max Number of Kernal size 3x3, 7x7

Min. Max Number of Neurons in FC layer 1,300

Min, Mac Number of layers 5,20

CNN Training

No. of Epoch for Whale Evaluation 1

No. of Epoch for Global Best 100

Dropout Rate 0.5

Batch Normalization Layer Yes

B Performance Comparison with the Mutualism 
Phase

The proposed algorithm with mutualism phase and 
without is compared based on test accuracy and 
training accuracy in various runs, as shown in Figures 
6-7 which represent Neurosky and BCI IV 2a dataset, 
respectively. The result provided with the mutualism 
phase is better in all the cases. The mutualism phase 
provides the exploitation capability of the algorithm, 
and thus it increases the accuracy. The run in the pro-
posed algorithm means the number of times the en-
tire algorithm is repeatedly executed. As the number 
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Figure 6
Boxplot for the test accuracies of the Neurosky dataset 
obtained using the CNN architecture designed using the 
proposed WOAIMCNN Algorithm

Figure 7 
Boxplot for the test accuracies of the MI BCI IV-2a dataset 
obtained using the CNN architecture designed using the 
proposed WOAIMCNN Algorithm
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of runs and iterations increases, the probability of 
finding an optimal architecture increases. The opti-
mal solution is reached at the early stage of iteration. 
The average and the best accuracy obtained for both 
dataset is provided in Figure 12.
The layers and their parameter values for each layer of 
the  CNN architecture represented as the population 
in the proposed algorithm for both datasets is shown 
in Table 2. The algorithm generates architecture with 
a shallower network, and an optimal architecture that 
provides higher accuracy is shown. The proposed 
algorithm avoids deeper architectures at the initial 
stage for the population since it will increase the time 
taken for convergence.

Table 2
CNN Architecture assigned for various populations of 
WOAIMCNN Algorithm after 5th run

Particle Architecture for 
Neurosky dataset

Architecture for BCI 
IV 2a dataset

Particle 1 conv(30)(5) | 
max_pool(-1)(2) | 
conv(249)(5) | 
avg_pool(-1)(2) | 1) | 
fc(257)(-1) |  
fc(5)(-1) |  
fc(218)(-1) | 
fc(3)(-1) |

conv(23)(4) | 
avg_pool(-1)(2) | 
conv(225)(4) | 
conv(225)(4) |  
fc(3)(-1) |

Particle 2 conv(105)(5) | 
conv(17)(4) | 
conv(207)(5) | 
conv(233)(3) | 
conv(98)(6) |  
fc(231)(-1) |  
fc(237)(-1) | 
fc(143)(-1)

conv(19)(6) |  
avg_pool(-1)(2) | 
fc(161)(-1) |  
fc(3)(-1) |

Particle n conv(149)(6) |  
max_pool(-1)(2) | 
max_pool(-1)(2) | 
fc(129)(-1) |  
fc(3)(-1) |

conv(206)(6) | 
avg_pool(-1)(2) | 
conv(225)(4) | 
conv(225)(4) | 
fc(3)(-1) |

Optimal 
Architecture

conv(206)(6) | 
avg_pool(-1)(2) | 
conv(225)(4) | 
conv(225)(4) | 
fc(178)(-1) |

conv(192)(3) | 
conv(29)(4) | 
conv(207)(3) | 
conv(200)(6) | 
conv(64)(3) | 
max_pool(-1)(2)| 
conv(61)(4) | 
conv(218)(3) |  
fc(3)(-1) |
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Figure 8 
Histogram for average and optimal classification accuracy for Neurosky and MI BCI IV-2a Dataset
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Table 3
Proposed the Architecture’s Training and Testing Accuracy and Loss Values for Neurosky Dataset

Epoch Training Accuracy Testing Accuracy Training Loss Testing Loss

5 0.47262 0.645 0.6262 0.875

10 0.6174 0.6789 0.7974 0.6389

15 0.8508 0.8264 0.8508 0.8264

20 0.9002 0.8854 0.9002 0.8854

25 0.9103 0.9236 0.9103 0.9236

30 0.9123 0.9236 0.9123 0.9236

35 0.9063 0.941 0.9063 0.941

40 0.9113 0.9258 0.9113 0.8958

45 0.9183 0.9228 0.9183 0.9028

50 0.9104 0.9397 0.9104 0.9097

The accuracy with which identical data or instances 
are utilized for training and testing is called train-
ing accuracy. In contrast, test accuracy refers to 
the accuracy with which the trained model detects 
independent data or instances not used in training 
or training accuracy. Table 3 describes the train-
ing and testing accuracy and loss of the Proposed 
WOAIMCNN-generated architecture for the neuro 

sky dataset. The loss value of a model reveals how 
well or poorly it performs after each optimization 
cycle. The algorithm’s total performance is evalu-
ated in a standardized manner using an interpre-
table accuracy metric. Table 4 describes the train-
ing and testing accuracy and loss of the Proposed 
WOAIMCNN-generated architecture for the MI 
BCI IV 2a dataset.
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Table 4
Proposed architecture’s training and testing accuracy and loss values for BCI Iva dataset

Epoch Training Accuracy Test Accuracy Training Loss Test Loss

5 0.7556 0.4889 0.7536 0.8730

10 0.7778 0.8222 0.6051 0.5690

15 0.8444 0.8444 0.4977 0.5520

20 0.8489 0.8411 0.4578 0.4422

25 0.8589 0.8556 0.4330 0.4158

30 0.8778 0.8576 0.3521 0.4415

35 0.8667 0.8556 0.4646 0.3623

40 0.8711 0.8611 0.3851 0.3770

45 0.8733 0.8733 0.3584 0.4069

50 0.8756 0.8771 0.3323 0.3698

Table 5
Comparison of test accuracy with other methods

Method Methodology Architecture BCI IV 2a Dataset

Zhang et al. [41] CNN (Inception) 5 CONV 2 FC 88.4 ± 7

Liu et al. [21] CNN (3D) (residual) 10 CONV 3 FC 81.22 ± 6.85

Bang et al. [5] CNN (3D) 2 CONV 2 FC 87.15

Deng et al. [10] CNN 3 CONV 1 FC 78.96

Ha et al. [11] CNN (multilevel pooling) 4 CONV 2 FC 73.19

Xu et al. [38] CNN 3 CONV 2 FC 84.57

Liao et al. [20] CNN 3 CONV 1 FC 74.60

Collazos et al. [8] CNN (multiple input CNN) 4 CONV 2 FC 71.2 ± 7.0

Zhang et al. [3] Hybrid: CNN/ LSTM 3 CONV 3 LSTM-L 84

Amin et al. [37] Hybrid: CNN/ MLP 5 CONV 4 FC MLP 75

Proposed CNN 7 CONV  1 MAXPOOL 1 FC 87.71

C Performance Comparison between the 
WOAIMCNN Algorithm and the State of Art Algo-
rithms.

The following section compares the result obtained 
using the proposed architecture with other deep 
learning techniques. Table 5 presents the test accura-
cy obtained using the proposed architecture for BCI 
IV – 2a dataset and compared with different architec-

tures proposed in various papers. The result obtained 
using the proposed work provides the development 
equally with the competitors. It gives the best out-
come for the Neurosky dataset. 
Experiments reveal that the recommended strategy 
surpasses other competing methods in classification 
accuracy, making it appropriate for boosting the per-
formance of MI-based BCIs.
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5. Conclusion
This research paper aimed to improve classification 
accuracy in Motor Imagery-based tasks using a novel 
algorithm called WOAIMCNN. Motor Imagery-based 
Brain-Computer Interface (MI BCI) is a promising 
technology that enables people with motor disabili-
ties to interact with their environment using robotic 
prostheses, wheelchairs, and other devices. EEG sig-
nal processing, including feature extraction and clas-
sification, is a crucial element of MI BCI technology. 
In this study, the focus was on Eye blinks and hand 
and leg movements.
The researchers employed a Convolutional Neural 
Network (CNN) to classify the MI task using the op-

timized WOAIMCNN algorithm to achieve their goal. 
The suggested CNN architecture was compared with 
various other approaches to training and testing data 
accuracy. The findings showed that the recommended 
strategy outperformed other methods regarding clas-
sification accuracy. Therefore, it can be concluded 
that the proposed WOAIMCNN algorithm, coupled 
with the optimized CNN architecture, can signifi-
cantly enhance the performance of MI-based BCIs. 
This improvement in classification accuracy will help 
make MI-based BCIs more practical and effective for 
individuals with motor disabilities, improving their 
quality of life.
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