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Achieving efficient end-to-end file transfer is challenging in a narrow-band communication environment with 
high latency and high packet loss rate. The traditional TCP-based scheme and the UDP-based automatic re-
transmission scheme have defects in the transmission performance, which cannot meet the increasing user 
demands. This paper proposes a high-efficiency file transfer scheme based on random linear network coding 
and the Kalman filtering algorithm to implement an efficient end-to-end file transfer scheme in a narrow-band 
environment. The scheme predicts the link quality of file transmission through the Kalman filter algorithm 
and designs an adaptive coding strategy for file transfer through random linear network coding. Experimental 
results show that the proposed method outperforms traditional file transfer schemes.
KEYWORDS: narrow-band communication, file transfer, network coding, Kalman filter.

1. Introduction 
In broadband networks, FTP (File Transfer Protocol) 
and HTTP (Hyper Text Transfer Protocol) are often 
used for file transfer [29]. Although these protocols at 
the application layer have different file transfer strat-
egies [8, 9], the bottom layer uses TCP [6] to ensure 
file safety and transfer reliability. Research shows 
that the transmission performance of TCP is better 
than that of UDP under normal network conditions 

[1]. However, in the narrow-band environment with 
high delay and high packet loss rate, the congestion 
avoidance algorithm in TCP will reduce the sliding 
window size [10], and the frequent message acknowl-
edgment will significantly reduce the data transmis-
sion efficiency. With the continuous development of 
communication technology, there are more and more 
file transfer requirements in various narrow-band 
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wireless scenarios [4]. The file transfer protocol 
based on TCP has gradually been unable to meet the 
needs.
UDP-based file transfer protocols are rare in the in-
dustry. For security reasons, many companies restrict 
UDP traffic. However, the rise of the QUIC protocol 
[34, 19] in recent years has made it possible to open 
UDP ports. UDP is a connectionless transport lay-
er protocol. Any packet loss in an unreliable trans-
fer environment will cause the file transfer to fail. 
The method based on the traditional UDP retrans-
mission mechanism can improve the reliability of 
file transmission, but frequent data retransmission 
will still bring much system overhead. Moreover, as 
the transmission delay increases, so does this over-
head. Therefore, further improving the efficiency of 
file transmission is necessary for an unreliable nar-
row-band environment. Network coding [25, 35] and 
traffic prediction technology [14] provide new ideas 
for solving this problem.
The network coding technique was first proposed by 
Alshwede et al. [2]. The core idea is to perform addi-
tional linear coding operations on the data during net-
work transmission so that one data packet can contain 
the information of multiple data packets. Their re-
search showed that network coding technology could 
improve the data throughput in the data transmission 
process so that the data transmission rate can reach 
the multicast capacity, defined as the minimal value 
of the maximum flow from the source node to differ-
ent destination nodes in a multicast network. Now 
network coding is gradually developed into linear 
network coding [20] and nonlinear network coding 
[16]. Because linear network coding has a good alge-
braic structure and coding schemes, it is widely used 
in practical research, and it gradually developed into 
Random Linear Network Coding (RLNC) [11] and 
Deterministic Linear Network Coding (DLNC) [12]. 
RLNC is more suitable for practical network appli-
cations because it does not require global knowledge 
of the network topology at runtime. Therefore, using 
RLNC in end-to-end file transfer in a narrow-band 
environment is feasible.
The purpose of traffic prediction technology is to allo-
cate and utilize network resources reasonably [15, 26]. 
It has become a key technology for improving network 
speed and utilization effectively. Many researchers 
have recently proposed various prediction algorithms 

to improve network transmission performance and 
resource utilization under limited channel resources 
[27]. Prediction algorithm models can be divided into 
the equation-based model [13, 21], the time-smooth-
ing model [23, 30, 31], and the location-smoothing 
model [28, 33]. During data communication in the 
narrow-band environment, the network packet loss 
rate seriously affects data transmission efficiency. 
A prediction algorithm based on the network packet 
loss rate will help effectively use the bandwidth re-
sources. The traditional Kalman filter model is a state 
auto-regressive and time-smoothing model, which is 
suitable for the filtering operation of the Markov pro-
cess. Moreover, the Kalman filter model has real-time 
processing characteristics and is easy for computer 
implementation. Over the past 30 years, the Kalman 
filter algorithm has been widely used in prediction 
models in various fields [5, 17], which implies the fea-
sibility of prediction algorithms based on the Kalman 
filter method in our scheme.
The rest of the paper is organized as follows. In Sec-
tion 2, we introduce some previous studies related 
to our research. In Section 3, we present the system 
model of the scheme. In Section 4, we evaluate the 
performance of the proposed scheme. In Section 5, we 
summarize our work.

2. Related Work
There are many related studies on data transmission 
in unreliable network environments. To address the 
reliability and energy consumption issues of end-to-
end data transmission in wireless sensor networks, 
Le et al. [22] designed an energy-efficient and reliable 
protocol ERTP for wireless sensor networks. In the 
ERTP, to reduce the energy consumption of inter-
mediate nodes, the reliability of the end-to-end data 
transmission is ensured by dynamically controlling 
the data transmission reliability of each hop. At the 
same time, the packet loss recovery between nodes is 
carried out through the implicit confirmation mecha-
nism, and the reliability and energy consumption are 
balanced by dynamically controlling the maximum 
number of retransmissions of the nodes. The author 
proposed a retransmission timeout estimation algo-
rithm in the protocol to determine the time to wait for 
an acknowledgment message, improving transmis-
sion efficiency. The energy-saving and reliable trans-



Information Technology and Control 2023/3/52640

mission protocol proposed by the authors can ensure 
the reliability of data transmission in wireless sen-
sor networks and reduce the energy consumption of 
each related node. However, the guarantee of data re-
liability between nodes will also cause transmission 
efficiency problems. The proposed network coding 
scheme in this paper improves the reliability of data 
transmission through error correction coding, avoids 
unnecessary data retransmission, and thus better im-
proves the data transmission performance.
Ding et al. [7] proposed an end-to-end service trans-
mission guarantee method in narrow-band opportu-
nistic networks. Their method utilizes a Delay Toler-
ant Network (DTN) and designs a routing algorithm 
to ensure that the shortest reliable path is found as 
much as possible. In the data transmission process 
from the source node to the destination node, the 
intermediate node will buffer the received data and 
then analyze the routing path according to the node 
behavior. This dynamic routing method guarantees 
the successful delivery rate of data transmission in 
the opportunistic network. However, because the 
intermediate nodes need to cache data in the actual 
network environment, it is necessary to ensure data 
integrity at the intermediate nodes. Otherwise, the 
performance of file transfer schemes will be affected. 
In our research scheme, for the problem of frequent 
disconnection of links in opportunistic networks, 
a negative feedback (NACK) mechanism is used to 
guarantee the final successful delivery rate.
Keller et al. [18] designed and implemented the SEN-
SECODE protocol in the sensor network. Different 
sending nodes will eavesdrop on the data packets 
sent by other transmitting nodes and linearly com-
bine them with their data packets. Such a data packet 
contains information from multiple data packets, and 
decoding the original data can be completed when 
the receiving node receives enough linearly inde-
pendent data packets. Bilbao et al. [3] proposed a link 
layer transmission scheme based on network coding 
and a generational sliding window mechanism to 
ensure reliable data transmission in a narrow-band 
power environment. The author divided the original 
file into multiple generations, and each generation 
uses RLNC to perform linear operations on the data. 
The sliding window mechanism allows various gen-
erations of data to simultaneously be active on the 
link to solve the decoding blocking problem at the 

receiving node. Experiments show that the above 
network-coding-based transmission protocols can 
provide throughput gains and reduce the error rate of 
end-to-end data packets. In our scheme, link quality 
prediction is adopted, enabling us to use link resourc-
es more reasonably.
Wu et al. [32] proposed a redundant packet control 
scheme based on link packet loss rate. The link loss 
rate of the worst link will determine the final num-
ber of redundant packets. Before each data encoding 
operation, the node will adjust the worst packet loss 
rate according to the situation. This strategy based 
on dynamic adjustment of redundant data packets 
can ensure the reliability of data transmission to a 
certain extent. Zhang et al. [36] propose a data col-
lection scheme based on unequal redundancy levels. 
High-redundancy coding is used for non-hotspot ar-
eas, and low-redundancy coding is used for hotspot 
areas to improve coding and transmission efficiency. 
However, the simple worst packet loss rate and area 
division cannot accurately reflect the complex net-
work environment. In our scheme, a prediction al-
gorithm that can better express the current optimal 
state of the network is used, which further improves 
the utilization of network resources.
Mothku et al. [24] proposed a transmission scheme 
that combines network coding with the Markov deci-
sion process (MDP). The method predicts the current 
network state through a Markov process. At the same 
time, DLNC is used to adjust the number of redun-
dant data packets adaptively. In addition, the author 
adopted a link selection algorithm to select the ad-
jacent route in the optimal state and control wheth-
er the current node uses network coding technology 
through this algorithm to reduce the time spent on 
node encoding and decoding. However, the DLNC 
scheme and link selection algorithm adopted in their 
scheme requires knowledge of global network topol-
ogy. In our method, RLNC is applied, and it does not 
require global information, so it is more suitable for 
complex and changeable network environments than 
DLNC.
Our research contributions can be summarized as 
follows: Firstly, we design a file coding scheme based 
on RLNC in a narrow-band environment to achieve 
more reliable file transfer. Secondly, a set of pack-
et loss prediction algorithms and coding coefficient 
calculation schemes based on the Kalman filter algo-
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rithm is designed to use current network bandwidth 
resources efficiently. Finally, we build a simulation 
platform to evaluate the performance of the proposed 
scheme through the Mininet simulation tool. The ex-
perimental results show that our scheme can achieve 
more efficient data transmission while ensuring the 
reliable communication of files.

3. System Design
3.1. Coding Strategy
Compared with the traditional TCP file transfer 
scheme, the transfer schemes based on RLNC need to 
encode the data at the source node and intermediate 
nodes. Due to file size limitations, we cannot encode 
the entire file simultaneously. Thus, we have to split 
the original file into multiple groups. At this stage, the 
size L of each group is affected by K predicted by the 
destination node, and the length L is 1024K × . The 
last group of files often cannot be divided accurately, 
so it is necessary to make some padding with zero to 
achieve the consistency of the data packet format.
During the process of source node encoding, the 
source node slices the file data to obtain a sliced matrix 

1 2 3( )T
KG g g g g , where the slice length is 1024 

bytes. Then, the source node generates an N by K− −  
random coding matrix M based on the finite field 
GF(256). The data file is encoded by Equation (1), 
and an encoded data matrix 1 2 3( )T

NC c c c c  
of N slices is obtained. M and C are combined into the 
transmit matrix [ , ]W M C= . In Equation (1), ijm  rep-
resents the value of the i-th row and the j-th column 
of the random coding matrix   (1 ,1 )M i N j K≤ ≤ ≤ ≤ .
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In the process of the intermediate node transmitting 
data packets, random linear coding processing is 
performed on the intermediate node to improve the 
reliability and throughput of the intermediate node. In 
this scheme, firstly, we set the maximum receiving time 
t for intermediate nodes. Secondly, we buffer the valid 
data packets sent by the previous hop nodes within the 
time t, and extract the transmit matrix tW  from the data 
packets. Finally, random linear coding is performed on 
the transmit matrix tW  to obtain a new transmit matrix 

tW ′ , and the coding equation at intermediate nodes is 
shown as Equation (2). Because the source node has 
completed the redundant coding of the data, the 
intermediate node uses a ( 1)t by t+ − −  random coding 
matrix M ′  to perform random linear coding on the data 
packet. Specifically, it is shown in Equation (2). 
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The destination node must first receive enough linearly 
independent packets to decode the file. However, the 
research proves that the probability that the random 
coding matrix generated in the finite field GF(256) is 
linearly independent is 0.991. As the random coding 
matrix expands, the probability of linear matrix 
correlation also increases. Therefore, this paper adopts a 
slider mechanism to reduce the impact of linearly 
correlated packets on file decoding. When linearly 
correlated packets are received, the data window slides 
down. After using this strategy, the successful decoding 
rate V of the same set of files will be calculated by 
Equation (3), where v is the probability that the vectors 
in the random matrix are linearly independent. 

 1 (1 )N KV v −= − − . (3) 

Due to the algebraic nature of the matrix, the re-
encoding operation at the intermediate nodes does not 
affect the decoding at the destination nodes. When a 
destination node receives enough linearly independent 
data packets, it can obtain the random coding matrix M 
and the encoded data matrix C from the data packets 
and complete the data decoding by Equation (4). 
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3.2. Predictive Algorithm Design 
In the file transfer scheme under the narrow-band 
environment, we use the error correction code in 
network coding to avoid frequent message 
responses due to packet loss. How to control the 
number of error correction codes and effectively 
use system bandwidth resources are key 
problems. We propose an adaptive coding 
coefficient prediction algorithm based on the 
Kalman filter to solve these problems. 

As an optimal auto-regressive data processing 
algorithm, the Kalman filter algorithm has good 
numerical estimation and optimization 
characteristics and is often used in prediction 
models in various fields. In the area of file 
transfer in a narrow-band environment, the 
current network environment has a particular 
relationship with the network environment at the 
last moment. Therefore, the Kalman filter 
algorithm we choose will be able to predict the 
optimal state in the current network environment. 
At the same time, the computational simplicity of 
the Kalman filter significantly reduces the 
computational delay required for our destination 
node to predict link quality. 

When predicting packet loss, the Kalman filter's 
low peaks prediction may affect file transfer 
reliability. Therefore, we must filter the collected 
anomalous packet loss probabilities before 
making Kalman filter predictions. Let the packet 
loss rate dataset be 1 2( )nX x x x , and use 
Equation (6) to perform low-peak filtering based 
on the sigma criterion on the data set X. In the 
algorithm, according to the sigma principle in the 
normal distribution, the probability of numerical 
distribution on (x-sigma, x+sigma) is 68.27%. 
When the difference between the average packet 
loss rate and the current packet loss rate is more 
significant than sigma, we consider the current 
low peak value as an abnormal value and set the 
outlier as the average value. At this time, outliers 
are filtered to make our prediction results more 
accurate, thereby improving the efficiency of 
adaptive network coding. 

 
0

1 n

i
i

x x
n =

= ×∑  (5) 

 2

1
( )

n

i i
i

ix x sigma x x
n =

− < = × −∑ . (6) 

We divide the Kalman filter algorithm into two 
parts: the prediction process and the update 
process. The prediction process refers to 
predicting the optimal system packet loss rate iR−

iP−  at the current 

(1)

In the process of the intermediate node transmitting 
data packets, random linear coding processing is per-
formed on the intermediate node to improve the re-
liability and throughput of the intermediate node. In 
this scheme, firstly, we set the maximum receiving 
time t for intermediate nodes. Secondly, we buffer 
the valid data packets sent by the previous hop nodes 

within the time t, and extract the transmit matrix tW  
from the data packets. Finally, random linear coding 
is performed on the transmit matrix tW  to obtain a 
new transmit matrix tW ′ , and the coding equation at 
intermediate nodes is shown as Equation (2). Because 
the source node has completed the redundant coding 
of the data, the intermediate node uses a ( 1)t by t+ − −  
random coding matrix M ′  to perform random linear 
coding on the data packet. Specifically, it is shown in 
Equation (2).
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research proves that the probability that the random 
coding matrix generated in the finite field GF(256) is 
linearly independent is 0.991. As the random coding 
matrix expands, the probability of linear matrix 
correlation also increases. Therefore, this paper adopts a 
slider mechanism to reduce the impact of linearly 
correlated packets on file decoding. When linearly 
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down. After using this strategy, the successful decoding 
rate V of the same set of files will be calculated by 
Equation (3), where v is the probability that the vectors 
in the random matrix are linearly independent. 
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encoding operation at the intermediate nodes does not 
affect the decoding at the destination nodes. When a 
destination node receives enough linearly independent 
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parts: the prediction process and the update 
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predicting the optimal system packet loss rate iR−
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The destination node must first receive enough lin-
early independent packets to decode the file. How-
ever, the research proves that the probability that the 
random coding matrix generated in the finite field 
GF(256) is linearly independent is 0.991. As the ran-
dom coding matrix expands, the probability of linear 
matrix correlation also increases. Therefore, this pa-
per adopts a slider mechanism to reduce the impact 
of linearly correlated packets on file decoding. When 
linearly correlated packets are received, the data win-
dow slides down. After using this strategy, the suc-
cessful decoding rate V of the same set of files will be 
calculated by Equation (3), where v is the probability 
that the vectors in the random matrix are linearly in-
dependent.
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completed the redundant coding of the data, the 
intermediate node uses a ( 1)t by t+ − −  random coding 
matrix M ′  to perform random linear coding on the data 
packet. Specifically, it is shown in Equation (2). 
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The destination node must first receive enough linearly 
independent packets to decode the file. However, the 
research proves that the probability that the random 
coding matrix generated in the finite field GF(256) is 
linearly independent is 0.991. As the random coding 
matrix expands, the probability of linear matrix 
correlation also increases. Therefore, this paper adopts a 
slider mechanism to reduce the impact of linearly 
correlated packets on file decoding. When linearly 
correlated packets are received, the data window slides 
down. After using this strategy, the successful decoding 
rate V of the same set of files will be calculated by 
Equation (3), where v is the probability that the vectors 
in the random matrix are linearly independent. 

 1 (1 )N KV v −= − − . (3) 

Due to the algebraic nature of the matrix, the re-
encoding operation at the intermediate nodes does not 
affect the decoding at the destination nodes. When a 
destination node receives enough linearly independent 
data packets, it can obtain the random coding matrix M 
and the encoded data matrix C from the data packets 
and complete the data decoding by Equation (4). 
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3.2. Predictive Algorithm Design 
In the file transfer scheme under the narrow-band 
environment, we use the error correction code in 
network coding to avoid frequent message 
responses due to packet loss. How to control the 
number of error correction codes and effectively 
use system bandwidth resources are key 
problems. We propose an adaptive coding 
coefficient prediction algorithm based on the 
Kalman filter to solve these problems. 

As an optimal auto-regressive data processing 
algorithm, the Kalman filter algorithm has good 
numerical estimation and optimization 
characteristics and is often used in prediction 
models in various fields. In the area of file 
transfer in a narrow-band environment, the 
current network environment has a particular 
relationship with the network environment at the 
last moment. Therefore, the Kalman filter 
algorithm we choose will be able to predict the 
optimal state in the current network environment. 
At the same time, the computational simplicity of 
the Kalman filter significantly reduces the 
computational delay required for our destination 
node to predict link quality. 

When predicting packet loss, the Kalman filter's 
low peaks prediction may affect file transfer 
reliability. Therefore, we must filter the collected 
anomalous packet loss probabilities before 
making Kalman filter predictions. Let the packet 
loss rate dataset be 1 2( )nX x x x , and use 
Equation (6) to perform low-peak filtering based 
on the sigma criterion on the data set X. In the 
algorithm, according to the sigma principle in the 
normal distribution, the probability of numerical 
distribution on (x-sigma, x+sigma) is 68.27%. 
When the difference between the average packet 
loss rate and the current packet loss rate is more 
significant than sigma, we consider the current 
low peak value as an abnormal value and set the 
outlier as the average value. At this time, outliers 
are filtered to make our prediction results more 
accurate, thereby improving the efficiency of 
adaptive network coding. 
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We divide the Kalman filter algorithm into two 
parts: the prediction process and the update 
process. The prediction process refers to 
predicting the optimal system packet loss rate iR−

iP−  at the current 

(4)



Information Technology and Control 2023/3/52642

3.2. Predictive Algorithm Design
In the file transfer scheme under the narrow-band 
environment, we use the error correction code in net-
work coding to avoid frequent message responses due 
to packet loss. How to control the number of error cor-
rection codes and effectively use system bandwidth 
resources are key problems. We propose an adaptive 
coding coefficient prediction algorithm based on the 
Kalman filter to solve these problems.
As an optimal auto-regressive data processing algo-
rithm, the Kalman filter algorithm has good numerical 
estimation and optimization characteristics and is of-
ten used in prediction models in various fields. In the 
area of file transfer in a narrow-band environment, 
the current network environment has a particular re-
lationship with the network environment at the last 
moment. Therefore, the Kalman filter algorithm we 
choose will be able to predict the optimal state in the 
current network environment. At the same time, the 
computational simplicity of the Kalman filter signifi-
cantly reduces the computational delay required for 
our destination node to predict link quality.
When predicting packet loss, the Kalman filter’s low 
peaks prediction may affect file transfer reliability. 
Therefore, we must filter the collected anomalous 
packet loss probabilities before making Kalman fil-
ter predictions. Let the packet loss rate dataset be 

1 2( )nX x x x , and use Equation (6) to perform 
low-peak filtering based on the sigma criterion on the 
data set X. In the algorithm, according to the sigma 
principle in the normal distribution, the probabili-
ty of numerical distribution on (x-sigma, x+sigma) 
is 68.27%. When the difference between the aver-
age packet loss rate and the current packet loss rate 
is more significant than sigma, we consider the cur-
rent low peak value as an abnormal value and set the 
outlier as the average value. At this time, outliers are 
filtered to make our prediction results more accurate, 
thereby improving the efficiency of adaptive network 
coding.
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In the process of the intermediate node transmitting 
data packets, random linear coding processing is 
performed on the intermediate node to improve the 
reliability and throughput of the intermediate node. In 
this scheme, firstly, we set the maximum receiving time 
t for intermediate nodes. Secondly, we buffer the valid 
data packets sent by the previous hop nodes within the 
time t, and extract the transmit matrix tW  from the data 
packets. Finally, random linear coding is performed on 
the transmit matrix tW  to obtain a new transmit matrix 

tW ′ , and the coding equation at intermediate nodes is 
shown as Equation (2). Because the source node has 
completed the redundant coding of the data, the 
intermediate node uses a ( 1)t by t+ − −  random coding 
matrix M ′  to perform random linear coding on the data 
packet. Specifically, it is shown in Equation (2). 
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The destination node must first receive enough linearly 
independent packets to decode the file. However, the 
research proves that the probability that the random 
coding matrix generated in the finite field GF(256) is 
linearly independent is 0.991. As the random coding 
matrix expands, the probability of linear matrix 
correlation also increases. Therefore, this paper adopts a 
slider mechanism to reduce the impact of linearly 
correlated packets on file decoding. When linearly 
correlated packets are received, the data window slides 
down. After using this strategy, the successful decoding 
rate V of the same set of files will be calculated by 
Equation (3), where v is the probability that the vectors 
in the random matrix are linearly independent. 

 1 (1 )N KV v −= − − . (3) 

Due to the algebraic nature of the matrix, the re-
encoding operation at the intermediate nodes does not 
affect the decoding at the destination nodes. When a 
destination node receives enough linearly independent 
data packets, it can obtain the random coding matrix M 
and the encoded data matrix C from the data packets 
and complete the data decoding by Equation (4). 
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accurate, thereby improving the efficiency of 
adaptive network coding. 

 
0

1 n

i
i

x x
n =

= ×∑  (5) 

 2

1
( )

n

i i
i

ix x sigma x x
n =

− < = × −∑ . (6) 

We divide the Kalman filter algorithm into two 
parts: the prediction process and the update 
process. The prediction process refers to 
predicting the optimal system packet loss rate iR−

iP−  at the current 

(5)

  

 

11 12 1 1

21 22 2 2

1 1

K

K

N N NK K

m m m g
m m m g

C M G

m m m g

   
   
   = × = ×
   
   

  





    



. (1) 

In the process of the intermediate node transmitting 
data packets, random linear coding processing is 
performed on the intermediate node to improve the 
reliability and throughput of the intermediate node. In 
this scheme, firstly, we set the maximum receiving time 
t for intermediate nodes. Secondly, we buffer the valid 
data packets sent by the previous hop nodes within the 
time t, and extract the transmit matrix tW  from the data 
packets. Finally, random linear coding is performed on 
the transmit matrix tW  to obtain a new transmit matrix 

tW ′ , and the coding equation at intermediate nodes is 
shown as Equation (2). Because the source node has 
completed the redundant coding of the data, the 
intermediate node uses a ( 1)t by t+ − −  random coding 
matrix M ′  to perform random linear coding on the data 
packet. Specifically, it is shown in Equation (2). 
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The destination node must first receive enough linearly 
independent packets to decode the file. However, the 
research proves that the probability that the random 
coding matrix generated in the finite field GF(256) is 
linearly independent is 0.991. As the random coding 
matrix expands, the probability of linear matrix 
correlation also increases. Therefore, this paper adopts a 
slider mechanism to reduce the impact of linearly 
correlated packets on file decoding. When linearly 
correlated packets are received, the data window slides 
down. After using this strategy, the successful decoding 
rate V of the same set of files will be calculated by 
Equation (3), where v is the probability that the vectors 
in the random matrix are linearly independent. 

 1 (1 )N KV v −= − − . (3) 

Due to the algebraic nature of the matrix, the re-
encoding operation at the intermediate nodes does not 
affect the decoding at the destination nodes. When a 
destination node receives enough linearly independent 
data packets, it can obtain the random coding matrix M 
and the encoded data matrix C from the data packets 
and complete the data decoding by Equation (4). 
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network coding to avoid frequent message 
responses due to packet loss. How to control the 
number of error correction codes and effectively 
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problems. We propose an adaptive coding 
coefficient prediction algorithm based on the 
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characteristics and is often used in prediction 
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relationship with the network environment at the 
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algorithm we choose will be able to predict the 
optimal state in the current network environment. 
At the same time, the computational simplicity of 
the Kalman filter significantly reduces the 
computational delay required for our destination 
node to predict link quality. 

When predicting packet loss, the Kalman filter's 
low peaks prediction may affect file transfer 
reliability. Therefore, we must filter the collected 
anomalous packet loss probabilities before 
making Kalman filter predictions. Let the packet 
loss rate dataset be 1 2( )nX x x x , and use 
Equation (6) to perform low-peak filtering based 
on the sigma criterion on the data set X. In the 
algorithm, according to the sigma principle in the 
normal distribution, the probability of numerical 
distribution on (x-sigma, x+sigma) is 68.27%. 
When the difference between the average packet 
loss rate and the current packet loss rate is more 
significant than sigma, we consider the current 
low peak value as an abnormal value and set the 
outlier as the average value. At this time, outliers 
are filtered to make our prediction results more 
accurate, thereby improving the efficiency of 
adaptive network coding. 
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We divide the Kalman filter algorithm into two 
parts: the prediction process and the update 
process. The prediction process refers to 
predicting the optimal system packet loss rate iR−

iP−  at the current 
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We divide the Kalman filter algorithm into two parts: 
the prediction process and the update process. The 
prediction process refers to predicting the optimal 
system packet loss rate iR−  and estimated covariance 

iP−  at the current moment according to the optimal 
system packet loss rate 1iR −  and estimated covariance 

1iP−  at the last moment. Equation (7) is the prediction 
formula of the optimal system packet loss rate. In the 
equation, A is the state transition matrix in the pre-
diction process, and B is the control input matrix. A 
one-dimensional Kalman filter algorithm is used to 
predict the packet loss rate. In the actual network en-
vironment, it is considered that the packet loss rate at 
the next moment remains unchanged, and there is no 
control gain. So the value of A is 1, and the value of B 
is 0. Equation (8) is the prediction formula of the op-
timally estimated covariance, where D is the process 
noise covariance. We believe that the prediction of 
the network packet loss rate quickly is relatively sta-
ble, and the error between the state transition matrix 
and the actual process does not exceed 0.01. So the 
value of D in the method is defined as 0.01.
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prediction of the network packet loss rate quickly is 
relatively stable, and the error between the state 
transition matrix and the actual process does not exceed 
0.01. So the value of D in the method is defined as 0.01. 
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The update process is to optimize the predicted system 
state through the current network's actual measurement 
result ix . At this time, we will first calculate the 
Kalman gain value iI  in the current environment 
through Equation (9) and update the currently predicted 
optimal state of the system according to iI . Equations 
(10) and (11) show the specific update calculation 
formula. In Equation (9), the parameter H represents the 
state observation matrix for converting the measured 
value to the actual value. In calculating the packet loss 
rate, the packet loss rate is calculated according to the 
data packet sequence number. The measured packet 
loss rate directly represents the actual packet loss rate, 
so the value of H is 1. The parameter Y is the measured 
noise covariance, through which we can adjust the 
confidence of our prediction algorithm on the predicted 
and actual results. Since the packet loss rate 
measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
algorithm, and the value of Y is defined as 0.02. 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 

( ) (1 ) (1 )K f Q N R R N R= − × × − × + × − . (13) 

To further improve the efficiency of file transfer 
in a narrow-band environment, it is necessary to 
reduce the number of data requests during file 
transfer as much as possible. In our scheme, the 
number of data requests equals the sum of the 
number of file groups and retransmission 
requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
of the file. 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 
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The update process is to optimize the predicted sys-
tem state through the current network’s actual mea-
surement result ix . At this time, we will first calculate 
the Kalman gain value iI  in the current environment 
through Equation (9) and update the currently pre-
dicted optimal state of the system according to iI . 
Equations (10) and (11) show the specific update cal-
culation formula. In Equation (9), the parameter H 
represents the state observation matrix for convert-
ing the measured value to the actual value. In calculat-
ing the packet loss rate, the packet loss rate is calcu-
lated according to the data packet sequence number. 
The measured packet loss rate directly represents the 
actual packet loss rate, so the value of H is 1. The pa-
rameter Y is the measured noise covariance, through 
which we can adjust the confidence of our prediction 
algorithm on the predicted and actual results. Since 
the packet loss rate measurement in a short time will 
likely have errors, the prediction results will be more 
trusted in our prediction algorithm, and the value of Y 
is defined as 0.02.
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rate, the packet loss rate is calculated according to the 
data packet sequence number. The measured packet 
loss rate directly represents the actual packet loss rate, 
so the value of H is 1. The parameter Y is the measured 
noise covariance, through which we can adjust the 
confidence of our prediction algorithm on the predicted 
and actual results. Since the packet loss rate 
measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
algorithm, and the value of Y is defined as 0.02. 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 
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To further improve the efficiency of file transfer 
in a narrow-band environment, it is necessary to 
reduce the number of data requests during file 
transfer as much as possible. In our scheme, the 
number of data requests equals the sum of the 
number of file groups and retransmission 
requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
of the file. 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 
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The update process is to optimize the predicted system 
state through the current network's actual measurement 
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noise covariance, through which we can adjust the 
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measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 
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To further improve the efficiency of file transfer 
in a narrow-band environment, it is necessary to 
reduce the number of data requests during file 
transfer as much as possible. In our scheme, the 
number of data requests equals the sum of the 
number of file groups and retransmission 
requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
of the file. 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 
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state through the current network's actual measurement 
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through Equation (9) and update the currently predicted 
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value to the actual value. In calculating the packet loss 
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loss rate directly represents the actual packet loss rate, 
so the value of H is 1. The parameter Y is the measured 
noise covariance, through which we can adjust the 
confidence of our prediction algorithm on the predicted 
and actual results. Since the packet loss rate 
measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
algorithm, and the value of Y is defined as 0.02. 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 
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To further improve the efficiency of file transfer 
in a narrow-band environment, it is necessary to 
reduce the number of data requests during file 
transfer as much as possible. In our scheme, the 
number of data requests equals the sum of the 
number of file groups and retransmission 
requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
of the file. 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 

 
0.99, 0.35
0.95,0.35 1

R
Q

R
≤

=  < <
. (15) 

 

3.3. Transmission Scheme and 
Algorithm Design 
To improve file transfer efficiency in a narrow-

(11)

We obtain the final optimal system packet loss rate 
R by performing Kalman filtering on the packet loss 
rate dataset. Assuming that the network packet loss 
rate remains unchanged in the following period, the 
packet loss has a binomial distribution characteristic. 
Under the current network conditions, according to 
the features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiv-
ing more than K packets from N packets.
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The update process is to optimize the predicted system 
state through the current network's actual measurement 
result ix . At this time, we will first calculate the 
Kalman gain value iI  in the current environment 
through Equation (9) and update the currently predicted 
optimal state of the system according to iI . Equations 
(10) and (11) show the specific update calculation 
formula. In Equation (9), the parameter H represents the 
state observation matrix for converting the measured 
value to the actual value. In calculating the packet loss 
rate, the packet loss rate is calculated according to the 
data packet sequence number. The measured packet 
loss rate directly represents the actual packet loss rate, 
so the value of H is 1. The parameter Y is the measured 
noise covariance, through which we can adjust the 
confidence of our prediction algorithm on the predicted 
and actual results. Since the packet loss rate 
measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
algorithm, and the value of Y is defined as 0.02. 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 
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To further improve the efficiency of file transfer 
in a narrow-band environment, it is necessary to 
reduce the number of data requests during file 
transfer as much as possible. In our scheme, the 
number of data requests equals the sum of the 
number of file groups and retransmission 
requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
of the file. 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the nor-
mal distribution’s standard score from the binomial 
distribution’s mean and variance. Equation (13) is 
the calculation formula of the K value and the N value 
obtained according to the standard score calculation 
formula of the normal distribution. In the procedure, 
f(Q) represents the standard score corresponding 
to the probability Q under the standard regular dis-
tribution table. In the paper, we limit the number of 
packets in each group, and when the file length is suf-
ficient, the value of N is 256.
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The update process is to optimize the predicted system 
state through the current network's actual measurement 
result ix . At this time, we will first calculate the 
Kalman gain value iI  in the current environment 
through Equation (9) and update the currently predicted 
optimal state of the system according to iI . Equations 
(10) and (11) show the specific update calculation 
formula. In Equation (9), the parameter H represents the 
state observation matrix for converting the measured 
value to the actual value. In calculating the packet loss 
rate, the packet loss rate is calculated according to the 
data packet sequence number. The measured packet 
loss rate directly represents the actual packet loss rate, 
so the value of H is 1. The parameter Y is the measured 
noise covariance, through which we can adjust the 
confidence of our prediction algorithm on the predicted 
and actual results. Since the packet loss rate 
measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
algorithm, and the value of Y is defined as 0.02. 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 
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To further improve the efficiency of file transfer 
in a narrow-band environment, it is necessary to 
reduce the number of data requests during file 
transfer as much as possible. In our scheme, the 
number of data requests equals the sum of the 
number of file groups and retransmission 
requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
of the file. 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 
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The update process is to optimize the predicted system 
state through the current network's actual measurement 
result ix . At this time, we will first calculate the 
Kalman gain value iI  in the current environment 
through Equation (9) and update the currently predicted 
optimal state of the system according to iI . Equations 
(10) and (11) show the specific update calculation 
formula. In Equation (9), the parameter H represents the 
state observation matrix for converting the measured 
value to the actual value. In calculating the packet loss 
rate, the packet loss rate is calculated according to the 
data packet sequence number. The measured packet 
loss rate directly represents the actual packet loss rate, 
so the value of H is 1. The parameter Y is the measured 
noise covariance, through which we can adjust the 
confidence of our prediction algorithm on the predicted 
and actual results. Since the packet loss rate 
measurement in a short time will likely have errors, the 
prediction results will be more trusted in our prediction 
algorithm, and the value of Y is defined as 0.02. 
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We obtain the final optimal system packet loss rate R 
by performing Kalman filtering on the packet loss rate 
dataset. Assuming that the network packet loss rate 
remains unchanged in the following period, the packet 
loss has a binomial distribution characteristic. Under 
the current network conditions, according to the 
features of the binomial distribution, we can use 
Equation (12) to calculate the probability Q of receiving 
more than K packets from N packets. 
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Since the binomial distribution approximates the 
normal distribution, we can further derive the 
normal distribution's standard score from the 
binomial distribution's mean and variance. 
Equation (13) is the calculation formula of the K 
value and the N value obtained according to the 
standard score calculation formula of the normal 
distribution. In the procedure, f(Q) represents the 
standard score corresponding to the probability Q 
under the standard regular distribution table. In 
the paper, we limit the number of packets in each 
group, and when the file length is sufficient, the 
value of N is 256. 
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requests. Because with the help of error correction 
packets, the probability of a set of files needing 
second retransmission is small. Therefore, when 
the likelihood of successful transmission of each 
group of files is Q, the approximate solution of 
the number of requests T required for successful 
file transmission can be obtained by Equation 
(14). In Equation (14), fL  represents the length 
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The number of data requests is related to the 
network packet loss rate R and the success rate Q 
of file packet transmission. We need more error 
correction packets in an environment with a high 
packet loss rate to ensure successful file transfer. 
Similarly, the greater the probability Q of 
successful file packet transmission under the same 
network packet loss rate, the more error correction 
data packets are required. To calculate the optimal 
value of the number of data requests, we obtained 
the suboptimal relationship between R and Q 
through repeated verification operations in 
Equation (14). The relationship between R and Q 
is as Equation (15) shown. 
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Since the binomial distribution approximates the 
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3.3. Transmission Scheme and Algorithm 
Design
To improve file transfer efficiency in a narrow-band 
environment, we propose an adaptive file coding 
scheme that combines the Kalman filtering algorithm 
and RLNC. In the method, the source node realizes 
the grouping, coding, and sending of files according to 
the coding coefficients predicted by the Kalman filter 
algorithm. The intermediate node completes the data 
recoding operation to enhance the reliability of the 
data transmission of the intermediate node. The des-
tination node decodes the file after receiving enough 
packets and predicts the coding coefficients of the 
next group of files.
In realizing file transfer, we uniformly define the data 
packet format. As shown in Figure 1, the field groupID 
represents the sequence number of the current group. 
Field seq means the sequence number of the packet. 
In our scheme, field seq is incremented to facilitate 
packet loss statistics. Field ack represents the ac-
knowledgment number for data reception. The status 
bit indicates the type of data packet, where ACK is an 
acknowledgment packet, field NACK is a feedback 
packet, field SYN is a connection request packet, and 
field FIN is a termination packet. N and K represent 
the coding coefficients of the current file, and CN rep-
resents the packet offset of the current group. During 
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the data-receiving process, we can confirm whether 
the current data packet has been received through the 
groupID, and CN values.

Figure 1
Packet format diagram

At the same time, we have carried out a detailed algo-
rithm design of the file transfer scheme from the four 
levels of a source node, an intermediate node, a des-
tination node, and a prediction algorithm. In the al-
gorithm, S represents the resource node, I represents 
the intermediate node, and D represents the destina-
tion node.
Algorithm 1 introduces the algorithm process of 
source node coding transmission in detail. In the 
coding process, to ensure an available transmission 
link between nodes, the source node will first send 
a connection request with the initial information 
of the file. If there is an open link in the network at 
this time, the destination node will return an ac-
knowledgment packet with coding coefficients. The 
source node implements the grouping of files and 
random linear coding according to the coding coef-
ficients in the acknowledgment data packets. After 
the source node completes the coding and sending of 
the current group, it waits for the destination node 
to receive confirmation and update the coding coef-
ficients of the next group of files until the last group 
of files is sent.

Algorithm 1. Source Node Coding Strategy

1:  S sends a connection packet pkg1 to D
2:  S receives the ACK packet pkg2 from D
3:  S gets N and K values from pkg2.

4:  While TRUE:
5:      S reads K(kb) data from the file to construct a 
data matrix G.
6:      S generates a random coding matrix M of size 

byN K− − .
7:      S generates encoded data C with G and M.
8:      S combines M and C to get W. 
9:      S adds header information to W to get the data 
packet.
10:    S sends the packet to the network.
11:    S receives the ACK packet pkg3 from D. 
12:    S get and update N and K from pkg3.
13:    S judges whether all files are sent.
14:    S sends a FIN packet.
15: End While

Algorithm 2. Intermediate Node Coding Strategy

1:  I receives packet pkg4 from S.
2:  I gets groupID and CN from pkg4.
3:  If GFlag != groupID or Cache.has(CN):
4:     I discard pkg4.
5:  Else: 
6:     pkg4 cached in Cache.
7:     If time < t:
8:        continue.
9:     Else: 
10:      I gets tW  from Cache.
11:      I generates a ( 1)t by t+ − −  coding matrix tM .
12:     I generates re-encoded data tW ′  with tW  and tM . 
13:      I sends the re-encoded data in packets. 
14:    End If
15: End If

In Algorithms 2 and 3, we will distinguish different 
packages in the same group of files by groupID and 
CN. When a node receives a data packet, it needs to 
judge whether the group numbers of the data packets 
are the same and receive unreceived packages with 
the same group. In addition, the algorithm defines 
GFlag as the current group sequence number, Cache 
as the cache of received packets, and count as the cur-
rent number of received packets.
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Algorithm 3.  estination Node Coding Strategy

1:  D receives the connection packet pkg5.
2:  D gets the initial file information F from pkg5.
3:  D initializes coding coefficients according to F and 
network state.
4:  D returns a receipt confirmation packet to S.
5:  While TRUE: 
6:      D receives packet pkg6 from I.
7:      D gets seq, groupID, CN and FIN from pkg6.
8:      D according to seq statistics packet loss rate.
9:      If GFlag != groupID or Cache.has(CN): 
10:       D discards pkg6.
11:    Else:
12:       pkg6 cached in Cache.
13:       count++. 
14:    End If
15:    If count >= K:
16:       D gets M and C from Cache.
17:       If M is Linear correlation:
18:           Receive window slide down.
19:       Else:
20:          D decodes C to raw data according to M.
21:          goto algorithm 4. 
22:          D sends an ACK packet to S.
23:      End If
24:   End If
25:   If FIN:
26:      break.
27:   End If
28: End While

Algorithm 4. Coding Coefficient Prediction Algorithm

1:  D filters dataset X according to the sigma criterion.
2:  D performs Kalman filter operation on X.
3:  D gets the result R from the Kalman filter operation.
4:  If R <= 0.35:
5:     D calculates the coding coefficients with 99%.
6:  Else:
7:     D calculates the coding coefficients with 95%.
8:  End If.

The intermediate nodes also use random linear 
coding to improve the data throughput further and 
enhance the reliability of data transmission. In Al-
gorithm 2, after receiving the data packet, the inter-
mediate node judges whether the data packet is valid 
according to groupID and CN. Then random linear 
coding is performed on all packets received within 
time t. The algorithm’s keyword time represents the 
time used to receive packets. At this point, the degree 
to which intermediate nodes adjust link quality can 
be controlled based on time.
In Algorithm 3, the destination node waits for the 
connection request from the source node. It initial-
izes the file coding coefficient according to the file 
length information in the request and the current 
network packet loss rate. The source node encodes 
and transmits the file according to the initialized 
coding coefficients. After receiving the data packet, 
the destination node judges whether the data packet 
is valid according to the groupID and CN in the data 
packet. Cache valid packets in Cache and use count to 
keep track of the number of valid packages received. 
When count equals the coding coefficient K, the des-
tination node determines whether the coding matrix 
M of the current K data packets is linearly related. If it 
is linearly dependent, the Cache window slides down 
and receives subsequent packets until K linearly in-
dependent packages are found. After the destination 
node completes the reception of the current group, it 
predicts the coding coefficient of the next group of file 
transmissions according to the latest network packet 
loss rate.
In Algorithm 4, we use the Kalman filtering algorithm 
to effectively predict the probability of data loss in 
a narrow-band environment. In the prediction al-
gorithm, X  represents the dataset with the loss rate.   
Because low-peak outliers can lead to insufficient 
error correction packets, resulting in more data re-
transmissions. So the destination node first filters 
low peak outliers in X according to the sigma crite-
rion to achieve more accurate predictions. Secondly, 
the Kalman filtering algorithm filters the filtered data 
set X to obtain the optimal packet loss probability of 
the network environment at the current moment. Fi-
nally, the coding coefficient of the file transmission 
under the current network environment is calculated 
by Equation (13).
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4. Performance Analysis
In this chapter, to evaluate the performance of the 
proposed scheme, we conduct experiments in the 
MININET simulation environment. First, we assess 
the feasibility of this scheme from two aspects of 
network coding and the Kalman filtering algorithm. 
Furthermore, we compare the performance of the 
proposed method with the scheme based on automat-
ic retransmission, the scheme proposed by Wu et al. 
[32] and the scheme proposed by Mothku et al. [24].

4.1. Simulation Settings
We simulate a narrow-band environment with a 
high delay and high packet loss rate in the simulation 
through a customized network topology. Table 1 shows 
the experimental parameters for our simulations.

Table 1
Experimental parameter

item value

CPU i5-10210U

OPERATING SYSTEM Ubuntu

MEMORY 4G

FILE SIZE 11MB

PACKAGE SIZE 1500 Bytes

Under the above simulation environment, the pro-
posed scheme will use the Kalman filter algorithm to 
predict the link packet loss rate and adaptively deter-
mine the coding coefficients in RLNC. At this point, 
the source node will encode and send the packet with 
the appropriate level of redundancy. In the scheme 
based on automatic retransmission, to achieve the 
reliable transmission of the file, the source node will 
send all lost data packets through retransmission. In 
the scheme proposed by Wu et al. [32], source nodes 
control the coding redundancy according to the worst 
link’s lost rate (WLLR). In the scheme proposed by 
Mothku et al. [24], nodes grade the redundancy of 
network coding and determine the applicability and 
redundancy level through the Markov decision pro-
cess (MDP). To increase the comparability of com-
parative experiments, we define the N value based on 
the WLLR scheme as 256 and the K value based on the 
MDP scheme as 128.

4.2. Coding Performance Evaluation
During the file coding process, we will perform ran-
dom linear coding on the file according to the coding 
coefficients. At this time, the efficiency of file coding 
and decoding will affect the performance of our file 
transmission. Therefore, it is essential to analyze the 
performance of file decode according to different re-
dundancy rates. In the coding and decoding method 
of matrix multiplication, the length of the file is fL
. Then, the number of operations required to encode 
the file can be calculated by Equation (16). It can be 
seen from the formula that the time of file coding is 
only affected by the value of the coding coefficient N. 
Similarly, we can calculate the number of operations 
required for file decoding by Equation (17). It can be 
seen from the formula that the decoding time is af-
fected by the value of the coding coefficient K.
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Figures 2-3 show the time required to complete 
the coding and decoding of a file with a size of 
11MB under different coding coefficient ratios. 
As can be seen from Figure 2, under the condition 
of a specific N value, the percentage of the K 
value to the N value does not affect the coding 
time of the file. However, in Figure 3, the file's 
decoding time increases with the coding 
coefficient ratio. Under the same conditions, the 
larger the N value, the lower the coding and 
decoding efficiency. In our scheme, to balance the 
influence of network transmission delay and 
coding delay, the size of the N value is set to 256, 
and the size of the K value is obtained adaptively 
through the prediction algorithm. 

 

Figure 2 

Influence of Coding Coefficients on Coding Time. 

 
Figure 3 

Influence of coding coefficients on decoding time. 

 
 

(16)

  

scheme based on automatic retransmission, the scheme 
proposed by Wu et al. [32] and the scheme proposed by 
Mothku et al. [24]. 

 

4.1. Simulation Settings 
We simulate a narrow-band environment with a high 
delay and high packet loss rate in the simulation 
through a customized network topology. Table 1 shows 
the experimental parameters for our simulations. 

 
Table 1 

Experimental parameter 
item value 

CPU i5-10210U 

OPERATING SYSTEM Ubuntu 
MEMORY 4G 

FILE SIZE 11MB 

PACKAGE SIZE 1500 Bytes 

 

Under the above simulation environment, the proposed 
scheme will use the Kalman filter algorithm to predict 
the link packet loss rate and adaptively determine the 
coding coefficients in RLNC. At this point, the source 
node will encode and send the packet with the 
appropriate level of redundancy. In the scheme based on 
automatic retransmission, to achieve the reliable 
transmission of the file, the source node will send all 
lost data packets through retransmission. In the scheme 
proposed by Wu et al. [32], source nodes control the 
coding redundancy according to the worst link's lost rate 
(WLLR). In the scheme proposed by Mothku et al. [24], 
nodes grade the redundancy of network coding and 
determine the applicability and redundancy level 
through the Markov decision process (MDP). To 
increase the comparability of comparative experiments, 
we define the N value based on the WLLR scheme as 
256 and the K value based on the MDP scheme as 128. 

 

4.2. Coding Performance Evaluation 
During the file coding process, we will perform random 
linear coding on the file according to the coding 
coefficients. At this time, the efficiency of file coding 
and decoding will affect the performance of our file 
transmission. Therefore, it is essential to analyze the 
performance of file decode according to different 
redundancy rates. In the coding and decoding method 
of matrix multiplication, the length of the file is fL . 
Then, the number of operations required to encode the 
file can be calculated by Equation (16). It can be seen 
from the formula that the time of file coding is only 
affected by the value of the coding coefficient N. 
Similarly, we can calculate the number of operations 

required for file decoding by Equation (17). It can 
be seen from the formula that the decoding time is 
affected by the value of the coding coefficient K. 

 coding fT N L= × , (16) 

 
2

( )
1024decoding f
KT K L= + × . (17) 

Figures 2-3 show the time required to complete 
the coding and decoding of a file with a size of 
11MB under different coding coefficient ratios. 
As can be seen from Figure 2, under the condition 
of a specific N value, the percentage of the K 
value to the N value does not affect the coding 
time of the file. However, in Figure 3, the file's 
decoding time increases with the coding 
coefficient ratio. Under the same conditions, the 
larger the N value, the lower the coding and 
decoding efficiency. In our scheme, to balance the 
influence of network transmission delay and 
coding delay, the size of the N value is set to 256, 
and the size of the K value is obtained adaptively 
through the prediction algorithm. 

 

Figure 2 

Influence of Coding Coefficients on Coding Time. 

 
Figure 3 

Influence of coding coefficients on decoding time. 

 
 

(17)

Figures 2-3 show the time required to complete the 
coding and decoding of a file with a size of 11MB un-
der different coding coefficient ratios. As can be seen 
from Figure 2, under the condition of a specific N val-
ue, the percentage of the K value to the N value does 
not affect the coding time of the file. However, in Fig-
ure 3, the file’s decoding time increases with the cod-
ing coefficient ratio. Under the same conditions, the 

Figure 2
Influence of Coding Coefficients on Coding Time



647Information Technology and Control 2023/3/52

larger the N value, the lower the coding and decoding 
efficiency. In our scheme, to balance the influence of 
network transmission delay and coding delay, the size 
of the N value is set to 256, and the size of the K value 
is obtained adaptively through the prediction algo-
rithm.

4.3. Prediction Algorithm Performance 
Evaluation
Different network packet loss rates during the experi-
ment will affect the file transfer performance. There-
fore, predicting the optimal network packet loss prob-
ability in different periods and ensuring that source 
nodes can encode with the most appropriate coding 
coefficients is essential. Figure 4 introduces the re-
lationship between the actual packet loss rate, the 

Figure 3
Influence of coding coefficients on decoding time.

Figure 4
Prediction result of packet loss rate

Figure 5
Redundant packet ratio comparison

packet loss rate filtered by the sigma criterion, and the 
packet loss rate predicted by the Kalman filter algo-
rithm. It can be seen from the figure that the data set 
filtered by the sigma criterion is more accurate, which 
improves the prediction accuracy of the Kalman filter 
algorithm.
Figure 5 displays the percentage of redundant data 
packets generated during file transmission using dif-
ferent network coding schemes in a simulated envi-
ronment with a 20% packet loss rate. As seen from the 
figure, the scheme of calculating redundancy through 
the WLLR is about 5% higher than our scheme in the 
number of error correction packets. At this time, the 
increase of error correction packets will increase 
the transmission delay of the system and the con-
sumption of network resources. Compared to the 
MDP-based mechanism, our scheme offers greater 
flexibility and precision in controlling the number of 
redundant packets by implementing a linear redun-
dancy calculation algorithm. The strategy based on 
automatic retransmission adopts the method of lost 
retransmission and does not require additional error 
correction packets. However, the system overhead 
caused by frequent retransmission requests is more 
significant.

4.4. Evaluation of Experimental Results
This section compares the performance of our 
scheme with the scheme based on automatic retrans-
mission, the scheme based on WLLR and the scheme 
based on MDP across four metrics: number of pack-
ets transmitted, number of data requests, number of 
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timeout retransmissions, and file transfer time. The 
effects of transmission delay and network packet loss 
rate on each scheme are considered in the simulation 
environment.
Figures 6-7 show the experimental results of the ef-
fect of transmission delay on the number of packets 
and request times in a 10% packet loss environment, 
respectively. It can be seen from Figures 6-7 that, 
unlike the TCP protocol, the number of data packets 
and packet requests of the file transfer scheme imple-
mented based on the UDP protocol is not affected by 
the transmission delay. In addition, compared with 
the scheme based on WLLR, our method requires 
fewer packets and fewer requests to complete the 
file transfer. A strategy based on automatic retrans-
mission requires the least number of packages but 
requires a much larger number of requests than a 

Figure 6
The effect of transmission delay on the number of packets

Figure 7
The effect of transmission delay on the number of requests

strategy based on network coding. The MDP-based 
scheme has a fixed coding coefficient of K during data 
transmission, and the redundancy control is not flex-
ible enough, so it requires more packets. In contrast, 
our scheme dynamically adjusts the value of K based 
on the network environment. As the K value increases 
during file transfer, the number of valid data packets 
also increases, reducing the number of data requests 
needed to complete the transfer.
During the file transfer process, the most critical fac-
tor affecting the file transfer performance is the time-
out waiting. Figure 8 shows the effect of transmission 
delay on the number of timeout retransmissions. The 
figure shows that the transmission delay does not af-
fect the number of timeout retransmissions. Howev-
er, our scheme has the least timeout retransmissions 
compared with other methods because our procedure 
can complete the transfer of the entire file with the 
least number of requests.

Figure 8
The effect of transmission delay on the number of timeout 
retransmissions

Figure 9 shows the effect of transfer delay on file 
transfer time. As the transfer delay increases, the 
more time it takes for us to complete the file transfer, 
as can be seen from the graph. However, our method 
still requires less time to complete the file transfer 
than the automatic retransmission scheme and the 
WLLR scheme. Because our scheme requires few-
er packets and requests than the scheme based on 
WLLR, it requires less waiting time and transmission 
delay. The method based on automatic retransmis-
sion has the lowest performance because in the net-
work environment with high delay and high packet 
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Figure 9
The effect of transmission delay on file transfer time

loss rate, frequent data retransmission will lead to 
extensive waiting time and propagation delay. The 
MDP-based scheme performs better under low delay 
conditions, as it requires less coding time. The experi-
mental results show that in the narrow-band environ-
ment, with the continuous increase of the transmis-
sion delay, the performance advantage of our scheme 
will be more obvious.
Compared with transmission delay, the impact of 
packet loss rate on file transmission is more prom-
inent. In the experiment, we simulated the effect of 
different packet loss rates on file transmission under 
the 10ms transmission delay in the simulation envi-
ronment. Figure 10 shows the impact of packet loss 
rate on the number of packets. As can be seen from the 
figure, with the increase in the packet loss rate, the file 
transfer scheme based on network coding has a sig-
nificantly higher growth in the number of data pack-
ets than the file transfer scheme based on automatic 
retransmission. The reason for this result is that the 
coding operation increases the redundancy of the 
data packet. The coding scheme based on WLLR has 
the fastest growth in the number of data packets be-
cause the loss rate of the worst link cannot accurately 
express the current network environment during file 
transmission, resulting in unnecessary data redun-
dancy. The MDP-based scheme manages the number 
of redundant packets using a hierarchical approach, 
causing a greater fluctuation in the number of redun-
dant packets at boundaries.
Figures 11-12 show the relationship between the pack-
et loss rate and the number of data requests and time-

Figure 10
The effect of packet loss rate on the number of packets

Figure 11
The impact of packet loss rate on the number of requests

out retransmissions. As the figure shows, our scheme 
has better stability than other schemes. The automatic 
retransmission scheme is greatly affected by the packet 
loss rate because, in an environment with a high packet 
loss rate, many retransmission requests are required 
to ensure the reliable transmission of files. In contrast, 
the packet loss rate has less impact on network-cod-
ing-based schemes because the existence of redun-
dant data avoids the retransmission of large amounts 
of data. Figures 11-12 show that our scheme outper-
forms other schemes because the Kalman-filter-based 
coding coefficient prediction algorithm allows us to 
complete file transfers with fewer redundant packets 
and requests. In the process of file transfer, the fewer 
the number of requests, the less the number of timeout 
retransmissions will occur. As the file size and packet 
loss rate continue to increase, our solution’s advantag-
es will become more evident.
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In our network-coding-based file transfer scheme, file 
transfer time is affected by coding delay, transmission 
delay, propagation delay, and latency delay. In a nar-
row-band environment with a high delay and packet 
loss rate, the network-coding-based file transmission 
scheme can reduce the performance consumption 
caused by propagation delay and wait for delay by re-

Figure 12
The effect of packet loss rate on the timeout 
retransmissions

Figure 13
The effect of packet loss rate on file transfer time

ducing the number of data requests. Figure 13 shows the 
effect of different packet loss rates on file transfer time 
under a 10ms transmission delay. As seen from the fig-
ure, the scheme based on automatic retransmission is 
insufficient in file transmission performance in a high 
packet loss environment. The reason is that frequent 
retransmissions will bring many round-trip propaga-
tion delays and timeout waiting in the background of 
a high packet loss rate. The MDP-based scheme uses 
a Markov decision process to determine the link sta-
tus and opt for a non-network coding scheme when 
the packet loss rate is low, making it more effective. 
However, when network quality declines, our scheme’s 
utilization of error correction packets to minimize 
data requests improves file transfer performance in 
low-bandwidth environments.

5. Summary and Conclusion
Aiming at the performance problem of TCP file transfer 
in a narrow-band environment, we propose a reliable 
file transfer scheme based on random linear network 
coding and the Kalman filtering algorithm. The sys-
tem predicts the optimal packet loss rate of the current 
network through the Kalman filter algorithm so that 
the random linear coding of the file has an appropriate 
coding coefficient. The method effectively reduces the 
number of data requests in the file transmission process 
and improves the performance and stability of the file 
transmission. However, in the case of low latency and 
low packet loss rate, coding delay significantly impacts 
our scheme’s performance. There is yet to be an excel-
lent solution to balance the effect of encoding delay and 
transmission delay on file transmission performance. 
In our future endeavors, we aim to minimize the coding 
delay caused by network coding and enhance the accu-
racy of the prediction algorithm to boost the overall per-
formance of file transfer in various environments.
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