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Monkeypox has been recognized as the next global pandemic after Novel coronavirus and its potential damage 
cannot be neglected. Computer vision-based diagnosis and detection method with deep learning models have 
been proven effective during the Novel coronavirus period. However, with limited samples, the deep learning 
models are difficult to be full trained. In this paper, twelve models based on convolutional neural network, in-
cluding VGG16, VGG19, ResNet152, DenseNet121, DenseNet201, EfficientNetB7, EfficientNetV2B3, Efficient-
NetV2M and InceptionV3, are used for monkeypox detection with limited skin pictures. Numerical results 
suggest that DenseNet201 achieves the best classification accuracy of 98.89% for binary classification, 100% 
for four-class classification and 99.94% for six-class classification over the rest models.
KEYWORDS: Monkeypox, Deep Learning, Convolutional Neural Network.

1. Introduction
In the last three months, we have seen outbreaks of 
monkeypox in Europe and the United States. The 
number of confirmed cases has increased at an alarm-
ing rate. More than 18,000 cases of monkeypox have 
now been reported to the WHO (World Health Or-
ganization) from 78 countries, with more than 70% 
of cases reported from the European region and 25% 
from the Americas [35]. On July 23, 2022, the WHO 
announced that the global monkeypox outbreak is 
a public health emergency of international concern 
[26]. Monkeypox is a viral zoonosis caused by the 

monkeypox virus. People with monkeypox may devel-
op a rash on their hands, feet, chest, face, or mouth [6]. 
It may also be located on the genitals or near the anus.
Monkeypox virus is a type of orthopoxvirus that in-
cludes camelpox, cowpox, vaccinia, and variola vi-
ruses [25]. Clinical differentiation of the disease from 
smallpox and varicella is difficult. Poorly resourced 
endemic areas where monkeypox is found present 
challenges in clinical identification, diagnosis, and 
prevention. The current techniques used to diagnose 
monkeypox virus are mainly PCR (Polymerase Chain 
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Reaction), including real-time PCR. However, these 
tests require expensive equipment and reagents. It 
must be done in a major laboratory with skilled tech-
nicians [25]. In the case of monkeypox outbreaks such 
as this, cheaper and more convenient detection meth-
ods are in need, such as image-based methods based 
on smartphones.
Deep learning models have been proven effective for 
a series of problems, especially those image-based 
approaches. Therefore, deep learning based on detec-
tion techniques become crucial. However, there are 
only a few cases of using deep learning to detect mon-
keypox. In these cases, only a few models are used for 
monkeypox detection, and the accuracy is compara-
tively low. One of the reasons for these conditions is 
that there are few pictures of monkeypox patients 
who can be found on the Internet, so there are also few 
monkeypox datasets.
To address the limitations of the current study, we 
paid attention to the improvement in the detection 
of monkeypox. The purpose of this paper is to detect 
monkeypox patients from skin pictures of monkeypox 
and other similar diseases. We selected three data-
sets, including 2, 4, and 6 classes. Section 4.1 is Data-
set Description.
Because the existing monkeypox datasets are small, 
transfer learning can achieve relatively better de-
tection results. We used twelve pretrained models, 
VGG16 [29], VGG19 [29], ResNet152 [21], DenseN-
et121 [10], DenseNet201 [10], EfficientNetB7 [33], 
EfficientNetV2B3 [33], EfficientNetV2M [33], In-
ceptionV3 [31], InceptionResNetV2 [30], Xception 
[7] and MobileNetV2 [28], to achieve the best accu-
racy for the three datasets. The best pretrained CNN 
(convolutional neural network) model is DenseN-
et201, which achieves the highest accuracy of 
98.89% for binary classification, 100% for four-class 
classification and 99.94% for six-class classification. 
Our experimental results are better than other exist-
ing studies.
The rest of this paper is organized as follows: In Sec-
tion 2, we discuss the related work of our work. The 
methodology of deep transfer learning models is dis-
cussed in Section 3. The dataset, experimental set-
tings, the results and discussions are described in 
Section 4. Finally, the conclusion, limitations, and 
future works are summarized in Section 5.

2. Related Work
2.1. Medical Image Processing

Traditional image processing is generally based on 
manual feature extraction techniques, which require 
the expert knowledge in specific domains. With the 
accumulation of data samples and the increase of 
computation resources, machine learning and deep 
learning methods have replaced the traditional meth-
ods in different fields, e.g., computer vision [19, 37], 
finance [13, 17, 34], transportation [14, 18, 20], com-
munication networks [15, 16, 32], etc. During the 
COVID-19 (Novel coronavirus) pandemic period, 
deep learning models have been successfully applied 
in the diagnosis process [5, 23, 36].
Islam et al. [11] used a concatenation of a convolu-
tional neural network and long short-term memory 
(LSTM) to detect COVID-19 from chest X-ray imag-
es. The experimental results show that their proposed 
system achieved an accuracy of 99.4%.
Rahimzadeh et al. [27] used a combination of Xcep-
tion and ResNet50V2 to detect COVID-19 automati-
cally from X-ray images. The average accuracy of the 
proposed network is 99.50%, and the overall average 
accuracy for all classes is 91.4%.
Loey et al. [24] used a GAN (Generative Adversari-
al Networks) with deep transfer learning to detect 
COVID-19 from chest X-ray images. In this paper, 
GoogleNet achieves 100% testing accuracy on 2-class 
classification.
Khan et al. [22] proposed CoroNet, based on Xcep-
tion, for coronavirus detection in chest X-ray images. 
Their proposed model achieved an overall accuracy of 
89.6% for 4-class cases and a classification accuracy 
of 95% for 3-class classification.
Hira et al. [1] used nine convolutional neural net-
work-based architectures for coronavirus detection 
in chest X-ray images. The pretrained model Se-Res-
NeXt-50 achieves the highest classification accuracy 
of 99.32% for the binary class and 97.55% for the mul-
ticlass among all pretrained models.

2.2. Monkeypox Detection

While deep learning models have proven effective 
for medical image processing, especially under the 
COVID-19 pandemic period as discussed in the above 
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part. However, the application of monkey detection 
with deep learning is still in an early stage, which is 
the research motivation of this study.
Ali et al. [4] published a monkeypox image dataset 
that contained 1428 augmented images of monkeypox 
patients and 1764 augmented images of other people. 
They used ResNet50, VGG16 and the ensemble sys-
tem with accuracies of 82.96 (±4.57%), 81.48 (±6.87%) 
and 79.26 (±1.05%), respectively.
Ahsan et al. [3] published another image dataset, which 
contains 1468 augmented images belonging to patients 
with monkeypox, chickenpox or measles or healthy 
people. They used VGG16 to detect monkeypox on this 
dataset. The highest accuracy in the paper was 83%.
Islam et al. [12] published a dataset containing Mon-
keypox, Chickenpox, Smallpox, Cowpox, and Measles 
infected skin as well as healthy skin images, 39396 in 
total.

3. Methodology
3.1. Problem Description
The proposed approach of primary screening is en-
capsulated in Figure 1. The original pictures, includ-
ing Monkeypox, Chickenpox, Smallpox, Cowpox, 
and Measles infected skin as well as healthy skin 
images, are preprocessed and augmented. After that, 
the pretrained models are further trained with the 
augmented images to screen the models. Then, we 
select the best pretrained model according to the ac-
curacy and efficiency.

Figure 1 
Flow chart for primary screening for monkeypox detection

Figure 2 
Flow chart of tuning the parameters of the best model

Figure 3 
Structure diagram of Densenet201
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4. Experiment
4.1. Dataset Description
Due to the small number of existing monkeypox data-
sets, the range of options is small. For the purpose 
of the experiments, we selected the following three 
datasets. They are all properly classified and prepro-
cessed, which makes it easier for us to train.
First, a dataset [4] including two classes on Kaggle 
was selected. It contains 1428 augmented images of 
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monkeypox patients and 1764 augmented images of 
other people. This dataset is referred to as Dataset_1.
Second, to further evaluate the classification per-
formance, a dataset [2] including four classes (mon-
keypox, measles, chickenpox and normal images) on 
Github was selected. A problem is that some pictures 
were labeled incorrectly but we fixed it. It contains 
171 original images (monkeypox: 43, chickenpox: 47, 
measles: 27, normal: 54) and 1468 augmented images 
(monkeypox: 301, chickenpox: 329, measles: 286, nor-
mal: 552) after our correction. This dataset is referred 
to as Dataset_2.
Third, a dataset [12] including 6 classes was select-
ed. It contains 804 original images (monkeypox: 117, 
chickenpox: 178, smallpox: 358, cowpox: 54, measles: 
47, health: 50) and 39396 augmented images (mon-
keypox: 5733, chickenpox: 8722, smallpox: 17542, 
cowpox: 2646, measles: 2303, health: 2450). This 
dataset is referred to as Dataset_3.
The URLs of the three datasets are shown in Table 1. 

4.2. Experiment Settings
We use the Windows10 system with CUDA11.1, cuD-
NN 8.1.0, Python 3.9.12, and TensorFlow 2.9.0. All 
images we used in the three datasets have been aug-
mented. For each dataset, we randomly divided the 
augmented images into test sets and training sets at 
a ratio of 1:4. 

Table 1 
URL of each dataset

Dataset URL

Dataset_1 [4] https://www.kaggle.com/datasets/
nafin59/monkeypox-skin-lesion-dataset

Dataset_2 [2] https://github.com/mahsan2/Monkeypox-
dataset-2022

Dataset_3 [12]
https://www.heywhale.com/mw/
dataset/62eb75d6fef0903951b1f199/
content

Table 2 
Parameter settings of models for primary selection

Models Opti-
mizer

learn-
ing

rate

Batch 
size decay Dropout 

rate

No of neurons 
in the fully con-

nected layer

No of epochs 
on Dataset_1

No of epochs 
on Dataset_2

No of epochs 
on Dataset_3

VGG16 ADAM 0.0001 8 0.001 0.5 256 40 50 10
VGG19 ADAM 0.0001 8 0.001 0.5 256 40 50 10
ResNet152 ADAM 0.0001 8 0.001 0.5 256 40 50 10
DenseNet121 ADAM 0.0001 8 0.001 0.5 256 40 50 10
DenseNet201 ADAM 0.0001 8 0.001 0.5 256 40 50 10
EfficientNetB7 ADAM 0.0001 8 0.001 0.5 256 40 50 10
EfficientNetV2B3 ADAM 0.0001 8 0.001 0.5 256 40 50 10
EfficientNetV2M ADAM 0.0001 8 0.001 0.5 256 40 50 10
InceptionV3 ADAM 0.0001 8 0.001 0.5 256 40 50 10
InceptionResNetV2 ADAM 0.0001 8 0.001 0.5 256 40 50 10
Xception ADAM 0.0001 8 0.001 0.5 256 40 50 10
MobileNetV2 ADAM 0.0001 8 0.001 0.5 256 40 50 10

In terms of choosing an optimizer. SGDM causes 
slower convergence. Adagrad will make it easy to end 
training early. Adadelta causes the training to repeat-
edly shake around the local minimum at a later stage. 
RMSProp causes parameters to fluctuate too much 
when updating. However, Adam combines Adagrad’s 
ability to handle sparse gradients and RMSprop’s 
ability to handle non-stationary targets, and enables 
training to converge quickly. Therefore, we chose 
Adam as the optimizer in our study.

4.3. Results and Discussions
To achieve the best performance in monkeypox de-
tection, we used these 12 models for prediction on 
each dataset for primary selection. On each dataset, 
different models used the same parameters. The pa-
rameter settings of the models are shown in Table 2.
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Table 3 
The accuracy on each dataset for primary selection

Models Total No of 
parameters

Accuracy on 
Dataset_1

Accuracy on 
Dataset_2

Accuracy on 
Dataset_3

Average 
accuracy

VGG16 21M 0.9509 0.9688 0.9957 0.9718

VGG19 26M 0.9525 0.9792 0.9766 0.9694

ResNet152 84M 0.9763 0.9722 0.9982 0.9822

DenseNet121 20M 0.9652 0.9931 0.9972 0.9852

DenseNet201 42M 0.9810 1.0000 0.9986 0.9932

EfficientNetB7 96M 0.9842 0.9722 0.9985 0.9850

EfficientNetV2B3 32M 0.9494 0.9757 0.9953 0.9735

EfficientNetV2M 69M 0.9620 0.9757 0.9990 0.9789

InceptionV3 35M 0.9794 0.9931 0.9958 0.9894

InceptionResNetV2 64M 0.9715 0.9583 0.9709 0.9669

Xception 47M 0.9842 0.9722 0.9977 0.9847

MobileNetV2 18M 0.9430 0.9861 0.9876 0.9722

Table 4 
The accuracy on each dataset when different decays are used (Model: DenseNet201, learning rate: 0.0001, batch size: 8, 
dropout rate: 0.5, number of neurons in the fully connected layer: 256)

Decay Accuracy on 
Dataset_1 Accuracy on Dataset_2 Accuracy on Dataset_3 Average accuracy

0.1 0.9383 0.9514 0.8112 0.9003

0.01 0.9826 0.9965 0.9924 0.9905

0.005 0.9842 0.9931 0.9967 0.9913

0.003 0.9842 0.9965 0.9973 0.9927

0.001 0.9810 1.0000 0.9986 0.9932

0.0001 0.9794 0.9965 0.9972 0.9910

0.00001 0.9525 0.9757 0.9947 0.9743

The results for primary screening are shown in Table 
3. These accuracies indicate that most models per-
form well. However, considering the accuracy of the 
three datasets and the total number of parameters for 
each model, we can conclude that Densenet201 is the 
best model in our research. Therefore, we will tune 
the parameters of DenseNet201 to obtain better per-
formance.
First, we used different decays on the Adam optimizer 
to observe the changes in model accuracy.
The results of DenseNet201 when using different de-
cays are shown in Table 4. We can see from that set-

ting decay to 0.001 is the best. Therefore, we continue 
to set decay to 0.001. Then we used different dropout 
rates to observe the changes in model accuracy.
The results of DenseNet201 when using different 
dropout rates are shown in Table 5. There are slight 
differences in the accuracy of the approaching set-
tings. However, we can still find that setting the drop-
out rate to 0.5 is the best. Therefore, we continue to 
set the dropout rate to 0.5.
Then, we used the different numbers of neurons in the 
fully connected layer to observe the changes in model 
accuracy.
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Table 5 
The accuracy on each dataset when different dropout rates are used (Model: DenseNet201, learning rate: 0.0001, batch 
size: 8, decay: 0.001, number of neurons in the fully connected layer: 256)

Dropout Rate Accuracy on Dataset_1 Accuracy on Dataset_2 Accuracy on Dataset_3 Average accuracy

0.3 0.9794 0.9896 0.9982 0.9891

0.4 0.9778 0.9965 0.9991 0.9911

0.5 0.9842 1.0000 0.9986 0.9943

0.6 0.9810 1.0000 0.9985 0.9932

0.7 0.9873 0.9931 0.9977 0.9927

Table 6 
The accuracy on each dataset when the numbers of neurons in the fully connected layer are different (Model: 
DenseNet201, learning rate: 0.0001, batch size: 8, decay: 0.001, dropout rate: 0.5)

The numbers of neurons in the fully 
connected layer

Accuracy on 
Dataset_1

Accuracy on 
Dataset_2

Accuracy on 
Dataset_3

Average accuracy

1024 0.9794 0.9931 0.9980 0.9902 

512 0.9858 1.0000 0.9980 0.9946 

256 0.9810 1.0000 0.9986 0.9932 

128 0.9889 1.0000 0.9990 0.9960 

64 0.9858 0.9931 0.9976 0.9922 

32 0.9810 0.9965 0.9981 0.9919 

16 0.9778 0.9931 0.7160 0.8956 

Table 6 shows the results when using the different num-
bers of neurons in the fully connected layer. Setting the 
numbers of neurons in the fully connected layer to 128 
performs best on each dataset. It is better than the orig-
inal setting, which sets the numbers of neurons in the 

Dataset No of epochs Accuracy

Dataset_1

10 0.9684

20 0.9826

30 0.9778

40 0.9889

50 0.9763

Dataset_2

30 0.9896

40 1.0000

50 1.0000

Dataset No of epochs Accuracy

Dataset_2
60 0.9965

70 1.0000

Dataset_3

5 0.9976

10 0.9990

15 0.9986

20 0.9994

25 0.9991

30 0.9989

Table 7 
The accuracy on each dataset when the numbers of epochs are different (Model: DenseNet201, learning rate: 0.0001, batch 
size: 8, decay: 0.001, dropout rate: 0.5, number of neurons in the fully connected layer: 128)

fully connected layer to 256. Therefore, we set that pa-
rameter to 128. Then we used the different numbers of 
epochs on each dataset to achieve the highest accuracy.
Table 7 shows the results when using the different 
numbers of epochs on each dataset. Considering both 
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accuracy and efficiency, we can deduce that DenseN-
et201 performs best when setting the numbers of 
epochs to 40 on Dataset_1 and Dataset_2 and 20 on 
Dataset_3. The confusion matrices in these parame-
ter settings are shown in Figure 4.

5. Discussion
We used DenseNet201 with classification accuracy of 
98.89% for binary classification. Ali et al. [4] used the 
ensemble system with accuracies of 79.26% (±1.05%) 
on the same dataset. We used DenseNet201 with clas-
sification accuracy of 100% for four-class classifica-
tion. Ahsan et al. [3] used VGG16 to detect monkeypox 
on this dataset. The highest accuracy in the paper was 
83% on the same dataset with us. Our results are bet-
ter than Ali et al. [4] and Ahsan et al. [3]. 

6. Conclusion
The results in this study prove that transfer deep 
learning may have a significant impact on the auto-
matic detection of skin images, which are related to 
the diagnosis of monkeypox.
In this paper, we used twelve CNN-based models, 
including VGG16, VGG19, ResNet152, DenseNet121, 
DenseNet201, EfficientNetB7, EfficientNetV2B3, 
EfficientNetV2M, and InceptionV3, to differentiate 
monkeypox patients and people with other diseas-
es or healthy people from skin pictures. The results 
suggest that DenseNet201 achieves the best classi-
fication accuracy of 98.89% for binary classification, 
100% for four-class classification and 99.94% for six-
class classification over the rest models.
A more in-depth discussion requires much more im-
age data. The current challenge is that the datasets 
are small. The future goal is to collect a larger dataset 
to improve the monkeypox detection ability. With a 
larger dataset in the future, the CNN model may per-
form worse, so we need to further explore more and 
more powerful models, such as Transformer [8] and 
ViG [9].

Data Sharing Agreement
The  datasets  used  and/or  analyzed  during  the  cur-
rent  study  are  available  from  the  corresponding  au-
thor on reasonable request.

Figure 4 
Confusion matrices for DenseNet201 on each dataset: (a) 
Dataset_1, (b) Dataset_2, (c) Dataset_3
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Table 7 shows the results when using the 
different numbers of epochs on each dataset. 
Considering both accuracy and efficiency, we 
can deduce that DenseNet201 performs best 
when setting the numbers of epochs to 40 on 
Dataset_1 and Dataset_2 and 20 on Dataset_3. 
The confusion matrices in these parameter 
settings are shown in Figure 4. 
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5. Discussion 

We used DenseNet201 with classification 
accuracy of 98.89% for binary classification. 
Ali et al. [4] used the ensemble system with 
accuracies of 79.26% (±1.05%) on the same 
dataset. We used DenseNet201 with 
classification accuracy of 100% for four-class 
classification. Ahsan et al. [3] used VGG16 to 
detect monkeypox on this dataset. The highest 
accuracy in the paper was 83% on the same 
dataset with us. Our results are better than Ali 
et al. [4] and Ahsan et al. [3].  
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