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Smart healthcare systems in the cloud-IoT framework are designed for the prediction of heart disease. This smart 
diagnosis improves the patient’s health status and minimizes the death rate. Early prediction of heart disease may 
reduce the risk of patient illness and monitoring in real-time to avoid the risk. The view of existing algorithms is 
inaccurate in early prediction which took a lot of time for the prediction and inaccurate early prediction of heart 
disease. To overcome these issues, this paper proposed a sparse autoencoder with Galactic Swarm Optimization 
(SAE-GSO) algorithm. A sparse encoder predicts heart disease and enhances the accurate prediction, tuning the 
parameters of sparsity regularity in the sparse autoencoder, Galactic Swarm optimization algorithm is imple-
mented. The proposed work enhances the prediction rate of heart diseases, minimizing the error rate, and maxi-
mizing the accuracy. The accuracy rate of the proposed work of SAE-GSO in the Cleveland Dataset produces got 
92.23 %, GBT got 65.12 %, SAE got 87.34%, and NB got 83.16 %. The accuracy rate of the proposed work of SAE-
GSO in the Framingham Dataset produced 92.59 %, GBT got 69.16 %, SAE got 86.25%, and NB got 82.37%.
KEYWORDS: Smart health, heart disease, autoencoder, Galactic Swarm Optimization, IoT.
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1. Introduction
Smart healthcare for the prediction of a heart disease 
model uses sensor-based devices in the IoT platform. It 
accesses the data from the physical examination of pa-
tients via various sensor devices like ECG, blood pres-
sure, body temperature, heart rate, etc. Based on these 
collected medical sensor data is used for the identifica-
tion of diseases, decision-making process, and admin-
istration of health-related data. The automated predic-
tion system includes the concept of IoT, Big Data, AI, 
and cloud networking [14]. In the cloud storage system, 
medical sensor signals of medical data are stored in a 
secure manner. This sensor data is collected dynami-
cally on the basis of time [19]. The basic symptoms of 
heart disease are shortness of breath, weakness of the 
body, swollen feet, and arrhythmia [12].
Cardiovascular disease (CVD) is a life-threatening 
disease. Based on the IoT framework it captures the 
sensor’s medical signal data and transmits it in a cloud 
storage environment. From the cloud storage data, a 
trained physician with adequate experience is able to 
diagnose heart disease. For the accurate prediction of 
heart disease, a machine learning algorithm is used 
and it minimizes the death rate and enhances the de-
cision-making process clinically [7]. Mienye et al. [17] 
presented the prediction of heart disease by fusion of 
sparse autoencoder and ANN. Ebiaredoh-Mienye et 
al. [5] proposed a technique for predicting heart dis-
ease using a sparse autoencoder and softmax classifi-
er. Muhammad et al. [18] described that early and on-
time diagnosis of heart disease and it uses the concept 
of feature selection from the dataset.
The prediction of heart disease is a challenging one. 
Early prediction of heart disease may reduce the risk 
to a patient’s health status. The view of existing algo-
rithms is inaccurate in early prediction, a lot of time to 
predict. To overcome these issues this paper proposed 
a sparse autoencoder with an optimized algorithm of 
Galactic Swarm Optimization (SAE-GSO). For tuning 
the parameters of sparsity regularity in the sparse au-
toencoder this optimization algorithm is implement-
ed. The proposed work enhances the prediction rate of 
heart diseases, minimizing the error rate, maximizing 
the accuracy, and minimizing the error rate.
The main contribution of the proposed work of SAE-
GSO is given below:
1 In the smart healthcare system, predicting heart 

disease and real-time data is collected from vari-

ous wearable sensor devices and the medical sen-
sor signal data is securely stored in a cloud storage 
environment.

2 Effective prediction of heart disease features is se-
lected by using SVM.

3 Based on the selected features classify the heart dis-
ease by implementing a sparse autoencoder-based 
optimization algorithm of Galactic Swarm Optimi-
zation.

The remaining sections of this paper are structured 
as follows: Section 2 discusses the related research 
works, Section 3 describes the prediction of heart dis-
ease using SAE-GSO, Section 4 discusses the experi-
mented results and Section 5 concludes the proposed 
system with future work. 

2. Related Works
This section discusses the literature related to smart 
healthcare prediction of heart disease. Cardiovascu-
lar disease (CVD) is a significantly challenging task 
for physicians and it increases the death rate. There-
fore, machine learning and deep learning algorithms 
are demonstrated for the prediction of heart disease 
using electrocardiogram (ECG), blood pressure, heart 
rate, etc. and it also diagnoses heart disease at an earli-
er stage [8]. Nowadays, Cardiovascular disease (CVD) 
is the main cause of increasing death rates worldwide. 
The World Health Organization reports that annually 
17.9 million deaths occur [29].
Nowadays, many research works have been imple-
mented in the analysis of health-related issues based 
on the reports and medical records of data collected 
from patients. To access these medical data there are so 
many open sources available. Based on computer tech-
nologies, the exact diagnosis of patients and detection 
of disease is effective. Machine learning algorithms 
with artificial intelligence concept plays the main role 
in the diagnosis of heart disease which classifies or 
predict the result [25, 9]. The issues in the existing re-
search works in the prediction of heart disease are in-
accurate early predictions, and a lot of time to predict.
Dutta et al. [4] presented that the CNN model uses the 
two-layer technique for the prediction and analysis of 
disease. Maragatham et al. [13] described heart failure 
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prediction by analyzing the big data with the LSTM 
concept. Onasanya et al. [21] described the concept 
of IoT based cloud environment for the detection of 
health issues and providing treatment of the patient 
focusing on challenges like storing information in a 
secure and effective manner. Pan et al. [22] present-
ed Enhanced Deep Learning Assisted Convolutional 
Neural Networks for Heart Diseases Predictions on 
the Internet of Medical Things Platforms. Enhanced 
Deep Learning Assisted Convolutional Neural Net-
works for Heart Diseases. Predictions on the Internet 
of Medical Things Platforms.
Raju et al. [2] described that IoT and Fog Computing 
Sectors are enabled by Cascaded Deep Learning Model 
for the smart prediction of heart disease. It uses opti-
mized cascaded CNN. Nancy et al. [1] proposed the pre-
diction of heart failure based on the IoT-Cloud-Based 
Deep Learning technique of Bi-LSTM (bidirectional 
long short-term memory). Oyeleye et al. [21] Predic-
tion of heart rate by using autoregressive integrated 
moving average (ARIMA) model, linear regression, 
support vector regression (SVR), k-nearest neighbor 
(KNN) regressor, decision tree regressor, random for-
est regressor and long short-term memory (LSTM) re-
current neural network algorithm. Garate-Escamila et 
al. [8] described Classification models for heart disease 
prediction using feature selection and PCA. Mehmood, 
et al. [16] presented a Prediction of Heart Disease Us-
ing Deep Convolutional Neural Networks. Jagadeesh 
et al. [11] discussed Butterfly Optimized Feature Selec-
tion with Fuzzy C-Means Classifier for Thyroid Pre-
diction. In this review of literature, we analyze many 
research works on the concept of the prediction of 
heart disease. The issues in existing works are inaccu-
rate predictions, require more time, and require a lot of 
storage space for irrelevant features. 

3. Methodology of the Proposed 
Framework
Smart healthcare Cloud-based IoT technology col-
lects the various sensor signals of ECG, EEG, EMG, 
etc. from the patient and processes it with the pro-
posed work of AE-GSO. The framework of AE-GSO is 
given in Figure 1.
Figure 1 shows the three layers of the framework name-
ly IoT Based Data Collection Layer, the Cloud Layer, 
and the Processing of Heart Disease Prediction Layer.
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3.2. Pre-Processing
For the accurate prediction of heart disease pre-pro-
cessing is required. It includes the removal of redun-
dancy, replacement of missing values, and normaliza-
tion. 

3.2.1. Removal of Redundancy
In the collected sensor signals, unwanted information 
and repeated information are removed.

3.2.2. Replacement of Missing Values
In order to standardize the collection of sensor values 
replace the missing values with their median value. 
Calculating the median value by arranging the values 
in ascending order and identifying the median value.

3.2.3. Normalization
The collected input sensor data is in an unstructured 
format. In normalization, the input data value is with-
in the range of 0 and 1. This normalization helps to 
reduce the computing patterns of heart disease by 
implementing standard deviation. By processing the 
multiple distributions of sensor data and analysis of 
regression in the heart disease prediction by using:

 
 

 

neural network algorithm. Garate-Escamila et al. [8] 
described Classification models for heart disease 
prediction using feature selection and PCA. Mehmood, 
et al. [16] presented a Prediction of Heart Disease 
Using Deep Convolutional Neural Networks. Jagadeesh 
et al. [11] discussed Butterfly Optimized Feature Selection 
with Fuzzy C-Means Classifier for Thyroid Prediction. In 
this review of literature, we analyze many research 
works on the concept of the prediction of heart disease.  
The issues in existing works are inaccurate predictions, 
require more time, and require a lot of storage space for 
irrelevant features.  

3. Methodology of the Proposed 
Framework 

Smart healthcare Cloud-based IoT technology collects 
the various sensor signals of ECG, EEG, EMG, etc. 
from the patient and processes it with the proposed 
work of AE-GSO. The framework of AE-GSO is given 
in Figure 1. 
 
Figure 1  
Framework of SAE-GSO 
 

 
 
Figure 1 shows the three layers of the framework 
namely IoT Based Data Collection Layer, the Cloud 
Layer, and the Processing of Heart Disease Prediction 
Layer. 
 
3.1 IoT-Based Sensor Data Collection Layer 

In the smart healthcare system, input data collected 
from patients through IoT devices includes the 
identification of patient information along with 
patients’ past clinical history information. And also, 
collects medical input data like cholesterol level, heart 
rate, blood pressure, body temperature, blood sugar, 
electrocardiogram (ECG), electromyogram (EMG), and 
electroencephalogram (EEG) through IoT framework-
based sensor devices which are attached to the body of 

the patient or in their clothes. The collected data is 
stored in the cloud for the secure monitoring of 
health. Table 1 shows the IoT-based secure 
storage of patient input information 

 
Table 1 
IoT-Based Secure Storage of Patient Input 
Information 
 

Identification of 
Patient Information 

IoT-Based Patient's 
Clinical Data 

Patient's ID Height of Patient  
Name of Patient  Weight of Patient 
Patient's Gender Cholesterol 
Patient's Age Drug Details 
Address of Patient History of Hypertension 
Contact Number Blood Pressure 
  Body Temperature 
  Heart Rate 
 
3.2 Pre-Processing 

For the accurate prediction of heart disease pre-
processing is required. It includes the removal of 
redundancy, replacement of missing values, and 
normalization.  
3.2.1 Removal of Redundancy 

In the collected sensor signals, unwanted 
information and repeated information are 
removed. 
3.2.2 Replacement of Missing Values 

In order to standardize the collection of sensor 
values replace the missing values with their 
median value. Calculating the median value by 
arranging the values in ascending order and 
identifying the median value. 
3.2.3 Normalization 

The collected input sensor data is in an 
unstructured format. In normalization, the input 
data value is within the range of 0 and 1. This 
normalization helps to reduce the computing 
patterns of heart disease by implementing 
standard deviation. By processing the multiple 
distributions of sensor data and analysis of 
regression in the heart disease prediction by 
using: 
 
𝐴𝐴𝐴𝐴 = 𝛽𝛽𝛽𝛽0 + 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝐷𝐷𝐷𝐷 + 𝜖𝜖𝜖𝜖𝑖𝑖𝑖𝑖for 𝑖𝑖𝑖𝑖 = 1,2, …𝑛𝑛𝑛𝑛.       (1) 
 
The sample input sensor data is defined with 
variance and the error value is termed by 𝜖𝜖𝜖𝜖𝑖𝑖𝑖𝑖. The 
least square values are denoted by 𝛽𝛽𝛽𝛽0  and 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 . 

(1)

The sample input sensor data is defined with variance 
and the error value is termed by ϵi. The least square 
values are denoted by β0 and βi. From the input sensor 
data samples, the average values are evaluated by us-
ing standard deviation and it is defined as:

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

(2)

Here, G represents the frequency of data, and Di is the 
sample input sensor data. Then the normalization is 
denoted by:

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

�
1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

(3)

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

. (4)

Here, ∈i* is residual value and σi is variance.

3.3. Feature Selection Using SVM
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 

sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate 
part of the information. This feature selection pro-
cess helps to improve the performance of the predic-
tion algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator * is expressed as:

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

(5)

The binary feature vector σ, σ ∈ {0,1}m and acts as 
a selection of features by multiplying the compo-
nent-wise featured input vector. Now the kernel func-
tion is defined as:

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

(6)

To get the optimal hyperplane, optimization is needed.
Minimize: 

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

Subject to constraints:

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

. (7)

Here, dp is the regularization parameter, by using La-
grange multiplier method Equation (7) can be rewrit-
ten as follows to get optimal vector. 

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

Subject to constraints: 

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

. (8)

Here, αi is i = 1, 2, …, j. Substitute Equation (7) in Equa-
tion (6),

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

. (9)

Now SVM can be represented as follows:

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

�
1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

  

From the input sensor data samples, the average values 
are evaluated by using standard deviation and it is 
defined as: 
 
𝜇𝜇𝜇𝜇 = ∑ 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1
𝐺𝐺𝐺𝐺

.    (2) 
 
Here, 𝐺𝐺𝐺𝐺 represents the frequency of data, and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖  is the 
sample input sensor data. Then the normalization is 
denoted by: 
 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = ∈𝑖𝑖𝑖𝑖

∗

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (3) 

 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖

𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖
    (4) 

 
Here, ∈𝑖𝑖𝑖𝑖∗ is residual value and 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖 is variance. 
 
3.3 Feature Selection Using SVM 
In the smart health care prediction of heart disease 
feature selection is the process of reducing the input 
sensor dataset for further processing and analysis to 
predict the heart disease based on the appropriate part 
of the information. This feature selection process helps 
to improve the performance of the prediction 
algorithms and it reduces the dimensionality of 
selecting the features. The component-wise feature 
vector product operator ∗  is expressed as: 
 
𝑔𝑔𝑔𝑔 ∗ ℎ = (𝑔𝑔𝑔𝑔1ℎ1 … .𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛).    (5) 
 
The binary feature vector 𝜎𝜎𝜎𝜎, 𝜎𝜎𝜎𝜎 ∈ {0,1}𝑚𝑚𝑚𝑚  and acts as a 
selection of features by multiplying the component-
wise featured input vector. Now the kernel function is 
defined as: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎�𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠  ≡ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘(𝜎𝜎𝜎𝜎 ∗ 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ,𝜎𝜎𝜎𝜎 ∗  𝐺𝐺𝐺𝐺𝑠𝑠𝑠𝑠)�.   (6) 
 
To get the optimal hyperplane, optimization is needed. 
Minimize: 𝑟𝑟𝑟𝑟(𝜔𝜔𝜔𝜔,𝜃𝜃𝜃𝜃) = 1

2
‖𝜔𝜔𝜔𝜔‖2 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑∑ 𝜉𝜉𝜉𝜉𝑖𝑖𝑖𝑖

𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  

Subject to constraints: 
 
ℎ𝑖𝑖𝑖𝑖(𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖) + 𝜃𝜃𝜃𝜃) ≥ 1 − 𝜉𝜉𝜉𝜉   (7) 

𝜉𝜉𝜉𝜉 ≥ 0, 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗 
 
Here, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the regularization parameter, by using 
Lagrange multiplier method Equation (7) can be 
rewritten as follows to get optimal vector.  

𝜔𝜔𝜔𝜔 = �𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)
𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖=1

 

 
Subject to constraints:  
 
∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖 = 0𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1      (8) 

 

Here, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖  is 𝑖𝑖𝑖𝑖 = 1,2, … , 𝑗𝑗𝑗𝑗.  Substitute Equation (7) 
in Equation (6), 

𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 〈𝜔𝜔𝜔𝜔,∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

  = 〈∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖
𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖=1  ∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃

 (9) 
 
  = ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖=1 〈∅(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖),∅(𝑔𝑔𝑔𝑔0)〉 + 𝜃𝜃𝜃𝜃 
 

Now SVM can be represented as follows: 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) = 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝑛𝑛𝑛𝑛�𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0)� =

� 1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) ≥ 0
−1   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘(𝑔𝑔𝑔𝑔0) < 0(10) 

 
Here, the support vectors are trained with training 
data set of non-zero value of 𝛼𝛼𝛼𝛼. 
The kernel function 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 is used for the selection of 
features for the prediction of heart disease. 
 
3.4 Feature Classification Using Proposed 

SAE-GSO Algorithm  

After selecting the most relevant features from the 
dataset. Based on the selected features which 
classify the heart disease by using an autoencoder 
with optimized algorithm of Galactic Swarm 
Optimization (SAE-GSO).  
 
The initial phase of pre-processing is done and it 
is discussed in Section 3.2. Steps involved in 
SAE-GSO is given below 
Step 1: The sparse encoder maps the featured 
input data into a low dimensional space, and at the 
same time decoder reconstructs the featured input 
data. For getting an optimal solution this work 
implements the minimization of error. In this step 
bias value and weight value of matrices of 
encoder and decoder are employed in the model 
of SAE using backpropagation. 
Step 2: Implements the optimized algorithm of 
GSO for optimizing the parameter of sparsity 
regularity. 
Step 3: After finetuning the SAE-GSO model is 
employed the enhanced optimized prediction of 
heart disease 
 
3.4.1 Autoencoder 

Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are 
designed in autoencoder. The format of 
autoencoders has an encoder-decoder structure 
[23]. 
Therefore, the correlation between the input 
features is trained and reconstructed. The 

. (10)

Here, the support vectors are trained with training 
data set of non-zero value of α.



533Information Technology and Control 2023/2/52

The kernel function ke is used for the selection of fea-
tures for the prediction of heart disease.

3.4. Feature Classification Using Proposed 
SAE-GSO Algorithm 
After selecting the most relevant features from the 
dataset. Based on the selected features which clas-
sify the heart disease by using an autoencoder with 
optimized algorithm of Galactic Swarm Optimization 
(SAE-GSO). 
The initial phase of pre-processing is done and it is 
discussed in Section 3.2. Steps involved in SAE-GSO 
is given below
Step 1: The sparse encoder maps the featured input 
data into a low dimensional space, and at the same 
time decoder reconstructs the featured input data. 
For getting an optimal solution this work implements 
the minimization of error. In this step bias value and 
weight value of matrices of encoder and decoder are 
employed in the model of SAE using backpropagation.
Step 2: Implements the optimized algorithm of GSO 
for optimizing the parameter of sparsity regularity.
Step 3: After finetuning the SAE-GSO model is em-
ployed the enhanced optimized prediction of heart 
disease

3.4.1. Autoencoder
Autoencoder is an unsupervised artificial neural 
network. The input selected featured vectors are de-
signed in autoencoder. The format of autoencoders 
has an encoder-decoder structure [23].
Therefore, the correlation between the input features 
is trained and reconstructed. The operation of encod-
er which maps the input feature in to the hidden layer 
hi and it is considered as latent space representation. 
Similarly, the function of decoder reconstructs the la-
tent representation as in�. The process of encoding and 
decoding is defined as:

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

(11)

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

. (12)

Here, in = (in1, in2, …,inn) are the featured input vector 
values, 
hi = (hi1, hi2, …, hin) are minimized vector dimension val-
ues obtained from the hidden layer. in� =(in�1, in�2 in�n) are 

considered as reconstructed input values. Wt and wt" 
are weight matrices and bi, bi' bias vector values, σ is the 
sigmoid activation function. It can be implemented by: 

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

. (13)

The mean squared error function is reconstructed the 
error function between hi and in�.

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

. (14)

In training the autoencoder network, the overfitting is 
a challenging issue and to solve this issue by applying 
the weight penalty of cost function. It is defined by:

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

. (15)

Here, λ is the coefficient of weight attenuation. In 
the autoencoder penalty weight term is introduced 
in hidden layer for classifying the feature. Assume 
that a�j denotes the average activation function of 
neurons in the hidden layer and it is defined by a�j = 

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

 and ρ is the sparsity proportion and 
its value is near to 0. In order to get sparsity, kull-
back-Leibler (KL) divergence is used as loss function 
along with the limit value of ρ�i = ρ. The loss function is 
determined by:

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

(16)

Here, h is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows:

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  (17)

Here, β is the parameter of sparsity regularity. For en-
hancing the prediction of heart disease and parameter 
of sparsity regularity is optimized by Galactic Swarm 
Optimization algorithm. This proposed work of SAE-
GSO produces better prediction of heart disease

3.4.2. Galactic Swarm Optimization 

The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse auto-

.
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encoder with GSO, which enhances the prediction 
rate of heart diseases. GSO is used for optimizing 
the parameter of sparsity regularity hidden layers 
of the autoencoder network. The main objective of 
implementing the GSO is minimizing error rate in 
the aspect of Mean Square Error (MSE) and it is 
given by:

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

(18)

It is used to evaluate the average squares of errors in 
the basis of average squared error difference between 
the predicted result preb and actual result acurb which 
is defined as:

 
 

 

operation of encoder which maps the input feature 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 to 
the hidden layer ℎ𝑖𝑖𝑖𝑖 and it is considered as latent space 
representation. Similarly, the function of decoder 
reconstructs the latent representation as 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . The process 
of encoding and decoding is defined as: 
 
ℎ𝑖𝑖𝑖𝑖 = 𝜎𝜎𝜎𝜎(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)   (11) 
 

𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� = �𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊"ℎ𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′�   (12) 
 
Here, 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 = (𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛1 , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛2 , … , 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)  are the featured input 
vector values,  
ℎ𝑖𝑖𝑖𝑖 = (ℎ𝑖𝑖𝑖𝑖1 , ℎ𝑖𝑖𝑖𝑖2 , … , ℎ𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛)  are minimized vector 
dimension values obtained from the hidden layer. 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� =
(𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 1 , 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 2𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑛𝑛𝑛𝑛)  are considered as reconstructed input 
values. 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and 𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊" are weight matrices and 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖′ bias 
vector values, 𝜎𝜎𝜎𝜎  is the sigmoid activation function. It 
can be implemented by:  
 
𝜎𝜎𝜎𝜎 = 1

1+𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
    (13) 

 
The mean squared error function is reconstructed the 
error function between ℎ𝑖𝑖𝑖𝑖 and 𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� . 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (14) 

 

In training the autoencoder network, the overfitting is a 
challenging issue and to solve this issue by applying the 
weight penalty of cost function. It is defined by: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ ‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆

2
(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2)(15) 

 

Here, 𝜆𝜆𝜆𝜆 is the coefficient of weight attenuation. In the 
autoencoder penalty weight term is introduced in 
hidden layer for classifying the feature. Assume that 𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 
denotes the average activation function of neurons in 
the hidden layer and it is defined by  𝑎𝑎𝑎𝑎�𝑗𝑗𝑗𝑗 =
1
𝑀𝑀𝑀𝑀
∑ ℎ𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗(𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1  and 𝜌𝜌𝜌𝜌 is the sparsity proportion and its 

value is near to 0. In order to get sparsity, kullback-
Leibler (KL) divergence is used as loss function along 
with the limit value of  𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖 = 𝜌𝜌𝜌𝜌. The loss function is 
determined by: 
 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌) = ∑ 𝜌𝜌𝜌𝜌 log �𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖
�ℎ

𝑖𝑖𝑖𝑖=1 + (1 − 𝜌𝜌𝜌𝜌) log �1−𝜌𝜌𝜌𝜌
1−𝜌𝜌𝜌𝜌�𝑖𝑖𝑖𝑖

� .     (16) 
 

Here, ℎ  is the neuron in the hidden layer. The loss 
function of sparse autoencoder is implemented in the 
aspects of mean squared error, sparsity regularity and 
weight attenuation. It is expressed as follows: 
 
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 = 1

𝑁𝑁𝑁𝑁
∑ 1

2
‖𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛� 𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖‖2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 + 𝜆𝜆𝜆𝜆
2

(‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊‖2 + ‖𝑤𝑤𝑤𝑤𝑊𝑊𝑊𝑊′‖2) +
𝛽𝛽𝛽𝛽𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝜌𝜌𝜌𝜌� ||𝜌𝜌𝜌𝜌)  (17) 

 
Here, 𝛽𝛽𝛽𝛽 is the parameter of sparsity regularity. For 
enhancing the prediction of heart disease and 
parameter of sparsity regularity is optimized by 
Galactic Swarm Optimization algorithm. This 
proposed work of SAE-GSO produces better 
prediction of heart disease 
 
3.4.2 Galactic Swarm Optimization  
The proposed work of the smart healthcare system 
of cloud based IoT framework uses the sparse 
autoencoder with GSO, which enhances the 
prediction rate of heart diseases. GSO is used for 
optimizing the parameter of sparsity regularity 
hidden layers of the autoencoder network. The 
main objective of implementing the GSO is 
minimizing error rate in the aspect of Mean 
Square Error (MSE) and it is given by: 
 
𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀).  (18) 
 
It is used to evaluate the average squares of errors 
in the basis of average squared error difference 
between the predicted result 𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  and actual 
result 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏  which is defined as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ (𝑑𝑑𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏)2𝑁𝑁𝑁𝑁
𝑏𝑏𝑏𝑏=𝑖𝑖𝑖𝑖 .  (19) 

 
Total number of features are represented as 𝑁𝑁𝑁𝑁 . 
This minimization error rate produces better 
accurate results in the prediction rate of heart 
disease with IoT assisted cloud computing.  The 
concept behind the GSO is movement of galaxies 
and stars based on the influence of gravity force. 
Assumed the entire galaxy is considered as a point 
mass which fascinates the other galaxies. In the 
galactic swarm optimization algorithm, collection 
of stars in a small group is called as small galaxies 
and also termed as subswarms. To minimize the 
galaxy energy, the smaller galaxies are interlinked 
with one another and update their position. In 
addition to that, from the smaller galaxy the best 
star tries to communicate with the best star of the 
remaining other small galaxies. The best position 
of stars in the galaxy is represented by   
𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖1 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖2 , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖3, … , 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚  and its velocities 
are represented as 𝜗𝜗𝜗𝜗1,𝜗𝜗𝜗𝜗2,𝜗𝜗𝜗𝜗3,𝜗𝜗𝜗𝜗4 ,𝜗𝜗𝜗𝜗5. To form the 
super swarm by grouping the star  and the best 
star 𝑏𝑏𝑏𝑏  with its velocity 𝑠𝑠𝑠𝑠𝑘𝑘𝑘𝑘𝑣𝑣𝑣𝑣 . To minimize the 
energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy 
and it maintains the stabilization.  
Assuming the cluster 𝑎𝑎𝑎𝑎𝑣𝑣𝑣𝑣𝑊𝑊𝑊𝑊𝑘𝑘𝑘𝑘  of sub swarm has 
𝑘𝑘𝑘𝑘 tuples include elements of 𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  ∈ ℜ𝑚𝑚𝑚𝑚 , which 
contains 𝑛𝑛𝑛𝑛 partitions and size of each partition is 
𝑟𝑟𝑟𝑟 and its formulated as  

(19)

Total number of features are represented as N. This 
minimization error rate produces better accurate re-
sults in the prediction rate of heart disease with IoT 
assisted cloud computing. The concept behind the 
GSO is movement of galaxies and stars based on the 
influence of gravity force. Assumed the entire galaxy 
is considered as a point mass which fascinates the 
other galaxies. In the galactic swarm optimization al-
gorithm, collection of stars in a small group is called 
as small galaxies and also termed as subswarms. To 
minimize the galaxy energy, the smaller galaxies are 
interlinked with one another and update their posi-
tion. In addition to that, from the smaller galaxy the 
best star tries to communicate with the best star of 
the remaining other small galaxies. The best position 
of stars in the galaxy is represented by posi1, posi2, 
posi3, …, posim and its velocities are represented as ϑ1, 
ϑ2, ϑ3, ϑ4, ϑ5. To form the super swarm by grouping the 
star and the best star b with its velocity vel. To min-
imize the energy of the galaxy system, it updates the 
velocity with its position of superswarm galaxy and it 
maintains the stabilization. 
Assuming the cluster cltr of sub swarm has r tuples in-
clude elements of ei, j ∈ Rm, which contains n partitions 
and size of each partition is m and its formulated as 

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 

 
 
4. Results and Discussion 

This proposed work of the smart healthcare system of 
cloud based IoT framework of SAE-GSO is used to 
predict the heart disease model was implemented in 
Python. This proposed method is compared with 
Gradient Boosted Tree (GBT) [3], Sparse Autoencoder 
(SAE) [10], Naïve Bayes classifier (NB) [24]. 
 
 
 
 

Figure 2  
Flowchart of GSO 

 
 
 
 

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 

 
 
4. Results and Discussion 

This proposed work of the smart healthcare system of 
cloud based IoT framework of SAE-GSO is used to 
predict the heart disease model was implemented in 
Python. This proposed method is compared with 
Gradient Boosted Tree (GBT) [3], Sparse Autoencoder 
(SAE) [10], Naïve Bayes classifier (NB) [24]. 
 
 
 
 

Figure 2  
Flowchart of GSO 

 
 
 
 

(20)

In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It con-

tains m sub warms and each sub warm cltri contains 
best star which is interrelated with one another. Its 
updated velocity of best star is denoted by velbei. In a 
galaxy sub warm cltri which explores all search space 
with its updated position and velocity of every swarm 
in the galaxy is represented as:

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 

 
 
4. Results and Discussion 

This proposed work of the smart healthcare system of 
cloud based IoT framework of SAE-GSO is used to 
predict the heart disease model was implemented in 
Python. This proposed method is compared with 
Gradient Boosted Tree (GBT) [3], Sparse Autoencoder 
(SAE) [10], Naïve Bayes classifier (NB) [24]. 
 
 
 
 

Figure 2  
Flowchart of GSO 

 
 
 
 

(21)

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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(22)

Here, the random values are rand1 and rand2 with its 
initial weight is denoted as ϖi and its updated values 
are:

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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cloud based IoT framework of SAE-GSO is used to 
predict the heart disease model was implemented in 
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(23)

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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. (24)

Here, randi random number is range between 0 to 1 
and its current iteration is itera which is varied from 
[1, iteramax]. The formation of superclusters or super-
warms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated 
by using:

  

 
𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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Gradient Boosted Tree (GBT) [3], Sparse Autoencoder 
(SAE) [10], Naïve Bayes classifier (NB) [24]. 
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𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 
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This proposed work of the smart healthcare system of 
cloud based IoT framework of SAE-GSO is used to 
predict the heart disease model was implemented in 
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𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ⊂ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎;  ∀𝑖𝑖𝑖𝑖[1,𝑚𝑚𝑚𝑚],𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ⊂ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗;  ∀𝑗𝑗𝑗𝑗[1, 𝑎𝑎𝑎𝑎],𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖  ∩ 𝑄𝑄𝑄𝑄𝑗𝑗𝑗𝑗 =
∅;   𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 ≠ 𝑗𝑗𝑗𝑗,⋃ 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1  (20) 
 
In the implementation of GSO contains two levels of 
process namely sub warms and super warms. It contains 
𝑚𝑚𝑚𝑚  sub warms and each sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  contains best 
star which is interrelated with one another. Its updated 
velocity of best star is denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 . In a galaxy 
sub warm 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖  which explores all search space with its 
updated position and velocity of every swarm in the 
galaxy is represented as: 
 
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = �𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�          (21) 
 
𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝜗𝜗𝜗𝜗𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × �𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗��.                                (22) 
 
Here, the random values are 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1 and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 with its 
initial weight is denoted as 𝜛𝜛𝜛𝜛𝑖𝑖𝑖𝑖  and its updated values 
are: 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 =∪ (0,1)                         (23) 
 
𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥𝑥𝑥+1
                         (24) 

 
Here, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖  random number is range between 0 to 1 
and its current iteration is 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 which is varied from 
[1, 𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚] . The formation of superclusters or 
superwarms are implemented when it is assisted by best 
subwarms of next phase clustering. The velocity and 
position of sub warms in the super warm are updated by 
using: 
 
𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑗𝑗𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗                        (25) 
 
𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = ��𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 + 𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎1 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑1� × �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 − 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� +
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2 × 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑2 × (𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖)�                                  (26) 
 
Here, the best star in the galaxy is denoted 𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 which is 
updated its velocity by using the Equation (26). The 
flowchart of GSO is given in Figure 2. 

 
 
4. Results and Discussion 

This proposed work of the smart healthcare system of 
cloud based IoT framework of SAE-GSO is used to 
predict the heart disease model was implemented in 
Python. This proposed method is compared with 
Gradient Boosted Tree (GBT) [3], Sparse Autoencoder 
(SAE) [10], Naïve Bayes classifier (NB) [24]. 
 
 
 
 

Figure 2  
Flowchart of GSO 

 
 
 
 

Table 2
Description of features in the Cleveland dataset

Features Description

f1-Age Patient’s Age in years

f2-Sex Female or Male

f3-Chol Measure of serum cholesterol 

f4-Cp Types of chest pain 

f5-Trestbps Resting blood pressure 

f6-Fbs fasting blood sugar 

f7-Restecg Resting measure of electrocardiographic 

f8-Thalach maximum heart rate

f9-Exang Exercise caused angina 

f10-Oldpeak ST ST depression caused by exercise relative 
to rest

f11-Slope Slope of the peak exercise ST segment

f12-Ca Number of major vessels of colored by 
Flourosopy  

f13-Thal Type of Defect

Table 3
Description of Framingham dataset

Features Description

f1-Sex Gender of patient

f2 Age Age of Patient

f3- Education
Educational level of patient  (1 = 
high school, 2 = GED certificate, 3 = 
vocational training,4 = college degree)

f4-Currentsmoker Whether the patient smoker or not

f5-cigsPerDay The average number of cigarettes the 
patient smokes per day

f6-prevalentStroke Whether the individual previously 
had a stroke or not

f7-Diabetes Whether the individual is diabetic
f8-totChol Total cholesterol level
f9-sysBP Systolic blood pressure
f10-diaBP Diastolic blood pressure
f11-BMI Body mass index
f12-heartrate The patient’s heart rate
f13-Glucose Glucose level

f14-Target variable 
(TenYearCHD)

Whether or not the patient has a ten-
year risk of coronary heart disease
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4.1. Data Set Description
The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 
13 features. Meanwhile, the Framingham dataset con-
tains 4238 samples with 14 features. Table 2 is the de-
scription of the Cleveland dataset. Table 3 shows that 
description of the Framingham dataset.

4.2. Performance Metric Measures
These parametric metric measures are computed and 
predicted the heart disease based on the Cleveland 
Dataset and Framingham dataset using proposed 
work SAE-GSO. 
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4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁
   (27) 

 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁+𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇
   (28) 

 
𝑎𝑎𝑎𝑎𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁+𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁
  (29) 

 
𝑚𝑚𝑚𝑚𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃𝐹𝐹𝐹𝐹) = 𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁
 (30) 

 
𝑀𝑀𝑀𝑀𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑀𝑀𝑀𝑀(𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁𝐹𝐹𝐹𝐹) = 𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁+𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇
   (31) 

 
𝐹𝐹𝐹𝐹 − 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟𝑀𝑀𝑀𝑀 = 2 × 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛×𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑒𝑒𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑛𝑛𝑛𝑛+𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑒𝑒𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
  (32) 

 
MSE 
The mean squared error (MSE) calculate the 
average of the squares of the differences between 
the predicted values and actual values. 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑛𝑛𝑛𝑛
∑ �𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑆𝑆𝑆𝑆𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖�

2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1   (33) 

 
RMSE 
It is similar to MSE but for compute this by root 
of MSE. 
 

𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = �1
𝑛𝑛𝑛𝑛
∑ �𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑆𝑆𝑆𝑆𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖�

2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1   (34) 

 
The performance of various feature selection 
algorithms in Cleveland dataset and Framingham 
dataset is implemented based on Logistic 
Regression [27], Random Forest (RF) [30], hybrid 
algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
 

(27)
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f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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MSE 
The mean squared error (MSE) calculate the 
average of the squares of the differences between 
the predicted values and actual values. 
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RMSE 
It is similar to MSE but for compute this by root 
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The performance of various feature selection 
algorithms in Cleveland dataset and Framingham 
dataset is implemented based on Logistic 
Regression [27], Random Forest (RF) [30], hybrid 
algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
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Table 2 
Description of features in the Cleveland dataset 
 

Features Description 
 f1-Age  Patient’s Age in years 
f2-Sex Female or Male 
f3-Chol  Measure of serum cholesterol  
f4-Cp  Types of chest pain  
f5-Trestbps  Resting blood pressure  
f6-Fbs  fasting blood sugar  

f7-Restecg  Resting measure of 
electrocardiographic  

f8-Thalach   maximum heart rate 
f9-Exang  Exercise caused angina  
f10-Oldpeak 
ST 

 ST depression caused by exercise 
relative to rest 

f11-Slope  Slope of the peak exercise ST 
segment 

f12-Ca  Number of major vessels of 
colored by Flourosopy   

f13-Thal  Type of Defect 
 
4.1 Data Set Description 

The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 13 
features. Meanwhile, the Framingham dataset contains 
4238 samples with 14 features. Table 2 is the 
description of the Cleveland dataset.  Table 3 shows 
that description of the Framingham dataset. 
 
Table 3 
Description of Framingham dataset 
Features Description 

f1-Sex Gender of patient 

f2 Age Age of Patient 

f3- Education 

Educational level of patient  
(1 = high school, 2 = GED 
certificate, 3 = vocational 
training,4 = college degree) 

f4-Currentsmoker Whether the patient smoker or not 

f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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MSE 
The mean squared error (MSE) calculate the 
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Table 2 
Description of features in the Cleveland dataset 
 

Features Description 
 f1-Age  Patient’s Age in years 
f2-Sex Female or Male 
f3-Chol  Measure of serum cholesterol  
f4-Cp  Types of chest pain  
f5-Trestbps  Resting blood pressure  
f6-Fbs  fasting blood sugar  

f7-Restecg  Resting measure of 
electrocardiographic  

f8-Thalach   maximum heart rate 
f9-Exang  Exercise caused angina  
f10-Oldpeak 
ST 

 ST depression caused by exercise 
relative to rest 

f11-Slope  Slope of the peak exercise ST 
segment 

f12-Ca  Number of major vessels of 
colored by Flourosopy   

f13-Thal  Type of Defect 
 
4.1 Data Set Description 

The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 13 
features. Meanwhile, the Framingham dataset contains 
4238 samples with 14 features. Table 2 is the 
description of the Cleveland dataset.  Table 3 shows 
that description of the Framingham dataset. 
 
Table 3 
Description of Framingham dataset 
Features Description 

f1-Sex Gender of patient 

f2 Age Age of Patient 

f3- Education 

Educational level of patient  
(1 = high school, 2 = GED 
certificate, 3 = vocational 
training,4 = college degree) 

f4-Currentsmoker Whether the patient smoker or not 

f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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The mean squared error (MSE) calculate the 
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The performance of various feature selection 
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dataset is implemented based on Logistic 
Regression [27], Random Forest (RF) [30], hybrid 
algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
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Table 2 
Description of features in the Cleveland dataset 
 

Features Description 
 f1-Age  Patient’s Age in years 
f2-Sex Female or Male 
f3-Chol  Measure of serum cholesterol  
f4-Cp  Types of chest pain  
f5-Trestbps  Resting blood pressure  
f6-Fbs  fasting blood sugar  

f7-Restecg  Resting measure of 
electrocardiographic  

f8-Thalach   maximum heart rate 
f9-Exang  Exercise caused angina  
f10-Oldpeak 
ST 

 ST depression caused by exercise 
relative to rest 

f11-Slope  Slope of the peak exercise ST 
segment 

f12-Ca  Number of major vessels of 
colored by Flourosopy   

f13-Thal  Type of Defect 
 
4.1 Data Set Description 

The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 13 
features. Meanwhile, the Framingham dataset contains 
4238 samples with 14 features. Table 2 is the 
description of the Cleveland dataset.  Table 3 shows 
that description of the Framingham dataset. 
 
Table 3 
Description of Framingham dataset 
Features Description 

f1-Sex Gender of patient 

f2 Age Age of Patient 

f3- Education 

Educational level of patient  
(1 = high school, 2 = GED 
certificate, 3 = vocational 
training,4 = college degree) 

f4-Currentsmoker Whether the patient smoker or not 

f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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The mean squared error (MSE) calculate the 
average of the squares of the differences between 
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dataset is implemented based on Logistic 
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algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
 

(31)

 
 

 

 
Table 2 
Description of features in the Cleveland dataset 
 

Features Description 
 f1-Age  Patient’s Age in years 
f2-Sex Female or Male 
f3-Chol  Measure of serum cholesterol  
f4-Cp  Types of chest pain  
f5-Trestbps  Resting blood pressure  
f6-Fbs  fasting blood sugar  

f7-Restecg  Resting measure of 
electrocardiographic  

f8-Thalach   maximum heart rate 
f9-Exang  Exercise caused angina  
f10-Oldpeak 
ST 

 ST depression caused by exercise 
relative to rest 

f11-Slope  Slope of the peak exercise ST 
segment 

f12-Ca  Number of major vessels of 
colored by Flourosopy   

f13-Thal  Type of Defect 
 
4.1 Data Set Description 

The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 13 
features. Meanwhile, the Framingham dataset contains 
4238 samples with 14 features. Table 2 is the 
description of the Cleveland dataset.  Table 3 shows 
that description of the Framingham dataset. 
 
Table 3 
Description of Framingham dataset 
Features Description 

f1-Sex Gender of patient 

f2 Age Age of Patient 

f3- Education 

Educational level of patient  
(1 = high school, 2 = GED 
certificate, 3 = vocational 
training,4 = college degree) 

f4-Currentsmoker Whether the patient smoker or not 

f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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Regression [27], Random Forest (RF) [30], hybrid 
algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
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MSE
The mean squared error (MSE) calculate the average 
of the squares of the differences between the predict-
ed values and actual values.

 
 

 

 
Table 2 
Description of features in the Cleveland dataset 
 

Features Description 
 f1-Age  Patient’s Age in years 
f2-Sex Female or Male 
f3-Chol  Measure of serum cholesterol  
f4-Cp  Types of chest pain  
f5-Trestbps  Resting blood pressure  
f6-Fbs  fasting blood sugar  

f7-Restecg  Resting measure of 
electrocardiographic  

f8-Thalach   maximum heart rate 
f9-Exang  Exercise caused angina  
f10-Oldpeak 
ST 

 ST depression caused by exercise 
relative to rest 

f11-Slope  Slope of the peak exercise ST 
segment 

f12-Ca  Number of major vessels of 
colored by Flourosopy   

f13-Thal  Type of Defect 
 
4.1 Data Set Description 

The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 13 
features. Meanwhile, the Framingham dataset contains 
4238 samples with 14 features. Table 2 is the 
description of the Cleveland dataset.  Table 3 shows 
that description of the Framingham dataset. 
 
Table 3 
Description of Framingham dataset 
Features Description 

f1-Sex Gender of patient 

f2 Age Age of Patient 

f3- Education 

Educational level of patient  
(1 = high school, 2 = GED 
certificate, 3 = vocational 
training,4 = college degree) 

f4-Currentsmoker Whether the patient smoker or not 

f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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MSE 
The mean squared error (MSE) calculate the 
average of the squares of the differences between 
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The performance of various feature selection 
algorithms in Cleveland dataset and Framingham 
dataset is implemented based on Logistic 
Regression [27], Random Forest (RF) [30], hybrid 
algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
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RMSE
It is similar to MSE but for compute this by root of 
MSE.

 
 

 

 
Table 2 
Description of features in the Cleveland dataset 
 

Features Description 
 f1-Age  Patient’s Age in years 
f2-Sex Female or Male 
f3-Chol  Measure of serum cholesterol  
f4-Cp  Types of chest pain  
f5-Trestbps  Resting blood pressure  
f6-Fbs  fasting blood sugar  

f7-Restecg  Resting measure of 
electrocardiographic  

f8-Thalach   maximum heart rate 
f9-Exang  Exercise caused angina  
f10-Oldpeak 
ST 

 ST depression caused by exercise 
relative to rest 

f11-Slope  Slope of the peak exercise ST 
segment 

f12-Ca  Number of major vessels of 
colored by Flourosopy   

f13-Thal  Type of Defect 
 
4.1 Data Set Description 

The dataset used in the smart healthcare system of 
cloud based IoT framework for the prediction of heart 
disease are Cleveland dataset from the UCI repository 
[26] and Framingham dataset [6]. Data collected from 
physical examination of patients via various sensor 
devices like ECG, blood pressure, body temperature, 
heart rate etc. It consists of 303 and 294 records with 13 
features. Meanwhile, the Framingham dataset contains 
4238 samples with 14 features. Table 2 is the 
description of the Cleveland dataset.  Table 3 shows 
that description of the Framingham dataset. 
 
Table 3 
Description of Framingham dataset 
Features Description 

f1-Sex Gender of patient 

f2 Age Age of Patient 

f3- Education 

Educational level of patient  
(1 = high school, 2 = GED 
certificate, 3 = vocational 
training,4 = college degree) 

f4-Currentsmoker Whether the patient smoker or not 

f5-cigsPerDay The average number of cigarettes 
the patient smokes per day 

f6-prevalentStroke Whether the individual previously 
had a stroke or not 

f7-Diabetes Whether the individual is diabetic 
f8-totChol Total cholesterol level 
f9-sysBP Systolic blood pressure 
f10-diaBP Diastolic blood pressure 
f11-BMI Body mass index 
f12-heartrate The patient’s heart rate 
f13-Glucose Glucose level 

f14-Target variable 
(TenYearCHD) 

Whether or not the patient has a 
ten-year risk of coronary heart 
disease 

 
4.2 Performance Metric Measures 

These parametric metric measures are computed 
and predicted the heart disease based on the 
Cleveland Dataset and Framingham dataset using 
proposed work SAE-GSO.  
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MSE 
The mean squared error (MSE) calculate the 
average of the squares of the differences between 
the predicted values and actual values. 
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The performance of various feature selection 
algorithms in Cleveland dataset and Framingham 
dataset is implemented based on Logistic 
Regression [27], Random Forest (RF) [30], hybrid 
algorithm of SVM with Genetic algorithm (SVM-
GA) [28]. Table 4 shows that comparison of 
feature selection in the Cleveland dataset. 
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The performance of various feature selection algo-
rithms in Cleveland dataset and Framingham dataset 
is implemented based on Logistic Regression [27], 
Random Forest (RF) [30], hybrid algorithm of SVM 
with Genetic algorithm (SVM-GA) [28]. Table 4 shows 
that comparison of feature selection in the Cleveland 
dataset.

Table 4
Comparison of Feature Selection in Cleveland dataset

Feature Selection Number of Features Selected Features

Logistic 
Regression 13 f1,f2,f3,f4,f5,f6,f7,

f8,f9,f10,f11,f12,f13

RF 11 f1,f2,f3,f6,f7,f8,f9,f1
0,f11,f12,f13

SVM-GA 7 f2,f3,f4,f5,f6,f7,f8

SVM-SAE-GSO 
(proposed) 5 f3,f4,f6,f7,f8

In the observation of Table 4, it seems that selection 
of features from the dataset produces prominent re-
sults by the proposed algorithm of SVM-SAE-GSO. 
Table 5 shows the statistical metric measures of the 
Framingham dataset. 

Table 5
Comparison of Feature Selection in Framingham Dataset

Feature Selection Number of Features Selected Features

Logistic 
Regression 13 f1,f2,f3,f4,f5,f6,f7,f8,

f9,f10,f11,f12,f13

RF 10 f1,f2,f3,f6,f7,f8,f9,
f10,f11,f12

SVM-GA 8 f2,f3,f4,f5,f6,f7,
f8,f11

SVM-SAE-GSO 5 f3,f4,f6,f7,f9

In the observation of Table 5, it seems that selection of 
features from the dataset produces prominent results 
by the proposed algorithm of SVM-SAE-GSO. Table 6 
shows the analysis of various metric measures by ap-
plying the Cleveland dataset.
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Table 6
Statistical Metric Measures of Cleveland Dataset
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GBT 85.1 73.7 82.6 77.6 72.4

SAE 65.9 67.3 61.9 59.8 65.4

NB 87.9 86.5 83.1 55.3 61.9

SAE-GSO 94.8 95.2 94.7 42.6 53.2

Table 6 shows the performance of statistical metric 
measures of sensitivity, specificity, F1-Score, miss 
rate, and fall out. The GBT algorithm produces 85.1% 
in sensitivity, 73.7% in specificity, 82.6%  in F1-Score, 
77.6 % in miss rate and 72.4% in fall out. Meanwhile 
for SAE the parametric metric measures of sensitiv-
ity got 65.9 %, for specificity 67.3 %, F1-score 61.9 %, 
Miss Rate 59.8%, and Fallout 65.4 %. For the NB algo-
rithm the parametric metric measures of sensitivity 
got 87.9 %, for specificity 86.5 %, F1-score 83.1 %, Miss 
Rate 55.3%, and Fall out 61.9%. Proposed work of 
SAE-GSO produces the prominent results in the as-
pects of sensitivity 94.8%, specificity 95.2%, F1-score 
94.7 %, Miss Rate 42.6%, and fall out 53.2%.
Table 7 shows the analysis of various metric mea-
sures by applying the Cleveland dataset.
Table 6 shows the performance of statistical metric 
measures of sensitivity, specificity, F1-Score, miss 
rate, and fall out. The GBT algorithm produces 81.8% 
in sensitivity, 77.3 % in specificity, 79.6 %  in F1-Score, 
75.4 % in miss rate and 76.8% in fall out. Meanwhile 

Table 7
Statistical Metric Measures of Framingham Dataset
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GBT 81.8 77.3 79.6 75.4 76.8

SAE 68.2 64.6 63.9 54.5 62.3

NB 84.3 85.7 84.6 53.8 62.6
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5. Conclusion
This paper presented a smart health care system for 
predicting heart disease based on the IoT framework. 
For the effective prediction of heart disease, feature 
selection is implemented by applying SVM. Based on 
the selection of features, proposed work uses sparse 
autoencoder and parameter of sparsity regularity 
is optimized by Galactic Swarm Optimization algo-
rithm. This optimization algorithm is enhancing the 

prediction of heart disease in an effective way. This 
work uses two different types of datasets namely 
Cleveland Dataset and Framingham Dataset. The 
accuracy rate of proposed work of SAE-GSO in the 
Cleveland Dataset produces got 92.23 %, GBT got 
65.12 %, SAE got 87.34%, NB got 83.16 %. The accura-
cy rate of proposed work of SAE-GSO in the Framing-
ham Dataset produced 92.59 %, GBT got 69.16 %, SAE 
got 86.25%, NB got 82.37%. In the future, this work 
may be implemented by fuzzy based algorithms.
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