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Polycystic ovary syndrome (PCOS) is a disorder in the female ovary caused because of reproductive age group hor-
monal changes. PCOS is a different follicle that is formed in the ovary and is termed an endocrine disorder. This 
disorder’s effects are often linked with clinical symptoms such as arteries, acne, hirsutism, diabetes, cardiovascu-
lar disease, and chronic infertility. It is mainly associated with type 2 diabetes, obesity with high cholesterol. This 
must be diagnosed at an earlier stage for avoiding other related diseases. To ensure infertility, various kinds of 
ovulatory failures must be significantly diagnosed and recognized. The physicians manually determine the PCOS 
using ultrasound images, but it is inefficient to declare whether it is a simple cyst, PCOS, or cancer cyst. This man-
ual detection is prone to trying errors. In this paper, PCOS detection is performed through a series of processes 
such as preprocessing, segmentation, feature selection, and classification. The speckle noise is removed in pre-
processing, and the images are enhanced for further processing. The proposed improved adaptive K-means with 
reptile search algorithm (IAKmeans-RSA) has been utilized for cyst segmentation and follicles recognition. The 
relevant features from the segmented images are extracted using a convolutional neural network (CNN). Finally, 
the classification is performed using the Deep Neural Network (DNN) approach. The proposed system efficiently 
diagnosed PCOS through cyst detection from the input images. The algorithm’s efficiency compared with existing 
methods shows that the proposed model is superior in segmenting and diagnosing PCOS. 
KEYWORDS: PCOS, Deep Learning, Segmentation, Adaptive K-means, Convolution neural network (CNN), 
Deep Neural Network (DNN), Reptile Search Algorithm (RSA).
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1. Introduction
The advancement in healthcare systems with ef-
fective methods together creates better services for 
the healthcare industry. Polycystic Ovary Syndrome 
(PCOS) is an endocrine disorder where a high level 
of estrogen is generated and creates PCOS problems.  
This affects majorly women during periods of adoles-
cence. The PCOS condition is described as the mech-
anism of failure in the ovum to release from the ova-
ry because of multiple follicular cysts formed in the 
ovaries. In 1935, the condition was initially narrated 
by Leventhal & stain. The PCOS-affected women are 
struggling to balance their hormone levels which cre-
ates various health issues including irregular men-
strual cycle and problems getting pregnant. They are 
suffers from hormonal irregularity at the age of 15 
to 40 years to bear a child. Based on the existing re-
search, the PCOS vulnerabilities are about 4.8% for 
white Americans, 8% for Africans, 6.8% for Spain, 
and 31.3% for Asia people [13]. The PCOS suffered 
by women has the diseases such as cardiovascular 
diseases, hypertension, obesity, type 2 diabetes, haz-
ardous pregnancy, and gynecological cancer. The hor-
mone level is imbalanced due to the reasons of high 
blood pressure, acne problems, increased body weight 
and androgen hormone, irregular menstruation, and 
so on. Since PCOS holds back the follicle which af-
fects the ovary’s maturity level, it is considered a ma-
jor cause of infertility. 
The research from [2] shows that the higher risk of 
trimester miscarriage is because of PCOS. In the re-
productive age group, 12-21% of women are suffered 
from PCOS, and among them, 70% of symptoms are 
not diagnosed. This can be changed and taken care 
of by the doctor under medication with a changed 
lifestyle such as birth control pills, anti-androgen 
medicines, tablets for diabetes, ultrasound scan, and 
fertility. The standard PCOS diagnosis and its test 
outcomes force doctors to give various clinical tests 
and irrelevant radio imaging courses which will af-
fect the person’s health further. The women having 
cysts in their ovaries does not mean they are having 
PCOS. The research studies suggested that 30 to 70% 
of women with PCOS are suffered from obesity and 
there is a bidirectional link between PCOS and obe-
sity [13]. However, the improved secretion of several 
cysts in the ovary, androgens, and irregular menstru-

ation are major facts to detect PCOS. These clinical 
characteristics with advanced technologies can be ef-
fectively used for the early detection of PCOS. 
Recent advances in digital image processing, artificial 
intelligence, and computer-aided diagnosis system 
(CAD) assists clinicians to interpret medical imag-
es for early diagnosis. The CAD systems are majorly 
used to detect the region of interest in the images. 
The segmentation process automatically separates 
the region of interest from other areas of the images. 
These segmented images are used for the diagnosis 
process with segmented characteristics. Machine 
and deep learning algorithms are widely used for 
this segmentation and diagnosis process recently. 
Madhumitha et al., [14] developed a PCOS prediction 
system using Morphological operation-based follicle 
segmentation. For classification, machine learning 
algorithms such as Support Vector Machine (SVM), 
K nearest neighbor (knn), and Logistic Regression 
(LR) approaches are used. The combination of these 
approaches secured improved accuracy of 98% in 
detecting PCOS from a normal ovary. Oh, et al., [20] 
developed an automatic segmentation of pancreatic 
cyst dimension using endoscopic ultrasonography 
(EUS) images using Deep learning models such as U 
net and Residual U net.

1.1. Objectives
Using ultrasound images, the PCOS follicle is de-
tected effectively using the automatic image analy-
sis approach. This paper focuses to implement deep 
learning with a Meta heuristic algorithm for the seg-
mentation of cysts in ultra-sound ovary images. So 
far, there are not many research papers are found the 
implementation of a Metaheuristic algorithm (MH) 
for follicle segmentation. This paper focuses to use 
the MH algorithm for Cyst location, size, and shapes 
in ovary ultrasound images. The regular threshold-
ing and other edge detection approaches are not giv-
ing acceptable results when detecting the borders of 
follicle regions while it contains the artifacts such as 
shadow and reverberation. To take this as a motiva-
tion, this paper aims to develop deep learning with 
MH-based cyst segmentation and automatic predic-
tion of PCOS with normal ovary images for earlier 
clinical diagnosis. 
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1.2. Contribution of the Work

The major contribution of the work is as follows:
 _ Segmentation: the follicles and the edges of the 

PCOS images are segmented using the proposed 
Improved adaptive K-means clustering optimized 
by Reptile search algorithm (IAKMeans-RSA)

 _ Feature Extraction: Using a deep learning model 
called convolutional neural network (CNN), the 
relevant features from the segmented images are 
extracted. 

 _ Follicle Detection: This section identifies 
the appropriate follicle from the extracted 
characteristic based on follicle area, size, 
measurements, and denseness. 

 _ Classification: the PCOS of the ovary is classified 
as 0 means PCOS and 1 means PCOS implication 
using Deep Neural Network (DNN). 

1.3. Organization of the Paper

The remaining section of this paper is structured 
as follows: Section 2 discusses related works on the 
implementation of machine and deep learning algo-
rithms for PCOS detection; Section 3 determines the 
proposed methodology representation and introduc-
es the novel models with their architectures; Section 
4 provides the experimented, evaluated and compar-
ative analysis results; Section 5 concludes the pro-
posed model with its remarks and future directions

2. Related Work
This section discusses the related research works for 
the detection of PCOS. Chen et al., [5] aim to develop 
a PCOS diagnosis system based on cardiovascular pa-
rameters such as radial pulse spectroscopy and blood 
pressure. They took 242 women’s data suffered from 
childbearing age and obtain the measurement of the 
nonobtrusive radial pulse wave and blood pressure 
using the Fourier model. Their results show that 
there is no difference between diastolic blood pres-
sure and systolic blood pressure between PCOS and 
non-PCOS women. Their study also shows that PCOS 
women have high body index than normal women and 
the C2 with a high body index is considered the signif-
icant factor for PCOS using logistic regression. 

Property and Shitu [3] used machine learning algo-
rithms and build an efficient classification tree. They 
used 542 women’s data with 177 suffering from PCOS. 
Among the 31 features available, this paper selects 7 
to 8 features as relevant features which includes ir-
regular menstruation, BMI, HB in blood, pregnancy, 
respiratory rate, FSH, thyroid hormone, prolactin, en-
dometrium, and anti-Mullerianhormone. They used 
SVM, KNN, Random Forest, and Naïve Bayes classifi-
er. Among the classifiers, Random forest secured 0.93 
accuracies. Bharati et al., [27] implement the classi-
fiers such as Random Forest, Gradient Boosting, and 
Hybrid random forest and Logistic regression using 
the dataset from Kaggle. The results show that the 
hybrid model secured 91% more accuracy than other 
algorithms to detect PCOS at an early stage. 
Xie et al., [19] developed hybrid ML models such as 
Artificial neural networks and random forests for the 
diagnosis of gene biomarkers. They collect the data 
from gene expression omnibus data consisting of 57 
normal and 76 PCOS samples. The gene weights are 
computed using an artificial neural network with 
RNN. The obtained area under the curve score is 
0.72. Madhumitha et al., [14] proposed an image seg-
mentation model related to the region of interest in 
ultrasound images and also segment the background 
from the images. Morphological operation-based seg-
mentation has been used to detect follicles. The ML 
approaches such as KNN, SVM, and LR were used for 
the classification of PCOS and normal ovaries. 
Pulluparambil et al., [23] studied the prediction of 
PCOS with a systematic literature review. They dis-
cussed in detail the algorithms used for PCOS diagno-
sis and classification. Their study shows that most of 
the research on PCOS is done on clinical datasets and 
the hybrid methodologies produce better results in 
the diagnosis. Nilofer and Ramkumar [18] developed 
a hybrid model of an artificial neural network with an 
improved fruit fly optimization algorithm. The pro-
posed hybrid model removes the noise and resizes the 
image with improved-quality of ultrasound images. 
To segment the follicles, the adaptive K-means algo-
rithm was used and GLCM has been used for feature 
extraction. The hybrid model is trained with ANN to 
improve the classification results. 
Gopalakrishnan and Iyapparaja [9] proposed an ac-
tive contour-based modified Otsu thresholding model 
to extract the follicle from a PCOS ultrasound image. 
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This model is applied to binarize the image which is 
used for segmentation. Using this binary mask con-
sisting of background and foreground regions effec-
tively solves the contour issues. Based on the distrib-
uted gray level, the thresholding approach is infused 
with an ovary image to extract follicles. AZARUDIN 
et al., [4] reviewed the various automatic follicle 
identification systems for the diagnosis of PCOS.  
The methods with their performance measurements 
are compared and provide suggestions for future re-
search directions.
Isah et al., [10] developed an efficient hybrid approach 
using Particle Swarm Optimization (PSO) with ANN 
for the detection of follicles. Using the Lee filter, the 
input ultrasound images are preprocessed. PSO has 
been used to extract the features from the input im-
age and it extracts 12 significant features. Multi-lay-
er perceptron was used for classification. Richhariya 
et al., [21] efficiently detect the PCOS using machine 
learning algorithms such as KNN, LR, and SVM and 
proposed a hybrid model called XGBRF and cat boost 
approaches. The analyzed results prove that the hy-
brid model secured improved accuracy of 0.95than 
other algorithms for PCOS classification. Even 
though, many classification and segmentation ap-
proaches are studied, increasing detection accuracy 
with segmentation accuracy still need to be improved 
for better diagnosis. 

3. Proposed System Process
The proposed PCOS diagnosis system using deep 
learning (DL) and Meta-Heuristic (MH) based cyst 
segmentation and classification is shown in Figure 
1. The Ultrasound images of the ovary in the PCOS 
dataset are given as input which has the values such 
as body mass index, post-menstrual LH, length of 
cycle, and FSH values. Initially, the input images are 
preprocessed using Grayscale conversion, image re-
sizing, brightness and contrast adjustment, and noise 
removal methods which increase the image efficiency. 
Second, image segmentation using the proposed Im-
proved Adaptive K-means with MH approach called 
Reptile search algorithm (IAKmeans-RSA) is per-
formed to segment the cyst location, size, and its mea-
surements for better diagnosis. Third, the features 
from the segmented images are extracted using a DL 

algorithm called Convolution neural network (CNN). 
Among the extracted features, the most important and 
correct measurement of the follicle is selected and it 
is classified as a PCOS image or normal image using 
the Deep neural network (DNN) approach. These 
processes are explained in the following subsections. 

3.1. Preprocessing

Preprocessing is a crucial stage to enhance the input 
data before it is analyzed. The preprocessing meth-
ods will improve the data quality, and important data 
will be stored in images. Various data preprocessing 
approaches are used for image enhancement, includ-
ing histogram equalization, image bi-leveling, gray 
scaling, cleansing of data and inverting pictures, and 
so on. This paper uses preprocessing methods such as 
grayscale conversion, image resizing, brightness and 
contrast adjustment, and noise removal methods to 
enhance the quality of the input Ultrasound images. 
 _ Gray Scale Conversion: Gray scaling is the process 

of covert the input color images to the grayscale 
images. 

 _ Image Resizing: this will enhance the image using 
an object carving method that will reduce the 
artifacts and salience distortions using fast multi-
operators [18]. To resize the images in dimensions, 

Figure 1 
Overview of Proposed Cyst segmentation and PCOS 
classification system
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the image height and width are resized separately 
with a more extended size. 
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Figure 2
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siderediteration one for the segmentation process. 
For new cluster formation, new centers are distrib-
uted. For the first iteration, the objective function 
estimation is carried and the average circularity of 
the objects called cysts is referred to as an objective 
function. The first feature called the roundness ratio 
is referred to as the ratio between the area of the ovary 
shape (S) and the area of the sphere consisting of an 
equal perimeter (P). It is mathematically denoted in 
Equation (3)
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where, 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖denotes the roundness ratio of ith object (cyst), 
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indicated using Equation (5).  This process is repeated for 
several iterations until it converges based on two 
conditions such as (i) the best result is unchanged and (ii) 
the maximum number of iterations is reached. The 
novelty of this paper is added here with the 

implementation of the MH algorithm called RSA to 
enhance the objective function and also used to 
choose the best possible value of k for the number 
of clusters.  
 
3.2.3 RSA Optimization Phase  
The reptile search algorithm is the recent meta-
heuristic algorithm proposed by Abualigah et al., 
[1]. It mimics the behavior of crocodiles in their 
nature habitat. In nature, the crocodiles are from the 
“Crocodlinae” family which lives in water and 
food-available environment. They have the 
capability of hunting in water and out of the water 
also. The crocodile living behavior characteristics 
are stated as follows: 
• Crocodile vision: it has the ability of night 

vision that most animals lack to see. Compared 
to other animals, crocodiles have lower vision 
during night hunting.  

• Eating behavior: crocodiles reside at the top of 
the food chain and are fed on surrounding 
environment foods including fish, cows, deer, 
baby elephants, zebras, and small crocodiles. 
The larger size of crocodiles also takes the food 
sources of sharks and cats. Without food, it has 
the ability to live long periods.  

• Locomotion behavior: crocodiles swim, run 
and walk. They use their tails for swimming to 
steer and their legs to ignore. They use their 
legs to carry their body while walking and 
moving, tails were used to balance and steer. 
To attack prey, the crocodiles can able to run 
short distances and the energy is transferred 
from the tail to the body to move forward at 
high speed. 

• Cognition: crocodiles can recognize the prey 
patterns like which animals come to the water 
to drink frequently.  

• Hunting behavior: the crocodiles set the 
ambushes in the water to hunt the animals that 
came to the water to drink or dive. The 
crocodiles wait for the right moment and 
silently attack the prey in the water. While it 
catches the prey, it drags the prey into the water 
and drowns. At last, it cuts the prey into larger 
pieces and completely devours it.  To share the 
prey, the crocodiles are fights each other 
frequently.  

• Cooperation: the crocodiles are lives in groups 
and it cooperates to prepare the ambushes. For 
the predation task, everyone in the group has a 
role to help. These phases are explained as 
follows: 

(i) Initialization of parameters: at the initial 
stage, the control and algorithmic parameters are 
initialized. The control parameters are the number 
of crocodiles (N), and the maximum number of 
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where, Ri denotes the roundness ratio of ith object 
(cyst), Si denotes the area of the ith object. Concern-
ing increasing the values of larger objects and reduc-
ing the values of smaller objects, the R-value is multi-
plied by S. 

3.2.2. Adaptive Segmentation Process
The objective function OF recalculation is performed 
using the feature-based computation process using 
Equation (5). Moreover, the value o the current F is 
compared with the value f the last off from the pre-
vious iteration. If the OFcurrent have value lower than 
OFlast then the current state is retained by removing 
the previous iteration results. And If the OFcurrent have 
subscription OFlast then new centers are generated to 
create the new clusters from the brightest two clusters. 
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The remaining clusters are modified using the D function 
which is used to determine the distance between cluster 
center C and data point X. using this process, the n data 
points’ distances and their respective cluster centers are 
indicated using Equation (5).  This process is repeated for 
several iterations until it converges based on two 
conditions such as (i) the best result is unchanged and (ii) 
the maximum number of iterations is reached. The 
novelty of this paper is added here with the 
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enhance the objective function and also used to 
choose the best possible value of k for the number 
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food-available environment. They have the 
capability of hunting in water and out of the water 
also. The crocodile living behavior characteristics 
are stated as follows: 
• Crocodile vision: it has the ability of night 

vision that most animals lack to see. Compared 
to other animals, crocodiles have lower vision 
during night hunting.  

• Eating behavior: crocodiles reside at the top of 
the food chain and are fed on surrounding 
environment foods including fish, cows, deer, 
baby elephants, zebras, and small crocodiles. 
The larger size of crocodiles also takes the food 
sources of sharks and cats. Without food, it has 
the ability to live long periods.  

• Locomotion behavior: crocodiles swim, run 
and walk. They use their tails for swimming to 
steer and their legs to ignore. They use their 
legs to carry their body while walking and 
moving, tails were used to balance and steer. 
To attack prey, the crocodiles can able to run 
short distances and the energy is transferred 
from the tail to the body to move forward at 
high speed. 

• Cognition: crocodiles can recognize the prey 
patterns like which animals come to the water 
to drink frequently.  

• Hunting behavior: the crocodiles set the 
ambushes in the water to hunt the animals that 
came to the water to drink or dive. The 
crocodiles wait for the right moment and 
silently attack the prey in the water. While it 
catches the prey, it drags the prey into the water 
and drowns. At last, it cuts the prey into larger 
pieces and completely devours it.  To share the 
prey, the crocodiles are fights each other 
frequently.  

• Cooperation: the crocodiles are lives in groups 
and it cooperates to prepare the ambushes. For 
the predation task, everyone in the group has a 
role to help. These phases are explained as 
follows: 

(i) Initialization of parameters: at the initial 
stage, the control and algorithmic parameters are 
initialized. The control parameters are the number 
of crocodiles (N), and the maximum number of 
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The remaining clusters are modified using the D 
function which is used to determine the distance be-
tween cluster center C and data point X. using this 
process, the n data points’ distances and their respec-
tive cluster centers are indicated using Equation (5). 
This process is repeated for several iterations until 
it converges based on two conditions such as (i) the 
best result is unchanged and (ii) the maximum num-
ber of iterations is reached. The novelty of this paper 
is added here with the implementation of the MH al-
gorithm called RSA to enhance the objective function 
and also used to choose the best possible value of k for 
the number of clusters. 

3.2.3. RSA Optimization Phase 
The reptile search algorithm is the recent meta-heu-
ristic algorithm proposed by Abualigah et al., [1]. It 
mimics the behavior of crocodiles in their nature hab-
itat. In nature, the crocodiles are from the “Crocod-
linae” family which lives in water and food-available 
environment. They have the capability of hunting in 
water and out of the water also. The crocodile living 
behavior characteristics are stated as follows:
 _ Crocodile vision: it has the ability of night vision 

that most animals lack to see. Compared to other 
animals, crocodiles have lower vision during night 
hunting. 

 _ Eating behavior: crocodiles reside at the top of the 
food chain and are fed on surrounding environment 

foods including fish, cows, deer, baby elephants, 
zebras, and small crocodiles. The larger size of 
crocodiles also takes the food sources of sharks 
and cats. Without food, it has the ability to live long 
periods. 

 _ Locomotion behavior: crocodiles swim, run and 
walk. They use their tails for swimming to steer 
and their legs to ignore. They use their legs to 
carry their body while walking and moving, tails 
were used to balance and steer. To attack prey, the 
crocodiles can able to run short distances and the 
energy is transferred from the tail to the body to 
move forward at high speed.

 _ Cognition: crocodiles can recognize the prey 
patterns like which animals come to the water to 
drink frequently. 

 _ Hunting behavior: the crocodiles set the ambushes 
in the water to hunt the animals that came to the 
water to drink or dive. The crocodiles wait for the 
right moment and silently attack the prey in the 
water. While it catches the prey, it drags the prey 
into the water and drowns. At last, it cuts the prey 
into larger pieces and completely devours it. To 
share the prey, the crocodiles are fights each other 
frequently. 

 _ Cooperation: the crocodiles are lives in groups 
and it cooperates to prepare the ambushes. For the 
predation task, everyone in the group has a role to 
help. These phases are explained as follows:

1 Initialization of parameters: at the initial stage, 
the control and algorithmic parameters are ini-
tialized. The control parameters are the number 
of crocodiles (N), and the maximum number of 
iterations (max). The algorithmic parameters 
are alpha and beta which are used to control the 
exploration and exploitation characteristics, re-
spectively, during the searching process.

2 Initialization of population: initially, the set of 
populations is generated randomly using Equa-
tion (6)
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of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 

  

1,1 1,2 1, 1 1,

2,1 2,2 2, 1 2,  
. . . . .

,1 ,2 , 1 ,

x x x xd d
x x x xd dX

x x x xN N N d N d

… −
… −

… −

 
 
 
 
 
  

,   (7) 

 
where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =
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𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
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where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 
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where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  
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,     (13) 

where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡(ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)
(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
 
Figure 3  
Cyst Segmentation using proposed IAKmeans-
RSA 
 

(6)

where, Xij - decision variable of ith solution in jth po-
sition, Xj

upper and  Xj
low is the upper and lower bound of 

jth position decision variable, r is the random variable 
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in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated 
and stored in X as in Equation (7) [14]

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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1,2,3... ? 1,2,3,... ,

l u l
i j j j jX X ow r X pper X ow

i Nand j d
= + +

= =

     
                                                                
 

where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 

  

1,1 1,2 1, 1 1,

2,1 2,2 2, 1 2,  
. . . . .

,1 ,2 , 1 ,

x x x xd d
x x x xd dX

x x x xN N N d N d

… −
… −

… −

 
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 
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where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  
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,     (13) 

where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡(ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)
(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
 
Figure 3  
Cyst Segmentation using proposed IAKmeans-
RSA 
 

(7)

where each row indicates ith position solutions. 
3 Fitness evaluation: the fitness value of each solu-

tion is computed as ( ) 1,2,3,.. .if X i N∀ =
4 Encircling: this is considered as an exploration 

attitude of crocodiles which is use to find the  
best solution with the exploration of new regions 
on the search space using two strategies such as 
high walking and belly walking denoted in Equa-
tion (8). 

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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l u l
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i Nand j d
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where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 

  

1,1 1,2 1, 1 1,

2,1 2,2 2, 1 2,  
. . . . .

,1 ,2 , 1 ,
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where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  

    
( )
( )

2,
.

bX t Xj r jRsi j bX tj ε

−
=

+
      (12) 

 

    ( ) 1
2 * 3* 1Es t r

maxt
= −

 
 
 

,     (13) 

where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡(ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)
(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
 
Figure 3  
Cyst Segmentation using proposed IAKmeans-
RSA 
 

(8)

where, Xj
b(t) represents the best solution in the jth po-

sition at t iteration, t is the previous iteration, t+1 is 
the new iteration, ηij represents the hunting variable 
of jth position of ith solution which is computed us-
ing Equation (5), β controls the exploration ability of 
high walking and it is set as 0 to 1, Xr1, j(t) is the deci-
sion variable of jth position in r1th solution at iteration  
(r1 ∈ [1, N]), Rsi, j, is used to reduce the search area of 
jth position in ith solution computed using Equation 
(8), Es(t) represents the probability of evolutionary 
sense which have decreasing random values from -2 
to 2 computed using Equation (9)

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 

  

1,1 1,2 1, 1 1,

2,1 2,2 2, 1 2,  
. . . . .

,1 ,2 , 1 ,

x x x xd d
x x x xd dX

x x x xN N N d N d

… −
… −

… −

 
 
 
 
 
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,   (7) 

 
where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  

    
( )
( )

2,
.

bX t Xj r jRsi j bX tj ε

−
=

+
      (12) 

 

    ( ) 1
2 * 3* 1Es t r

maxt
= −

 
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 

,     (13) 

where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡(ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)
(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
 
Figure 3  
Cyst Segmentation using proposed IAKmeans-
RSA 
 

, (9)

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6)

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 
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where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  
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where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡(ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)
(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
 
Figure 3  
Cyst Segmentation using proposed IAKmeans-
RSA 
 

(10)

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 
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where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 

   

 
( )

( ) ( )
,

,
*

X avg Xi j ipi j upperb lowX t X Xj j j
α

ε

−
= +

− +
     (10) 

    

    ( ) 1
,

1

d
avg X Xi i jd j

= ∑
=

,      (11) 

where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  
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where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4
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(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
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Cyst Segmentation using proposed IAKmeans-
RSA 
 

, (11)

where α is also used to control the exploration ability 
and set as 0.2, ε is the random number between 0 to 2. 

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 

  

1,1 1,2 1, 1 1,

2,1 2,2 2, 1 2,  
. . . . .

,1 ,2 , 1 ,

x x x xd d
x x x xd dX

x x x xN N N d N d

… −
… −

… −

 
 
 
 
 
  

,   (7) 

 
where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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,      (11) 

where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  

    
( )
( )

2,
.

bX t Xj r jRsi j bX tj ε

−
=

+
      (12) 

 

    ( ) 1
2 * 3* 1Es t r

maxt
= −

 
 
 

,     (13) 

where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡(ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)
(14) 

 
The best solution from this optimization process is 
denoted as an objective function and k values for 
segmentation process. The cyst segmented image is 
shown in Figure 3. 
 
Figure 3  
Cyst Segmentation using proposed IAKmeans-
RSA 
 

(12)

  

iterations (max). The algorithmic parameters are alpha 
and beta which are used to control the exploration and 
exploitation characteristics, respectively, during the 
searching process. 
 
(ii) Initialization of population: initially, the set of 
populations is generated randomly using Equation (6) 
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where, 𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  - decision variable of ith solution in jth 
position, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗

𝑐𝑐𝑐𝑐𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑑𝑑 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the upper and lower bound 
of jth position decision variable, r is the random variable 
in the range 0 to 1 and d is the total number of decision 
variables. The set of solutions for all N is generated and 
stored in X as in Equation (7) [14] 

  

1,1 1,2 1, 1 1,
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. . . . .
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x x x xd d
x x x xd dX

x x x xN N N d N d
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… −

… −
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,   (7) 

 
where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
solution  is computed as ( ) 1,2,3,.. .if X i N∀ =  
 
(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
space using two strategies such as high walking and belly 
walking denoted in Equation (8).  
 

  𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) − 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝛽𝛽𝛽𝛽 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟,            𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟              𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

< 𝑡𝑡𝑡𝑡 < 2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
4

(𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖)
(8) 

 
where, 𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)  represents the best solution in the jth 
position at t iteration, t is the previous iteration, t+1 is the 
new iteration, 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  represents the hunting variable of jth 
position of ith solution which is computed using Equation 
(5), 𝛽𝛽𝛽𝛽  controls the exploration ability of high walking  
and it is set as 0 to 1, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐1,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) is the decision variable of 
jth position in r1th solution at iteration ((𝑟𝑟𝑟𝑟1𝜖𝜖𝜖𝜖[1,𝑁𝑁𝑁𝑁]), 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 
is used to reduce the search area of jth position in ith 
solution computed using Equation (8), 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡) represents 
the probability of evolutionary sense which have 
decreasing random values from -2 to 2 computed 
using Equation (9) 

    ( ) * ( , )
bj X t pi j i jη = ,        (9) 

where p is the percentage difference of jth position 
decision variable of best solution and same position 
decision variable computed using Equation (6) 
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where 𝛼𝛼𝛼𝛼  is also used to control the exploration 
ability and set as 0.2, 𝜀𝜀𝜀𝜀  is the random number 
between 0 to 2.  

    
( )
( )

2,
.

bX t Xj r jRsi j bX tj ε

−
=

+
      (12) 

 

    ( ) 1
2 * 3* 1Es t r

maxt
= −

 
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,     (13) 

where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
 
(v) Hunting stage: this is considered as an 
exploitation attitude of crocodiles which is used to 
find the optimal solution based on two strategies 
such as hunting coordination and hunting 
cooperation as denoted in Equation (10).  
 

   𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡 + 1) =

�
𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡)− 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝑟𝑟𝑟𝑟                2𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
< 𝑡𝑡𝑡𝑡 ≤ 3𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐

4
 (ℎ𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎)

𝑋𝑋𝑋𝑋𝑗𝑗𝑗𝑗𝑏𝑏𝑏𝑏(𝑡𝑡𝑡𝑡) ∗ 𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑡𝑡𝑡𝑡) ∗ 𝜀𝜀𝜀𝜀 − 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑐𝑐𝑐𝑐) ∗ 𝑟𝑟𝑟𝑟             3 𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐
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where each row indicates ith position solutions.  
(iii) Fitness evaluation: the fitness value of each 
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(iv) Encircling: this is considered as an exploration 
attitude of crocodiles which is use to find the  best 
solution with the exploration of new regions on the search 
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where r2 and r3 are random numbers in the range 1 
to N and 0,1 or -1, respectively.  
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Once the segmentation is over, the needed parame-
ters such as cyst location, aspect ratio, size, perimeter, 
and solidity are measured to diagnose the PCOS using 
the cyst type, location, and size. The following table 1 
represents the cyst information of input images. The 
workflow of the proposed cyst segmentation algorithm 
is shown in Figure 4. The process starts with the pre-
processed ultrasound images given as input. Initially 
execute the standard K-means algorithm [12] for ini-
tial clusters. The upcoming process is repeated for n 
iterations until the stopping condition is met. The ob-
jective function is computed using the RSA algorithm. 
Suppose the value of the current objective function is 
less than or equal to the last value of the objective func-
tion. In that case, the present, accurate function value 
is retained, or the previous value is replaced with the 
current value. Once the n iterations are over, the seg-
mented circular portion of cyst values is returned
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3.3 Feature Extraction Using CNN 
In feature extraction phase, the feature vector from 
data segmentation stage is used. Convolution neural 
network is the widely used feature extractor in 
variety of applications which includes image and 
text classification, speech recognition and so on 
[26, 11]. In this study, the architecture shown in 
Figure 5 is used for feature extraction and selection. 
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The block conv1 -1*3 @ 64 denotes the convolution 
layer with filter size of 64 and each filter has 1*3 size 
with astride size of 1. The input data is one dimension-
al data. The major building blocks are convolution lay-
er, fully connected layer, pooling layer and activation 
function. Based on the constructed data, the CNN 
learns complex feature representations [17]. The con-
volution operation used to learn the activation map 
from the input data. This simple CNN structure based 
feature extraction improves the classification accura-
cy. The best trained model based on its performance in 
test data is used to extract the features and selects the 
most relevant features. In Figure 5, the convolution is 
followed by the rectified linear unit (ReLU) [16] de-
noted in Equation (11) to avoid the negative and small 
values propagation. Pooling layer is used to reduce the 
dimensionality of the input data X. 

  

 
 
 
The block conv1 -1*3 @ 64 denotes the convolution layer 
with filter size of 64 and each filter has 1*3 size with 
astride size of 1. The input data is one dimensional data. 
The major building blocks are convolution layer, fully 
connected layer, pooling layer and activation function. 
Based on the constructed data, the CNN learns complex 
feature representations [17]. The convolution operation 
used to learn the activation map from the input data. This 
simple CNN structure based feature extraction improves 
the classification accuracy. The best trained model based 
on its performance in test data is used to extract the 
features and selects the most relevant features. In Figure 
5, the convolution is followed by the rectified linear unit 
(ReLU) [16] denoted in Equation (11) to avoid the 
negative  and small values propagation. Pooling layer is 
used to reduce the dimensionality of the input data X.  
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Dropout layers are used to reduce the complexity and 
prevents from overfitting. The regularization rate for this 
dropout layer is 0.5 that can drop some neuron during 
training. The convolution operation on input data Xl-1 of 
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the features given input to FC4. The extracted feature 
vector from the layer FC3 is of size 1*64 which is given 
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selected for further processing.  
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There are several features extracted in the feature 
extraction phase. The appropriate follicle from the 

identified characteristics is distinguished based on 
the follicle measurements, area, and denseness. The 
follicles are in the shape of spherical, and the area 
is about 4 to 80 mm2 for an ovary with PCOS and 
314 mm2 for a normal ovary follicle. The bristles 
are ranged from 2 to 9 mm in diameter, which is 
affected by PCOS, and the normal ovary will be 20 
mm in diameter. The freakiness of follicles is 
equivalent to origin levels, detected region zones, 
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improve the model performance after a fixed 
number of iterations of execution. A deep Neural 
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(ANN) with more hidden layers. Each DNN has an 
input layer, multiple hidden layers, and one output 
layer. Each hidden layer consists of more neurons. 
Based on the received inputs, each neuron is fired 
or retained.  
The DNN architecture is shown in Figure 6. X 
denotes the input feature, w indicates the weight of 
the link between neurons from Layer I to Layer i+1, 
Y is the output and a is an activation function which 
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where, 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 - obtained output from neuron i in the 
output layer and n – number of classes in the output 
layer.  
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where w and b – weight and bias of lth layer, respec-
tively, and X l - output. The extracted features after 
last pooling layers are given as input to fully connect-
ed (FC) layer. The layers FC1, FC2 and FC3 are used 
for feature extraction. FC4 is used for output using 
softmax activation function. Since, CNN is regular-
ization method [24-25], batch normalization (BN) 
is used to normalize the features given input to FC4. 
The extracted feature vector from the layer FC3 is of 
size 1*64 which is given as input to the feature selec-
tion process. This will boost the classification perfor-
mance with improved accuracy. 
The taken database consists of 45 attributes includ-
ing Follicle Number as left and right, skin darkening 
(yes or 
no), hair growth (yes or no), weight gain (yes or no), 
Cycle (regular or irregular), fast food (yes or no), 
pimples (yes or no), Anti-Müllerian hormone(AMH) 
(ng/ mL), weight (kg), BMI, Hair loss (yes or no), 
Hip (inch), Waist (inch)and average Follicle size 
(left) (mm) and so on. Among the features, the most 

important ten features such as Follicle Simulating 
hormone (FSH), Luteinizing Hormone (LH), Follicle 
number (R), Follicle number (L), AMH, Cycle, avg fol-
licle size,cycle length and BMI are selected for further 
processing. 

3.4. Follicle Detection
There are several features extracted in the feature 
extraction phase. The appropriate follicle from the 
identified characteristics is distinguished based on 
the follicle measurements, area, and denseness. The 
follicles are in the shape of spherical, and the area is 
about 4 to 80 mm2 for an ovary with PCOS and 314 
mm2 for a normal ovary follicle. The bristles are 
ranged from 2 to 9 mm in diameter, which is affect-
ed by PCOS, and the normal ovary will be 20 mm in 
diameter. The freakiness of follicles is equivalent 
to origin levels, detected region zones, and similar 
strands. 

3.5. Classification Using DNN
This section discussed the classification model 
called Deep neural network with optimized hyper-
parameter settings for detecting attacks in IoT. The 
detected follicle features are given as input to a fully 
connected deep neural network (DNN) for the clas-
sification of normal and PCOS data. The hyperpa-
rameters such as learning rate, epoch size, momen-
tum, batch size, dropout regularization, and so on are 
selected to improve the model performance. A Ran-
dom Search approach has been used to determine 
the hyperparameters for DNN. At each instance, 
the model is trained with the parameters chosen by 
the random search. It can improve the model per-
formance after a fixed number of iterations of exe-
cution. A deep Neural network is a kind of Artificial 
Neural network (ANN) with more hidden layers. 
Each DNN has an input layer, multiple hidden lay-
ers, and one output layer. Each hidden layer consists 
of more neurons. Based on the received inputs, each 
neuron is fired or retained. 
The DNN architecture is shown in Figure 6. X de-
notes the input feature, w indicates the weight of the 
link between neurons from Layer I to Layer i+1, Y is 
the output and a is an activation function which is 
used to fire the neuron based on the forward propaga-
tion computation. Each layer use different activation 
function for better computation. The hidden layer 
uses ReLu activation function and the output layer 
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uses softmax activation function defined in Equa-
tions (13)-(14)
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where, 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 - obtained output from neuron i in the 
output layer and n – number of classes in the output 
layer.  
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where, 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 - obtained output from neuron i in the 
output layer and n – number of classes in the output 
layer.  
 

, (18)

where, ai- obtained output from neuron i in the output 
layer and n – number of classes in the output layer. 
The DNN is comprised of two stages [15, 22] such as 
forward propagation and backward propagation. In 
forward propagation, the inputs are multiplied with 
the weights and bias which is assigned to each neuron 
to travel towards the hidden layer. The final predicted 
output is Y. Each hidden layer ‘L’ neuron calculates 
the following 
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where a – activation function, H – hidden layer, w – 
weight and b – bias. The DNN has been trained by 
backpropagation which employs the gradient descent 
(GD) method for its weight updation. This will reduce the 
error between actual and predicted results. The gradient 
calculation computes the changes in the weight with 
respect to its expected output. The error between 
predicted and actual output stated in the output layer is 
computed and back propagated to the preceding hidden 
layers. Based on gradient values, the weight and bias are 
updated. The GD method is optimized using Adam 
optimizer which is the combination of gradient descent 
with momentum and RMS (Root Mean Square) prop 
approach. In the Momentum approach, the velocity and 
the gradient are calculated and RMSP uses the weighted 
average method on the second gradient moment (dw2). 
The Adam optimizer employs both past squared gradient 
(U), and past momentum (V) computed using Equation 
(17) and (18). The bias is added to U and V using 
Equation (19) and (20) and the weights are updated using 
Equation (21) 
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where 𝛼𝛼𝛼𝛼- learning rate and 𝛽𝛽𝛽𝛽-average parameter [0, 
1].  The DNN is trained and tested using the PCOS 
dataset with the hyper parameters for the prediction 
of PCOS data and normal ovary data. 
 

4. Experimental Results 
This paper used the public dataset from the Kaggle 
repository for experimentation and the dataset 
prepared by prasoon kottarathil called polycystic 
ovary syndrome [30]. The patient names and their 
file numbers are changed for privacy issues. It 
consists of 541 patient records with 45 attributes 
concerning clinical and metabolic characteristics, 
which help to detect PCOS. Among the 541 
records, 364 patients are with average records, and 
177 patients with PCOS. This data is gathered from 
ten various hospitals in Kerala, India. Since 45 
features of data are tedious to process, the most 
relevant ten features are selected using Section 3.3, 
and the data is classified to detect the PCOS data 
from average data. The obtained data are in CSV 
format and implemented using Python 
programming. In Python, the packages such as 
Scikit learn, Matplotlib, Jupiter notebook, and 
anaconda are used for development.  
 
4.1 Evaluation Metrics 
To evaluate the PCOS prediction system using the 
proposed cyst segmentation and classification 
system, a confusion matrix is implemented. From 
the confusion matrix, the evaluation metrics such as 
accuracy, precision, recall, and F1-score are 
computed. Additional metrics such as ROC-AUC 
score and cross-validation accuracy were also 
computed. The confusion matrix template is shown 
in Table 2 and using the variables True positive 
(TP), True Negative (TN), False Positive (FP), and 
False Negative (FN), the metrics are computed 
using the following Equations (22)-(27) 
 
Table 2  
Confusion matrix 

 Actual positive Actual negative 
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where α - learning rate and β parameter [0, 1]. The 
DNN is trained and tested using the PCOS dataset 
with the hyper parameters for the prediction of PCOS 
data and normal ovary data.

4. Experimental Results
This paper used the public dataset from the Kaggle re-
pository for experimentation and the dataset prepared 
by prasoon kottarathil called polycystic ovary syn-
drome [30]. The patient names and their file numbers 
are changed for privacy issues. It consists of 541 pa-
tient records with 45 attributes concerning clinical and 
metabolic characteristics, which help to detect PCOS. 
Among the 541 records, 364 patients are with average 
records, and 177 patients with PCOS. This data is gath-
ered from ten various hospitals in Kerala, India. Since 
45 features of data are tedious to process, the most rele-
vant ten features are selected using Section 3.3, and the 
data is classified to detect the PCOS data from average 
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data. The obtained data are in CSV format and imple-
mented using Python programming. In Python, the 
packages such as Scikit learn, Matplotlib, Jupiter note-
book, and anaconda are used for development. 

4.1. Evaluation Metrics
To evaluate the PCOS prediction system using the pro-
posed cyst segmentation and classification system, a 
confusion matrix is implemented. From the confusion 
matrix, the evaluation metrics such as accuracy, pre-
cision, recall, and F1-score are computed. Additional 
metrics such as ROC-AUC score and cross-validation 
accuracy were also computed. The confusion matrix 
template is shown in Table 2 and using the variables 
True positive (TP), True Negative (TN), False Positive 
(FP), and False Negative (FN), the metrics are comput-
ed using the following Equations (22)-(27)
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ROC-AUC: It is computed using the true positive (TPR) 
and false positive rate (FPR) with various thresholds. 
Every threshold represents the plots in the graph and it is 
connected through a curve. A value closer to 1 means a 
better classifier.  
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where, Tp- PCOS data in the dataset are correctly 
classified as PCOS ovary in the proposed model Tn- 
Normal ovary in the PCOS dataset is correctly classified 
as regular using the proposed model. 
Fp- PCOS ovary in the dataset is wrongly classified as a 
normal ovary in the proposed model. 
Fn- Normal ovary in the PCOS dataset is wrongly 
classified as PCOS ovary in the proposed model.  
 
5. Results Cross-validation 
Accuracy: Randomly, the Set of 
Instances is Divided into k Groups  
For our analysis, the k value of 10,20,30, and 40 have 
been chosen.  
5.1 Evaluation and Comparison  
The confusion matrix computation using the proposed 
model is shown in Figure 7.  
Using Figure 5, the metrics results are shown in Table 3 
for the proposed PCOS prediction based on cyst 
segmentation and classification system. From this table, 
the performance of the proposed deep learning with MH-
based cyst segmentation and classification system is 
shown with an efficiency of 99.1% of accuracy and a 
ROC score of 0.9. This will prove that the proposed 
model effectively predicts the PCOS ovary of women and 

normal ovary data of the women.  
The efficacy of the model is evaluated by 
comparing the proposed model results with 
conventional classification approaches such as 
Deep belief network (DBN), Support Vector 
Machine (SVM), Logistic regression (LR), and 
Long short-term memory (LSTM). The 
comparative analysis results are shown in Figure 8.  
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Using Figure 5, the metrics results are shown in Ta-
ble 3 for the proposed PCOS prediction based on cyst 
segmentation and classification system. From this 
table, the performance of the proposed deep learning 
with MH-based cyst segmentation and classification 
system is shown with an efficiency of 99.1% of accu-
racy and a ROC score of 0.9. This will prove that the 
proposed model effectively predicts the PCOS ovary 
of women and normal ovary data of the women. 
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Table 3
Performance of Proposed PCOS prediction system

Metrics Results (%)

Accuracy 99.1

Precision 98.3

Recall 98.8

F1-score 98.5

ROC-AUC 0.9

The efficacy of the model is evaluated by comparing 
the proposed model results with conventional classifi-
cation approaches such as Deep belief network (DBN), 
Support Vector Machine (SVM), Logistic regression 
(LR), and Long short-term memory (LSTM). The com-
parative analysis results are shown in Figure 8. 
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The impact of the cross-validation accuracy of pro-
posed and existing systems is compared, as shown in 
Table 4. This comparison based on different values of 
K folds such as 10, 20, 30, and 40 are used. The illus-
trated results show that the proposed model obtained 
improved accuracy for all the folds than other existing 
approaches. This will prove that the proposed model 
predicts PCOS more efficiently than different classi-
fiers. Hence, the proposed model will help physicians 
with earlier and more accurate detection of PCOS for 
the patients’ early treatment and diagnosis. 

Table 4
Cross (k fold) validation accuracy comparison

K-folds

Models

DBN SVM LR LSTM
Proposed 

IAKR-
SA-DNN

10 0.89 0.85 0.84 0.91 0.989

20 0.88 0.84 0.86 0.90 0.989

30 0.87 0.85 0.86 0.91 0.991

40 0.88 0.85 0.85 0.91 0.991

The efficiency of the proposed segmentation approach 
is evaluated with the segmentation accuracy in terms of 
the number of images. The proposed IAKmeans-RSA 
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is compared with other cyst segmentation approach-
es such as morphological operations, K-means and 
standard Adaptive K-means approaches. The compar-
ative results are shown in Figure 10. The accuracy of 
each method gradually increases while increasing the 
number of images. For the segmentation of cyst, the 
proposed Improved AK means with RSA algorithm 
proves its efficiency of 99% of accuracy and finds the 
cluster center which is superior than other approach-
es. The reason is the implementation of MH algorithm 
to choose the clusters and the clustering process with 
RSA identified the cyst correctly.

Figure 10 
Segmentation Accuracy comparison of proposed 
segmentation and existing approaches

Figure 11
PCOS detection comparison of Existing approaches vs 
proposed model
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The efficacy of the proposed model has been exper-
imented with recent PCOS detection systems such 
as Ensemble random forest classifier (ERFC) [30], 
K-means with LS-SVM (K-M-SVM) [6], Random for-
est (RF) [7], and PCA with gradient boosting decision 
tree (PCA-GBDT) [28]. The comparative results in 
terms of accuracy are shown in Figure 11.  This illus-
tration shows that the proposed model secured im-
proved performance for the detection of PCOS than 
other approaches. The proposed model secured the 
improved accuracy of 99.1% than other approach-
es such as ERFC (98.2%), K-M-SVM (97.6%), RF 
(93.7%) and PCA-GBDT (95.2%). Hence, compared 
to the recent PCOS detection system, the proposed 
IAKRCA with DNN secured improved performance 
for the detection of PCOS. 

  

 
Figure 11 
 PCOS detection comparison of Existing approaches vs 
proposed model 

 

 
 
6. Conclusion 
This paper proposes automatic early detection of PCOS 
using cyst segmentation using deep learning and Meta-
heuristic algorithms. The input ultrasound image is 
preprocessed to enhance the appearance for further 
processing. The preprocessing such as Grayscale 
conversion, brightness and contrast adjustment, and 
speckle noise removal are performed. Second, the 
follicles and the edges of the PCOS images are 
segmented using the proposed improved adaptive K-
means clustering optimized by the Reptile search 
algorithm (IAKMeans-RSA). This novelty detects the 
cyst characteristics such as size, area, and perimeter for 
better diagnosis. Third, the relevant features from the 
segmented images are extracted using a deep learning 
model called a convolutional neural network (CNN). 
Among the 45 parts, the most pertinent ten features are 
considered. 
At last, the PCOS of the ovary is classified as 0 means 
non-PCOS, and one means PCOS implication using Deep 
Neural Network (DNN). The data from the Kaggle 
repository has been used for evaluation. The proposed 
PCOS diagnosis system experiments on confusion 
matrix, accuracy, precision, recall, F1 score, and ROC. 
The tested results are compared with existing 
segmentation and classification approaches to prove the 
performance of the proposed segmentation and 
classification system. With the analysis, the proposed 
model secured improved accuracy of 99.1% in detecting 
the PCOS using cyst identification than other existing 
approaches. The deep learning-based cyst segmentation 
and classification process can efficiently assist the 
clinical diagnosis with the automatic identification of 
PCOS from Ultrasound images. The drawback of this 
approach is a smaller dataset of 541 records. In the future, 
the effective deep learning-based model will have 

experimented with a more significant number of 
datasets, and classification with optimization 
algorithms will be developed with reduced 
complexity. 
. 
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6. Conclusion
This paper proposes automatic early detection of 
PCOS using cyst segmentation using deep learning 
and Meta-heuristic algorithms. The input ultrasound 
image is preprocessed to enhance the appearance for 
further processing. The preprocessing such as Gray-
scale conversion, brightness and contrast adjust-
ment, and speckle noise removal are performed. Sec-
ond, the follicles and the edges of the PCOS images 
are segmented using the proposed improved adaptive 
K-means clustering optimized by the Reptile search 
algorithm (IAKMeans-RSA). This novelty detects 
the cyst characteristics such as size, area, and perim-
eter for better diagnosis. Third, the relevant features 
from the segmented images are extracted using a deep 
learning model called a convolutional neural network 
(CNN). Among the 45 parts, the most pertinent ten 
features are considered.
At last, the PCOS of the ovary is classified as 0 means 
non-PCOS, and one means PCOS implication us-
ing Deep Neural Network (DNN). The data from 
the Kaggle repository has been used for evaluation. 
The proposed PCOS diagnosis system experiments 
on confusion matrix, accuracy, precision, recall, F1 
score, and ROC. The tested results are compared with 
existing segmentation and classification approaches 
to prove the performance of the proposed segmenta-
tion and classification system. With the analysis, the 
proposed model secured improved accuracy of 99.1% 
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in detecting the PCOS using cyst identification than 
other existing approaches. The deep learning-based 
cyst segmentation and classification process can effi-
ciently assist the clinical diagnosis with the automat-
ic identification of PCOS from Ultrasound images. 

The drawback of this approach is a smaller dataset 
of 541 records. In the future, the effective deep learn-
ing-based model will have experimented with a more 
significant number of datasets, and classification 
with optimization algorithms will be developed with 
reduced complexity.
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