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Type 2 Diabetes Mellitus (T2DM) is a common chronic disease that is caused due to insulin discharge disorder. 
Due to the complication of T2DM, the outcomes of this disease lead to severe illness, death and cardiovascular 
disease (CVD). Given a larger number of diabetes patients, it is necessary to find the patients with a high risk of 
CVD complications. For this, the traditional methods are not sufficient and it is important to develop a deep learn-
ing-based efficient quantitative model to predict the risk of CVD among diabetes patients. The major objective of 
this research is to assess the efficient artificial intelligence approach toward the proposal of a personalized deep 
learning model that can able to predict the risk of fatal and non-fatal CVD among T2DM patients. First, the un-
balanced dataset is preprocessed to make the dataset balanced for processing. Second, the features are reduced 
and important features are selected using Rank based Feature Importance (RFI) model which will improve the 
prediction accuracy. Third, the proposed Cascaded Convolution Graph LSTM (CCGLSTM) has been used as a 
classifier to predict the risk of CVD. Novelty of the work resides on ranking based feature analysis is cascaded 
with CGLSTM. The proposed model is implemented and experimented with various evaluation metrics using the 
data from 560 patients of five-year follow-up with T2DM. These evaluated results are compared with the state-
of-the-art methods and the proposed model is proven to be superior to other approaches in terms of AUC (0.989), 
Accuracy (98.8%), recall (96.7%), precision (96.8%), specificity (97.4%) and F1-Score (97.5%).
KEYWORDS: Cardiovascular disease (CVD), Type2 Diabetes Mellitus (T2DM), Deep learning, cascaded, Long 
short term memory (LSTM), Convolution, Evaluation metrics.
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1. Introduction
Diabetes is the most common disease that affects 
90% of people worldwide and it is the major risk 
factor for Cardiovascular Disease (CVD) and renal 
dysfunction. Type 1 diabetes mellitus (Type 1 DM) is 
a kind of diabetes disease that affects younger’s and 
grownups. The organ pancreas is located in the area 
of the midriff that stops insulin creation in the body. 
To control the sugar level, insulin is widely used by 
the patients. Type 2 DM is a non-secondary illness 
that affects grownups. The symptom of T2DM is 
family history, overweight, heftiness, undesirable 
eating regimen, and smoking. Pre-diabetes is de-
fined as the before stage of T2DM when having a glu-
cose level of more than sort 2 levels. Gestational DM 
is a diabetes illness that affected ladies and pregnant 
women. In the long run, DM may cause various ill-
ness that affects the heart, nervous systems, kidneys, 
retina, and other internal organs. 
DM patients are suffered 2 to 4 times more from 
myocardial infarction, coronary heart disease, an-
gina pectoris, etc., than those who do not have DM 
[24, 37]. The management of T2DM with the cal-
culation of CVD risk may guide to take necessary 
treatment initiation. The treatment of CVD risk 
factors will reduce CVD occurrences and its bur-
den on the economy. The clinical guidelines on the 
prevention of CVD risk can recommend the care 
given to evaluate the CVD risk factor of the patients 
that warrant the treatment  [28]. It is necessary to 
build computational models to predict the CVD 
risk factors among diabetes patients for better di-
agnosis and treatment. The T2DM international 
guidelines management estimates the CVD risk for 
suitable treatment [38]. 
In general, there are various methodologies relat-
ed to statistics and the machine learning field in-
cludes logistic regression, artificial neural network 
(ANN), decision trees, support vector machines, 
and Bayesian networks applied to predict clinical 
outcomes [5, 14, 30]. Due to the simplicity and good 
prediction capability, ANN models are widely ac-
cepted models for risk prediction. It can capture re-
lationships among the data that are applied for var-
ious medical diagnoses. Different machine learning 
approaches were applied to determine the compli-
cation of CVD risk in diabetes patients [46]. Nowak 

et al. [33] proposed a CVD risk detection system using 
Gradient Boosting and LASSO cox regression with 
multi-protein arrays. This model could able to iden-
tify the T2DM patients with risk of CVD. Baum et al. 
[7] studied the impact of weight loss to reduce the 
CVD risk of T2DM using a causal forest approach and 
suggested the model has improved accuracy. Howev-
er, the current methods are based on machine learn-
ing-based approaches to predict the risk factors. This 
motivates to choose deep learning-based models for 
research current research area and the efficiency of 
the deep learning approach can increase the predic-
tion accuracy for the CVD risk among diabetes. With 
this motivation, this paper concentrate on developing 
a deep learning-based for CVD risk prediction. The 
major contribution of this work is as follows:
 _ Feature Selection: In this proposed system, Rank 

based feature importance (RFI) method is used as 
a feature selection method.

 _ Classification: the proposed cascaded convolution 
graph LSTM (CCGLSTM) based neural network 
with ranked features has been trained to predict 
the CVD risk among diabetes patients using the 
selected risk factor variables. 

 _ Evaluation: the proposed model is evaluated using 
a confusion matrix and the results are compared 
with the existing approaches to prove the proposed 
model’s efficiency. 

The rest of the paper is organized as follows: works 
of literature related to the CVD risk from diabetes 
patients are reviewed in Section 2. The dataset used 
for this study has been described in Section 3. The 
proposed materials and methods using deep learning 
models are introduced in Section 4. Experimented re-
sults are discussed through illustrations in Section 5. 
The proposed model outcomes and its disadvantage 
with future extensions are concluded in Section 6.

2. Review of Literature 
This section discusses the related work of the CVD 
risk prediction system for diabetes patients. Chu et 
al. [13] developed deep neural network (DNN) based 
CVD risk prediction systems among T2DM patients. 
DNN has been used to train and test datasets with the 
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best performance. The receiver operating character-
istics curve (ROC) was used for evaluation. Among 
the participants, 272 patients were diagnosed with 
CVD risk with a ROC value of 0.91. This model secured 
an accuracy of 87.5%, sensitivity of 88%, and specific-
ity of 87.2%. The top risk factors of T2DM patients 
that influence CVD are Body mass index, depression, 
anxiety, systolic blood pressure, and total cholesterol. 
Longo et al. [26] predict the CVD complications called 
major adverse CVD from the administrative claims of 
214676 patients with diabetes. They used hospitaliza-
tion and pharmacy claims with patient information 
for their analysis. The obtained AUROC is 0.812. 
Dinh et al. [16] used supervised ML approaches to 
predict the patients with a CVD risk factor. For their 
study, they used NHANES (national health and nu-
trition examination survey) dataset. They used all 
the features to predict the risk of CVD, diabetes, and 
pre-diabetes diseases. Abdalrada et al. [1] predict 
the co-occurrences of diabetes and CVD using ML 
models. They used DiScRi (Diabetes complications 
screening research initiative) dataset for their study. 
Initially, the risk factors of DM and CVD are deter-
mined using logistic regression and Evimp functions. 
These models are applied in the multivariate adaptive 
regression spline model. The redundancy is reduced 
through a correlation matrix. Next, a classification 
and regression algorithm was developed. The ob-
tained accuracy was 94.09% with a specificity value 
of 95.8%. 
Kibria and Matin [9] developed fused ML approaches 
for the prediction of binary and multi-class CVD. The 
ML approaches such as ANN, SVM, decision tree, lo-
gistic regression, Random forest, and Adaboost were 
applied to predict the disease. The class imbalance 
is handled using the random over sampler method. 
Kibria et al. [8, 10] proposed a decision-level fusion 
approach for the classification of heart disease. They 
fused two ML approaches to produce the best result. 
Instead of decision level fusion, they used weighted 
score fusion to improve the accuracy.
Birjais et al. [11] used K nearset neighbour (KNN) 
based imputation approach to handle the missing val-
ues. The classifiers such as gradient boosting, naïve 
Bayes, and logistic regression were used to predict the 
diabetes influence on CVD. Based on the evaluation 
using accuracy, sensitivity and specificity, gradient 
boosting performs better than other approaches for 

prediction. Aggarwal et al. [2] developed fuzzy in-
ference with machine learning (ML) approaches for 
risk prediction of Covid 19 in diabetes patients. The 
most influential eight parameters are taken as in-
put and 15 ML approaches were used based on a rule 
base. Among them, the CatBoost classifier gives bet-
ter results with 76% of accuracy. Pal et al. [27] devel-
oped a CVD risk prediction system using two ML ap-
proaches such as multi-layer perceptron (MLP) and 
k nearest neighbor (KNN) using a public dataset. The 
experimental result secured 82.47% of accuracy and 
an AUC of 86.41%.Abdalrada et al. [40] developed car-
diac autonomic neuropathy prediction using ML ap-
proaches from diabetes patients. This model secured 
a ROC value of 0.962, 87% of accuracy, and 87.12% of 
sensitivity.
Monitoring the mental ability of population during 
covid 19 with intelligent algorithm is implemented 
using social network [42, 43]. The fog computing is 
used to store and manage the resources. The opinion 
mining, mental or psychiatric issues are addressed 
using machine learning with high accuracy [41, 18]. 
Information security in big data is recently addressed 
using blockchain technologies [32, 39, 23, 35]. Various 
diseases diagnosis using hybrid machine and meta-
heuristic techniques are successfully implemented 
with high accuracy [19, 6, 44]. 

3. Data Set Description
For the development of the proposed model, this pa-
per used the data from medical records of 560 Type 
2 diabetes patients that were collected for five years 
follow-up at HippoKraion general hospital with the 
period from 1996 to 2007 [46]. This dataset consists 
of 41 patients out of 560 Type 2 diabetes patients who 
developed fatal or non-fatal CVD during five years of 
follow-up. Among the 41 CVD patients, four patients 
have a stroke, and the rest of the persons experienced 
Coronary heart disease (CHD). The presence of fa-
tal or non-fatal CVD (positive instance) is coded as 
the binary value 1 and non-CVD (negative instance) 
is coded as 0. Table 1 summarizes the risk factors of 
CVD of T2DM patients along with their medical an-
alyzed data.
Based on various studies, these identified risk fac-
tors are influences CVD in T2DM patients. With 
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Table 1
Fatal or non-fatal CVD risk factors in T2DM patients

Risk factors Average ± Std. Dev Variable type

Age 58.5±10.7 (years)

Continuous

Diabetes duration 7.6±7 (years)

BMI (Body mass 
index) 29.4±5.5

Glycosylated 
Hemoglobin 7.4±1.8 (%)

PP (Pulse Pressure) 56.7±15.8 (mmHg)

FG (Fasting Glucose) 165±56 (mg/dL)

TC (total cholesterol) 226.6±50 (mg/dL)

Triglycerides 167±110.8 (mg/dL)

HDL cholesterol 48±16.4

Medical analysis No. of Patients (%) Variable type

Smoking habit

Categorical

Non-Smokers 286 (51.6%)

Current smokers 146 (26%)

Previous smokers 125 (22.3%)

Sex

Male 263 (46.9%)

Female 297(53%)

Hyper tension 260 (46.4%)

Lipid-lowering therapy

No 469 (83.7%)

Statins 74 (7.8%)

Fibrates 17 (3%)

Aspirin

No 509 (90.8%)

100 mg 44 (7.8%)

325 mg 7 (3%)

Insulin

No 494 (88%)

Yes 66 (11%)

Parental history of DM

No 304 (54%)

Yes 256 (45.7%)

each decade, age is an important factor that increas-
es the CVD risk [17]. Diabetes duration and BMI also 
increase the risk of CVD. Over two to three months, 
HbA1c is the independent and important risk factor 
for CVD [12]. The relation between PP and CHD is ir-
relevant and patients with more than 45 to 55 mmHg 
have a risk of CHD [31]. FG levels and abnormal TC 
including high LDL and low HDL occur in patients 
who have premature CHD [29, 4]. It is proven that an 
active smoking person has a risk of CVD [34] and also 
men are having a maximum risk of CVD than females 
and females with diabetes are influenced by heart dis-
ease as twice as males [36]. Hypertension is the high-
est relevant risk of CVD [22]. Lipid-lowering therapy 
and aspirin are the protective factors that influence 
CVD [20]. Various research trials show that insulin 
does not affect the CVD risk and parental diabetes is 
the lowest risk of CVD in T2DM [25].

3.1. Training and Testing Dataset Ratio
The entire diabetes dataset is divided into two parts 
training dataset and a testing dataset with a ratio of 
80:20, respectively. Based on the cross-validation, the 
training set is further divided into training and vali-
dation datasets in the ratio of 80:20, respectively. 

4. Proposed Methodology
The proposed CVD risk prediction system is shown in 
Figure 1. It consists of three stages of processing such 
as (i) Preprocessing using outlier treatment, normal-
ization, and dataset balance: in this stage, the input 
raw data are preprocessed to make the data balanced 
and efficient for further processing (ii) Variable se-
lection using Rank based Feature Importance (RFI) 
model: this stage is used to select the most important 
and relevant variables based on its rank to improve 
the prediction accuracy and (iii) prediction using pro-
posed Cascaded Convolution Graph Long short term 
memory (CCGLSTM) neural network which is opti-
mized by Adam Optimizer: this section predicts the 
risk of CVD from T2DM patients data and classify it 
belongs to fatal CVD or non-fatal CVD. 

4.1. Preprocessing
The efficient prediction systems have optimal data 
preparation and data preprocessing approaches. The 
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major issues encountered in data preparation are out-
lier detection and missing values. The missing values 
in the data will reduce the reliability of the system and 
it needs to be replaced with appropriate values from 
statistical methods or ignored. In this work, the miss-
ing values are replaced by using the normalization 
approach. The second issue is outlier treatment. Out-
liers are the values that lie outside compared to the 
other data points and it is extremely abnormal to pro-
cess. It causes the proposed system to errors and pro-
duces overestimated or underestimated results. The 
detected outliers are treated using a weight adjust-
ment approach. Next, the imbalanced data are con-
verted into balanced data using SMOTE model. Once 
the preprocessing is over, the raw dataset becomes 
balanced and efficient data for further processing. 

4.1.1. Normalization
The raw data is inconsistent to process which will re-
duce the classifier performance. These raw data are 
transformed into an understandable format using the 
min-max normalization method denoted in Equation 
(1). Now, each data points have a similar range of val-
ues that lies between 0 and 1 the here minimum value 

Figure 1
Overview of proposed CVD risk assessment from T2DM 
patients
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the imbalanced data are converted into balanced 
data using SMOTE model. Once the preprocessing 
is over, the raw dataset becomes balanced and 
efficient data for further processing.  
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Overview of proposed CVD risk assessment from 
T2DM patients 
 
 

 
4.1.1 Normalization 
The raw data is inconsistent with the process 
which will reduce the classifier‘s performance. 
These raw data are transformed into an 
understandable format using the min-max 
normalization method denoted in Eqn (1). Now, 
each data points have a similar range of values that 
lies between 0 and 1 the here minimum value of 
column 0 (Dmin) and the maximum value of 1 
(Dmax) concerning the other column in the dataset.  
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4.1.2. Outlier treatment  
The outliers in the dataset are handled using the 
weight adjustment approach. Let us consider ‘w’ 
is the weight assigned to the data and the outlier 
data weight is considered as ‘𝜔𝜔 ’.  The weight 
computation and outlier treatment are denoted in 
Eqn (2) and (3) respectively.  
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Where, n – the total number of data and k is the number 
of outliers.  
4.1.3. Dataset balancing using SMOTE 
The collected dataset is an imbalanced dataset which 
causes the overfitting issue. That is the dataset is work 
well in training data and impacts the testing data 
performance. To overcome this issue, SMOTE method 
has been used. It selects the data points subset from the 
minority class and computes k nearest neighbor instance 
from a needed number of sampling. This data is added 
to the real dataset D. for each data ‘x’ in the dataset X, k 
nearest neighbor is computed as 𝑋𝑋������ . The new 
point ‘p’ is selected by searching ‘p’ in each segment 
from x to xj which have the maximum distance from 
class ci computed using Eqn (4) 
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After preprocessing, the dataset is now complete and 
balanced for further processing to assess the risk of 
CVD among T2DM patients.  
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model are selected using rank based feature importance 
method. This relevant feature set increases the 
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approach consists of a group of decision trees to find the 
significant feature subset among the feature set. The 
steps for this variable/feature selection are as follows: 
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Step 2: The model is defined to find the rank of features 
Step 3:  declare the number of decision trees needs to 
built and number of features as considered as random 
sample 
Step 4: entropy is computed using Eqn (5) 
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Where p – number of instances, n – number of 
classes (0 or 1) 
Step 5: Information Gain(IG) from entropy is 
computed as in Eqn (6) 
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Step 6:  the total score is calculated by aggregating 
each feature score with other features using Eqn 
(7) 
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Where N – total number of features, A- attribute 
Step 7:  the highest value features are ranked in 
ascending order and considered as relevant 
variables. For the considered dataset, the relevant 
feature with its score, and rank are shown in Table 
2.  
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Variables score and rank using RFI 
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Age 0.562 2 
Diabetes duration 0.316 8 
BMI (Body mass index) 0.524 3 
Glycosylated Hemoglobin 
(HbA1C) 

0.483 4 

PP (Pulse Pressure) 0.401 6 
FG (Fasting Glucose) 0.235 11 
TC (total cholesterol) 0.442 5 
Triglycerides 0.191 13 
HDL cholesterol 0.211 12 

Smoking habit  
Non-Smokers 0.082 24 
Current smokers 0.378 7 
Previous smokers 0.111 20 

Sex  
Male 0.291 9 
Female 0.268 10 
Hyper tension 0.631 1 

Lipid lowering therapy  
No 0.067 25 
Statins 0.132 17 

(3)

where n is the total number of data and k is the num-
ber of outliers. 

4.1.3.Dataset Balancing Using SMOTE
The collected dataset is an imbalanced dataset which 
causes the overfitting issue. That is the dataset is 
work well in training data and impact the testing 
data performance. To overcome this issue, SMOTE 
method has been used. It selects the data points sub-
set from the minority class and compute k nearest 
neighbor instance from needed number of sampling. 
This data is added to the real dataset D. for each data 
‘x’ in the dataset X, k nearest neighbor is computed as  
Xknn(x). The new point ‘p’ is selected by searching ‘p’ 
in each segment from x to xj which have the maximum 
distance from class ci computed using Equation (4)
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. (4)

After preprocessing, the dataset is now complete and 
balanced for further processing to assess the risk of 
CVD among T2DM patients. 

4.1.4. Variable Selection Using RFI
The features that are irrelevant and less important 
will degrade the classifier’s performance. Those fea-
tures are identified and the features that are import-
ant to train the model are selected using rank based 
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feature importance method. This relevant feature set 
increases the classification accuracy with reduced 
training time. This approach consists of a group of 
decision trees to find the significant feature subset 
among the feature set. The steps for this variable/fea-
ture selection are as follows:

Algorithm 1: Variable selection using RFI

Input: balanced data set X
Output: Selected most relevant features subset
Step 1: Initially all the features in the dataset are se-
lected 
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Step 7:  the highest value features are ranked in 
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Step 2: The model is defined to find the rank of fea-
tures
Step 3: declare the number of decision trees needs to 
built and number of features as considered as random 
sample
Step 4: entropy is computed using Equation (5)
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Where p – number of instances, n – number of 
classes (0 or 1) 
Step 5: Information Gain(IG) from entropy is 
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Where N – total number of features, A- attribute 
Step 7:  the highest value features are ranked in 
ascending order and considered as relevant 
variables. For the considered dataset, the relevant 
feature with its score, and rank are shown in Table 
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, (5)

where p is the number of instances, n is the number of 
classes (0 or 1)
Step 5: Information Gain(IG) from entropy is com-
puted as in Equation (6)
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Step 6:  the total score is calculated by aggregating 
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Where N – total number of features, A- attribute 
Step 7:  the highest value features are ranked in 
ascending order and considered as relevant 
variables. For the considered dataset, the relevant 
feature with its score, and rank are shown in Table 
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(6)

Step 6: the total score is calculated by aggregating each 
feature score with other feature using Equation (7):
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Where N – total number of features, A- attribute 
Step 7:  the highest value features are ranked in 
ascending order and considered as relevant 
variables. For the considered dataset, the relevant 
feature with its score, and rank are shown in Table 
2.  
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PP (Pulse Pressure) 0.401 6 
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Smoking habit  
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Male 0.291 9 
Female 0.268 10 
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, (7)

where N is total number of features, A is attribute.
Step 7: the highest value features are ranked in as-
cending order and considered as relevant variables. 
For the considered dataset, the relevant feature with 
its score, rank are shown in Table 2. 

From Table 2, one can understand that the features 
with increased score is ranked in ascending order 
and the risk factors that influence the CVD at maxi-
mum possibilities are considered as significant vari-

Table 2
Variables score and rank using RFI

Risk factors Score Rank

Age 0.562 2

Diabetes duration 0.316 8

BMI (Body mass index) 0.524 3

Glycosylated Hemoglobin (HbA1C) 0.483 4

PP (Pulse Pressure) 0.401 6

FG (Fasting Glucose) 0.235 11

TC (total cholesterol) 0.442 5

Triglycerides 0.191 13

HDL cholesterol 0.211 12

Smoking habit

Non-Smokers 0.082 24

Current smokers 0.378 7

Previous smokers 0.111 20

Sex

Male 0.291 9

Female 0.268 10

Hyper tension 0.631 1

Lipid lowering therapy

No 0.067 25

Statins 0.132 17

Fibrates 0.145 16

Aspirin

No 0.097 22

100 mg 0.124 19

325 mg 0.127 18

Insulin

No 0.091 23

Yes 0.183 14

Parental history of DM

No 0.102 21

Yes 0.167 15

ables. The variables with first seven ranking such as 
Age, BMI, Hb1Ac, Pulse pressure, cholesterol, current 
smokers, and hyper tension are chosen as significant 
features and used for classification.



221Information Technology and Control 2023/1/52

4.2. Classification Using Proposed Cascaded 
Convolution Graph LSTM (CCGLSTM)
The selected variables of CVD risk among diabetes 
patients are fed as input to the classifier for the pre-
diction of positive or negative response of CVD in-
fluence using the proposed Cascaded Convolution 
GLSTM. The standard LSTM consists of four gates 
includes forget gate (f ), input gate (i), control gate 
(c) and output gate (o) with memory cell [48]. The 
architecture of Graph LSTM (GLSTM) is shown in 
Figure 2. In traditional LSTM, there is no correlation 
between previous and current memory cell which will 
reduce the prediction system performance while the 
output gate is closed. To overcome this issue, convo-
lution based GLSTM has been proposed. 

Figure 2
Structure of GLSTM
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Compares to traditional LSTM, graph LSTM adds tree 
node at each single LSTM in both forward and 
backward directions. In forward direction, previous 
node history are captured and in backward direction, the 
node responses are captured. Input for this model is 
previous cell state called ht-1, input feature xt and bias b 
with extra convolution link. The output of this model ct 
to represent present memory content and st represents 
the current cell state. Figure 3 illustrates the structure of 
CGLSTM.   
The input node xt consists of both submission context 
and comment text with timing and hierarchical layer. 

Standard LSTM [47] has been used to represent 
the node transition as vector. The additional 
parameter ct-1 has been as to the link of GLSTM 
which makes CGLSTM. If t has no child node, no 
previous node, and no next node then the child 
node pointer, forward and backward pointer are 
set as null. Each variable selected from Section 4.2 
are represented in the input layer. The selected 
seven features represent seven input neuron for the 
neural network. With this input, the data is 
processed to find the risk of CVD influence in 
T2DM using the following CGLSTM. In forward 
CGLSTM, the gate such as input gate it, temporal 
forget gate ft, hierarchical forget gate ht, control 
gate ct and output gate otare updated using 
Equations (13-17). 

 
𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛 = 𝜎𝜎𝜎𝜎(𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 + 𝑈𝑈𝑈𝑈𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛−1 + 𝑉𝑉𝑉𝑉𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛−1𝑠𝑠𝑠𝑠𝑛𝑛𝑛𝑛)            (13) 

 
𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛 = 𝜎𝜎𝜎𝜎(𝑤𝑤𝑤𝑤𝑓𝑓𝑓𝑓𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 + 𝑈𝑈𝑈𝑈𝑓𝑓𝑓𝑓ℎ𝑛𝑛𝑛𝑛−1 + 𝑉𝑉𝑉𝑉𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛−1 + 𝑠𝑠𝑠𝑠𝑓𝑓𝑓𝑓)    (14) 

 
𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛 = 𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛 × 𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛−1 + 𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛 × 𝜎𝜎𝜎𝜎ℎ(𝑤𝑤𝑤𝑤𝑐𝑐𝑐𝑐𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 + 𝑈𝑈𝑈𝑈𝑐𝑐𝑐𝑐ℎ𝑛𝑛𝑛𝑛−1 + 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐)
                       (15) 

 
ℎ𝑛𝑛𝑛𝑛 = 𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛 × 𝜎𝜎𝜎𝜎ℎ𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛                     (16) 

 
𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛 = 𝜎𝜎𝜎𝜎𝑔𝑔𝑔𝑔(𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 + 𝑈𝑈𝑈𝑈𝑛𝑛𝑛𝑛ℎ𝑛𝑛𝑛𝑛−1 + 𝑉𝑉𝑉𝑉𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛−1 + 𝑠𝑠𝑠𝑠𝑛𝑛𝑛𝑛),     
(17) 

 
 

where 𝜎𝜎𝜎𝜎 is sigmoid function. In backward 
CGLSTM, the gates are updated using the 
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The weights in the proposed CGLSTM model 
have been further optimized with an Adam 
optimizer for better performance. The convolution 
GLSTM is cascaded to make the network deep 
which predicts the CVD influences in diabetes 
patients with improved accuracy. The structure of 
CCGLSTM is shown Figure 3. 
 

Compares to traditional LSTM, graph LSTM adds 
tree node at each single LSTM in both forward and 
backward directions. In forward direction, previous 
node history are captured and in backward direction, 
the node responses are captured. Input for this mod-
el is previous cell state called ht-1, input feature xt and 
bias b with extra convolution link. The output of this 

model ct to represent present memory content and st 
represents the current cell state. Figure 3 illustrates 
the structure of CGLSTM. 
The input node xt consists of both submission con-
text and comment text with timing and hierarchical 
layer. Standard LSTM [47] has been used to repre-
sent the node transition as vector. The additional pa-
rameter ct-1 has been as to the link of GLSTM which 
makes CGLSTM. If t has no child node, no previous 
node, and no next node then the child node pointer, 
forward and backward pointer are set as null. Each 
variable selected from Section 4.2 are represented in 
the input layer. The selected seven features represent 
seven input neuron for the neural network. With this 
input, the data is processed to find the risk of CVD 
influence in T2DM using the following CGLSTM. In 
forward CGLSTM, the gate such as input gate it, tem-
poral forget gate ft, hierarchical forget gate ht, control 
gate ct and output gate otare updated using Equations  
(13-17).

  

Fibrates 0.145 16 
Aspirin  

No 0.097 22 
100 mg 0.124 19 
325 mg  0.127 18 

Insulin  
No 0.091 23 
Yes 0.183 14 

Parental history of DM  
No 0.102 21 
Yes  0.167 15 

From table 2, understand that the features with the 
increased score are ranked in ascending order and the 
risk factors that influence the CVD at maximum 
possibilities are considered significant variables. The 
variables with the first seven rankings such as Age, 
BMI, Hb1Ac, Pulse pressure, cholesterol, current 
smokers, and hypertension are chosen as significant 
features and used for classification. 
4.2. Classification using proposed cascaded 
Convolution Graph LSTM (CCGLSTM) 
The selected variables of CVD risk among diabetes 
patients are fed as input to the classifier for the 
prediction of positive or negative response of CVD 
influence using the proposed Cascaded Convolution 
GLSTM. The standard LSTM consists of four gates 
including forget gate (f), input gate (i), control gate (c) 
and output gate (o) with a memory cell [48]. The 
architecture of Graph LSTM (GLSTM) is shown in Fig 
2. In traditional LSTM, there is no correlation between 
the previous and current memory cells which will 
reduce the prediction system performance while the 
output gate is closed. To overcome this issue, 
convolution-based GLSTM has been proposed.  
 
Figure 2 
Structure of GLSTM 
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state called ht-1, input feature xt and bias b with 
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context and comment text with timing and 
hierarchical layer. Standard LSTM [21] has been 
used to represent the node transition as a vector. 
The additional parameter ct-1 has been as to the 
link of GLSTM which makes CGLSTM. If t has 
no child node, no previous node, and no next node 
then the child node pointer, and forward and 
backward pointers are set as null. Each variable 
selected from sec 4.2 is represented in the input 
layer. the selected seven features represent seven 
input neurons for the neural network. With this 
input, the data is processed to find the risk of CVD 
influence in T2DM using the following CGLSTM. 
In forward CGLSTM, the gate such as input gate 
it, temporal forget gate ft, hierarchical forget gate 
ht, control gate ct and output gate are updated 
using Eqn (8-12). 
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CVD from each CGLSTM respectively. The final result 
is chosen from voting scheme of estimated risk of CVD. 
For every testing instance, the maximum as well as 
minimum decision was selected based on the decision 
from both classifiers were lower or greater than a certain 
threshold of 0.2.  In some cases, this decisions are 
chosen using DWC (Dynamic Weighting based on 
Certainties) method [46]. 
 

 
5. Experimented Results and 
Discussions 
This section experiments with the proposed RFI 
feature selection-based CCGLSTM model for the 
prediction of CVD risk among diabetes patients 
[22, 3] using the considered dataset. The methods 
are implemented in the Scikit package in the 
Tensorflow library of python. This evaluation 
could find the answers to the following questions: 
 Q1: How the risk factor variables are 

important to predict CVD risk among diabetes 
patients or it is necessary to have all the 
features for prediction? 

 Q2: How the proposed model is accurate to 
predict the CVD risk compared to the 
conventional approaches? 

 
5.1 Evaluation criteria 
The performance of the prediction system is 
measured using discrimination and calibration 
evaluation. It is the measure with the ability to 
separate the patients having disease risk from 
those who do not by providing the improved score 
value of the former one. To calculate this, the 
reliable and popular metric is the receiver 
operating characteristics curve (ROC). It 100% 
denotes the perfect ability of discrimination. An 
AUC of 50% indicates the worst performance. In 
addition to AUC, the metrics accuracy, sensitivity 
(recall), specificity, precision, and F1-score are 
computed from the confusion metrics shown in 
Table 3.  
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negatives predicted as negative. It is also known 
ias true negative rate as shown in Eqn (18) 
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where σ is sigmoid function. In backward CGLSTM, 
the gates are updated using the Equations (18-22)
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CVD influences in diabetes patients with improved ac-
curacy. The structure of CCGLSTM is shown Figure 3.
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Proposed CCGLSTM

 
 

 

 
Figure 3 
Proposed CCGLSTM 
 

 
 
The CCGLSTM produce two decision of the risk of 
CVD from each CGLSTM, respectively. The final result 
is chosen from voting scheme of estimated risk of CVD. 
For every testing instance, the maximum as well as 
minimum decision was selected based on the decision 
from both classifiers were lower or greater than a certain 
threshold of 0.2.  In some cases, this decisions are 
chosen using DWC (Dynamic Weighting based on 
Certainties) method [45]. 
 
5. Experimented Results and 
Discussions 
This section experiments the proposed RFI feature 
selection based CCGLSTM model for the prediction of 
CVD risk among diabetes patients [21, 3] using the 
considered dataset. The methods are implemented in 
Scikit package in Tensorflow library of python. This 
evaluation could find the answers for the following 
questions: 
• Q1: How the risk factor variables are important to 

predict the CVD risk among the diabetes patients or 
it is necessary to have all the features for 
prediction? 

• Q2: How the proposed model is accurate to predict 
the CVD risk compared to the conventional 
approaches? 

 
5.1 Evaluation Criteria 
The performance of the prediction system is measured 
using discrimination and calibration evaluation. It is the 
measure with the ability to separate the patients having 
disease risk from those who do not have by providing 
the improved score value of the former one. To calculate 
this, the reliable and popular metric is receiver operating 
characteristics curve (ROC). It is 100% denotes perfect 
ability of discrimination. And AUC of 50% indicates 
worst performance. With addition to AUC, the metrics 
are accuracy, sensitivity (recall), specificity, precision 
and F1-score are computed from the confusion metrics 
shown in Table 3.  
 
Table 3 

Confusion matrix 
 
 Actual positive Actual negative 
Predicted 
positive 

True positive  
(𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃) 

False 
positive(𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃) 

Predicted 
negative 

False negative 
(𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁) 

True negative 
(𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁) 

 
The specificity is the ratio between actual 
negatives predicted as negative. It is also known as 
true negative rate as shown in Equation (23) 
 
 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁+𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃
   (23) 

 
 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁
   (24) 

 
 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃
  (25) 

 
 𝐴𝐴𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 = 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃+𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃+𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁+𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁
 (26) 

 
F1 score is the mean between precision and recall 
as in Equation (27) 
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denoted in Equation (28) 
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where N is the number of patients and P is the 
threshold probability. The threshold probabilities 
is varied for Net Benefit computation based on 
decision curve. Using this decision curve analysis, 
the P value is identified.  The parameter settings of 
the NN are shown in Table 4. 
 
Table 4 
Hyper Parameter setting of classifiers 

Parameter CLSTM CCGLSTM 

Learning rate 0.02 0.01 

Batch size 35 35 

Hidden layers 50 50 
Number of 

epoch 100 100 

 
 
5.2 Evaluation in Terms of Feature Selection 

The CCGLSTM produce two decision of the risk of 
CVD from each CGLSTM, respectively. The final re-
sult is chosen from voting scheme of estimated risk of 
CVD. For every testing instance, the maximum as well 
as minimum decision was selected based on the deci-
sion from both classifiers were lower or greater than a 
certain threshold of 0.2. In some cases, this decisions 
are chosen using DWC (Dynamic Weighting based on 
Certainties) method [45].

5. Experimented Results and 
Discussions
This section experiments the proposed RFI feature 
selection based CCGLSTM model for the prediction 
of CVD risk among diabetes patients [21, 3] using the 
considered dataset. The methods are implemented in 
Scikit package in Tensorflow library of python. This 
evaluation could find the answers for the following 
questions:
 _ Q1: How the risk factor variables are important to 

predict the CVD risk among the diabetes patients 
or it is necessary to have all the features for 
prediction?

 _ Q2: How the proposed model is accurate to predict 
the CVD risk compared to the conventional 
approaches?

5.1. Evaluation Criteria
The performance of the prediction system is measured 
using discrimination and calibration evaluation. It is 
the measure with the ability to separate the patients 

having disease risk from those who do not have by pro-
viding the improved score value of the former one. To 
calculate this, the reliable and popular metric is receiv-
er operating characteristics curve (ROC). It is 100% 
denotes perfect ability of discrimination. And AUC 
of 50% indicates worst performance. With addition 
to AUC, the metrics are accuracy, sensitivity (recall), 
specificity, precision and F1-score are computed from 
the confusion metrics shown in Table 3. 

Table 3
Confusion matrix

Actual positive Actual negative

Predicted 
positive True positive (TP) False positive (FP)

Predicted 
negative False negative (FN) True negative (TN)

The specificity is the ratio between actual negatives 
predicted as negative. It is also known as true nega-
tive rate as shown in Equation (23)
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The weights in the proposed CGLSTM model have been 
further optimized with an Adam optimizer for better 
performance. The convolution GLSTM is cascaded to 
make the network deep which predicts the CVD 
influences in diabetes patients with improved accuracy. 
The structure of CCGLSTM is shown in Fig 3. 
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F1- score is the mean between precision and recall as in 
Eqn (27) 
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Calibration measures how the predicted results are close 
to the actual probabilities. The impact of the clinical 
model is assessed by the calibration measure called Net 
benefit criteria [12] which is denoted in Eqn (28) 
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F1 score is the mean between precision and recall as 
in Equation (27)
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Calibration measures how the predicted results are 
close to the actual probabilities. The impact of clin-
ical model is assessed by the calibration measure 
called Net benefit criteria [15] which is denoted in 
Equation (28)
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where N is the number of patients and P is the thresh-
old probability. The threshold probabilities is varied 
for Net Benefit computation based on decision curve. 
Using this decision curve analysis, the P value is iden-
tified. The parameter settings of the NN are shown in 
Table 4.

Table 4
Hyper Parameter setting of classifiers

Parameter CLSTM CCGLSTM

Learning rate 0.02 0.01

Batch size 35 35

Hidden layers 50 50

Number of epoch 100 100

5.2. Evaluation in Terms of Feature Selection
This section answers the first question where the RFI 
model has been used to select the relevant and most 
important risk factor variables from the whole vari-
ables. These selected features are fed as input to the 
classifier. The features that degrade the prediction 
model performance are removed based on ranking 
scheme. Based on RFI, the ranking of risk factor vari-
ables are shown in Figure 5. 
From the illustration of Figure 4, the variables are 
ranked with the features having highest scored. 
Among the 25 features, the first seven rank features 
such as Age, BMI, Hb1Ac, Pulse pressure, cholesterol, 
current smokers, and hyper tension were selected for 
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the proposed model evaluation is shown in Figure 
5. Based on this confusion matrix outcome, other 
metrics are computed. The results for ROC 
computation are illustrated in Figure 6. Compare 
to the other approaches, the proposed RFI-
CCGLSTM secured improved ROC value of 
0.989. Various the other approaches secured, 0.71, 
0.74, 0.84 and 0.69, respectively. 
 
Figure 5 
Confusion matrix for proposed CVD risk 
Prediction system 
 

 
 
Figure 6 
Classification system performance in terms of 
AUC 
 

 
 
The comparison of other metrics such as 
Accuracy, Precision, Recall, Specificity, F1 score 
are shown in Table 6. The proposed CVD risk 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

1 3 5 7 9 11 13 15 17 19 21 23 25

Sc
or

e

Risk facor variable numbers

further processing. The metrics of proposed classifier 
with all the features and reduced features is shown in 
Table 5. Compare to the classifier performance with 
all the features, the reduced feature selection will en-
hance the classifier performance efficiently. With the 
selected risk factor variable sets, the proposed model 
secured the accuracy of 98.81%. 

Table 5
Performance evaluation of the proposed prediction system 
with respect to feature selection

Evaluation Metrics
Input features

Original risk 
factor variables

Selected variables 
using RFI

No of selected features 25 7

Accuracy 92.5 98.81

Precision 91.2 96.72

Recall 92.9 96.81

Specificity 93.1 97.45

F1-Score 93.4 97.53

Training time (s) 94.9 3.31

Testing time (s) 182.32 7.22

5.3. Evaluation in Terms of Classification 
System 
The proposed CCGLSTM performance in terms of 
AUC is compared with the other conventional ap-
proaches such as Traditional LSTM (TLSTM), Con-
volution LSTM (CLSTM), Convolution GLSTM 
(CGLSTM), Ensemble Hybrid wavelet neural net-
work (HWNN) [46] with Self organizing map (SOM) 
for analysis. The confusion matrix for the proposed 
model evaluation is shown in Figure 5. Based on this 
confusion matrix outcome, other metrics are comput-
ed. The results for ROC computation are illustrated in 
Figure 6. Compare to the other approaches, the pro-
posed RFI-CCGLSTM secured improved ROC value 
of 0.989. Various the other approaches secured, 0.71, 
0.74, 0.84 and 0.69, respectively.
The comparison of other metrics such as Accuracy, 
Precision, Recall, Specificity, F1 score are shown in 
Table 6. The proposed CVD risk prediction system 
secured improved accuracy of 98.8% than other ap-
proaches such as TLSTM, CLSTM, CGLSTM and 
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Figure 5
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Ensemble HWNN with SOM which secured the ac-
curacy of 92%, 93%, 94.9% and 94.7%, respectively. In 
terms of the other metrics also, the proposed model is 
superior to other approaches.
The calibration metric called Net Benefit across var-
ious threshold evaluations is shown in Figure 7. Net 
Benefit is computed across various threshold prob-
abilities based on the risk detected by the proposed 
model (green color) and with the assumption of all pa-
tients are positive (blue) and negative (red) for CVD.
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Figure 6
Classification system performance in terms of AUC

Table 6
Comparative analysis of proposed vs existing heart disease 
prediction systems
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TLSTM 0.81 0.86 0.88 0.90 0.92

CLSTM 0.85 0.88 0.90 0.91 0.93

CGLSTM 0.87 0.89 0.91 0.92 0.95

Ensemble HWNN-SOM 0.91 0.92 0.96 0.93 0.95

Proposed RFI-CCGLSTM 0.97 0.97 0.97 0.98 0.99

Figure 7
Evaluation of Net benefit metric of proposed model
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The performance comparison in terms of error calcu-
lations such as Mean absolute error (MAE), Root Mean 
Square Error (RMSE) and Relative absolute error 
(RAE) are computed and compared with conventional 
approaches. The evaluated results are illustrated in Fig 
8. Compared to other approaches, the proposed model 
secured minimum MAE, RMSE and RAE of 0.05, 0.04 
and 0.03% of error. Various the other approaches such 
as TLSTM secured 0.41, 0.45 and 0.31, respectively. 
CLSTM secured 0.32, 0.31 and 0.32, respectively. CGL-
STM secured0.28, 0.24 and 0.18 and HWNNSOM se-
cured 0.24, 0.23 and 0.19% of error, respectively. Hence, 
the proposed CVD risk prediction model efficiently 
predicts the risk of CVD among the diabetes patients 
with improved accuracy, ROC and reduced error rate.
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diabetes patients is predicted using deep learning 
model. Among the 25 risk factors of diabetes patients, 
seven features are ranked as highest using RFI and se-
lected for further processing. Using the selected risk 
factors variables, the proposed cascaded CGLSTM 
is trained for the prediction of patients having risk of 
CVD. By experimenting the proposed model using the 
constructed dataset and the evaluation is performed 
based on the metrics. By comparing the efficiency of 
the proposed model with other conventional systems, 
the proposed RFI-CCGLSTM secured improved ROC 
value of 0.989 and the metrics such as accuracy, pre-
cision, recall, specificity and F1score as 98.8%, 96.7%, 
96.8%, 97.4% and 97.5%, respectively. Hence, the pro-
posed risk of CVD prediction among the T2DM pa-
tients is predicted efficiently and perform superior to 
other approaches on the considered dataset. In future, 
the larger datasets of the patients with various ethnic-
ity is considered for the proposed model applicability 
to the other cohorts of patients. With the addition to 
the traditional risk factors, the psychological factors 
are also important factors that influence the CVD 
among the diabetes patients. Those psychological fac-
tors are also considered for our further research.
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