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Mining of High Utility Itemset (HUI) is an area of high importance in data mining that involves numerous meth-
odologies for addressing it effectively. When the diversity of items and size of an item is quite vast in the given 
dataset, then the problem search space that needs to be solved by conventional exact approaches to High Utility 
Itemset Mining (HUIM) also increases in terms of exponential. This factual issue has made the researchers  
to choose an alternate yet efficient approaches based on Evolutionary Computation (EC) to solve the HUIM 
problem. Particle Swarm Optimization (PSO) is an EC-based approach that has drawn the attention of many 
researchers to unravel different NP-Hard problems in real-time. Variants of PSO techniques have been estab-
lished in recent years to increase the efficiency of the HUIs mining process. In PSO, the Minimization of execu-
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tion time and generation of reasonable decent solutions were greatly influenced by the PSO control parameters 
namely Acceleration Coefficient 1(c  and 2 )c  and Inertia Weight ( )ω . The proposed approach is called Adaptive 
Particle Swarm Optimization using Reinforcement Learning with Off Policy (APSO-RLOFF), which employs the 
Reinforcement Learning (RL) concept to achieve the adaptive online calibration of PSO control and, in turn, 
to increase the performance of PSO. The state-of-the-art RL approach called the Q-Learning algorithm is em-
ployed in the APSO-RLOFF approach. In RL, state-action utility values are estimated during each episode using 
Q-Learning. Extensive tests are carried out on four benchmark datasets to evaluate the performance of the 
suggested technique. An exact approach called HUP-Miner and three EC-based approaches, namely HUPEU-
MU-GRAM, HUIM-BPSO, and AGA_RLOFF, are used to relate the performance of the anticipated approach. 
From the outcome, it is inferred that the performance metrics of APSO-RLOFF, namely no of discovered HUIs 
and execution time, outstrip the previously considered EC computations.
KEYWORDS: Reinforcement Learning, Evolutionary Computation, Particle Swarm Optimization, Execution 
Time.

1. Introduction
The problem of HUIs was derived from the Frequent 
Itemset Mining (FIM). In FIM, items having more 
occurrences are determined using the metrics of Sup-
port and Confidence. Many evolutionary meta-heu-
ristic approaches proposed to mine HUIs from the 
given dataset in past research works. Current research 
focuses on mining HUIs from transactional dataset 
using PSO Algorithm [10]. Various parameters name-
ly inertia weight and acceleration coefficient used in 
PSO determines whether optimal or near-optimal 
solution was found [12]. Every change in the value of 
these parameters (raising or lowering) has an impact 
on the outcome of PSO, either favourably or unfavour-
ably. Choosing the right value for these parameters is 
a nontrivial task [7]. In reality, controlling values of 
these parameters is one of the most significant topics 
of research in PSO.
The current research focuses on online calibration 
of various control parameters used in the PSO Algo-
rithm. This enables the feature of being adaptive to 
PSO approach and using the same to discover HUIs 
from the given dataset. To calibrate the control pa-
rameter during each iteration, the quality of solution 
obtained during past iteration is assessed and this 
feedback is given as metric to calibrate the control 
parameter during next iteration. Here comes the role 
of Reinforcement Learning. RL approaches namely 
Q-Learning is used to assess the quality of solution 
in past iterations and generates the feedback from 
the assessment [14]. This feedback is used as metric 
to calibrate the control parameters of evolutionary 
approaches which will impact the quality of solution 

generated during the next iteration. The novelty of the 
proposed research is to use the RL algorithm called 
Q-Learning to adaptively calibrate the control pa-
rameter of PSO and using it for mining HUIs from the 
given transactional dataset. The main contribution 
of the proposed research work is divided into Initial-
ization and Particle Encoding, Discovery of Primary 

bestP  and bestG , and APSO-RLOFF Q-Table Training and 
Testing.

1.1 Background

Transactional datasets are the one which contains the 
information about an any entity with predefined pat-
tern. This pattern is used to describe the correspond-
ing item in an transactional dataset. The importance 
and usefulness of an item is determined by the corre-
sponding patterns or also called as properties of an 
item. Determining a correlation among the item and 
usefulness of an item in such a transactional dataset 
is an significant crucial task in the area of knowledge 
discovery. In past research, this problem is addressed 
by the FIM where it takes the frequency of an item 
in a transactional dataset to measure the usefulness 
of an item. However, this is not appropriate when an 
item contains other important information name-
ly profit, self time and cost apart from the frequency 
component. HUI mining gives entry to this research 
area where it measures the utility of an item by taking 
into account of all information about the item. Util-
ity denotes the importance or usefulness of an item. 
When search space of mining process increases then 
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exhaustive time is required for any conventional exact 
HUI mining algorithms to search the appropriate out-
put. In recent years, many researchers have proposed 
different types of Evolutionary Algorithms (EA) to 
address this polynomial time dependent problem of 
HUI mining. In the proposed research work one of the 
EA approach called PSO algorithm is used.

2. Review of Literature 
This section intends to deliver a broad, thorough, and 
well-organized review of the state-of-the-art evolu-
tionary based algorithms for mining HUIs from sup-
plied datasets. 
An optimization model called grey wolf optimization 
algorithm, which dubs the behaviour of grey wolf and 
applied to unravel the HUI mining problems by util-
ising five different Boolean operations [16]. The Bool-
ean operators are used to convert continuous GWO 
to modified GWO. To maintain the uniqueness of the 
searching algorithm, the flow of GWO is retained, but 
the operators are modified to handle Boolean values. 
The redesigned GWO lacks a boundary check process 
that assures the whole search is conducted within the 
border region.
Many techniques follows the procedure of using the 
minimum utility threshold constraint at initial stage 
and then compute high utility itemsets. It is difficult 
task to determine the minimal utility threshold. Im-
precise HUI is generated when the selection of min-
imum utility threshold is inappropriate. A strategy 
built on twofold particle swarm optimization (BPSO) 
for mining high utility itemsets by discarding the 
establishment a marginal utility threshold at initial 
stage is introduced in [3]. The technique produces 
itemsets using the BPSO algorithm and outputs them 
all as a utility-sorted list. As a post-processing step, 
itemset in the sorted list are evaluated based on a 
minimum utility criterion. In [9], HUIs will be mined 
using a discrete PSO called HUIM-BPSO algorithm. 
In this approach, traditional PSO is integrated with 
upgraded OR/NOR tree structure, TWU model and 
sigmoid updating scheme. 
To extract the High Utility Itemset, the suggested ap-
proach in [6] considers a dataset of distinct advertise-
ments that are presented on a single website. For the 
proposed system, the high utility itemset (HUI) are 

advertising through a conversion proportion greater 
than the predefined conversion proportion threshold 
value, which is utilised to anticipate the sorts of ads 
that generate more income.
A method to mine HUIs constructed on the MOEA/D 
context towards the achievement of a suitable trade-
off between population convergence and variety 
throughout the generation process is proposed in [19]. 
MOEA/D is a general method that divides a multi-ob-
jective optimization issue into many single-objective 
optimization sub problems. Then, it employs a pop-
ulation-based technique to simultaneously optimise 
these sub complications.
An Enhanced Genetic Algorithm to extract HUIs 
called (HUIM-IGA) was proposed in [20] which over-
comes the drawback of time consuming problem asso-
ciated with conventional Genetic Algorithm for min-
ing HUIs. In HUIM-IGA, four new unique strategies 
have been introduced. A neighbourhood exploration 
technique is offered as the first novelty to increase 
search efficiency for HUIs. A population mixture up-
keep technique is used in the suggested HUIM-IGA 
to eliminate missing HUIs. In addition, an individual 
repair mechanism is planned to eliminate incorrect 
groupings for detecting HUIs. Furthermore, an ex-
clusive technique is used to prevent the loss of HUIs. 
To segmenting high-value clients based on monetary 
worth, Online Retail dataset is used in [8]. HUIM is 
performed using two variants of Differential Evolu-
tionary approach and by without involving Down-
ward Closure Property. When the database size goes 
larger the performance of the existing approach  dete-
riorates in performance. To overcome the downside, 
Frequent Pattern List is used to represent the portion 
of database. A proposed approach called Adaptive Ar-
tificial Bee Colony is applied of Frequent Pattern List 
to mine the frequent itemset.
Different topologies appear to make PSO a prob-
lem-associated procedure, however in [18], QLPSO, 
a problem-independent PSO that incorporates a RL 
mechanism, is developed. Popular off policy RL al-
gorithm called Q-Learning is integrated with PSO to 
dynamically change the neighbourhood of a current 
particle. The most difficult challenge for a group of 
portable robots in an unfamiliar situation is to plan 
the best path and learn the environmental factors. For 
a group of portable robots to identify the best track 
in an unfamiliar situation  and learn the situation, a 
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mixture of particle swarm optimization (PSO) and RL 
was proposed in [15]. Off policy RL algorithm called 
Q-Learning is used to facilitate the mobile robot to 
easily learn the environment in a short time. 

3. Methodology 
The proposed work is divided into four sections, name-
ly Initialization and Particle Encoding Phase, Q-Table 
grounded parameter tuning Learning phase and online 
regulator of PSO Parameter Tuning and Assessment 
Phase. Adaptive Particle Swarm Optimization using 
Reinforcement Learning with Off policy (APSO_RLOFF) 
approach is intended to intelligently adjust the tuning 
parameters of PSO namely Inertia Weight ( )ω  and 
Acceleration Coefficients 1C  and C2. State, action, Q 
table, particles and reward are the five main compo-
nents of the APSO_RLOFF algorithm. A reward func-
tion contributes to the update of Q-Table values, aids 
a particle in determining the appropriate action based 
on its current state.

Algorithm 1: Initialization

Input: TD →    Transactional Database; 

TP →    Profit Table; 
δ →     Minimum Utility Threshold; 
N →     No of Particles in each iteration;

Output: 
1 HTWUIs− →   1-itemset with high transaction 
  weighted utility;

1  for each r TT D∈   do

2          for each t rI T⊆   do

3 ( ) ( , ) ( )r t r T ttu T q I T P I= ×

4  Compute ( ) ( )
t rt rI T

twu I tu T
⊆

= ∑
5  Compute ( )

R T rT D
TU ut T

∈
= ∑

6  Compute { }
1

| ( )t t

HTWUIs
I twu I TU δ
− =

≥ ×

7  Set |1 |sizeP HTWUIs= −
  // individual particle size

Initially, TWU model is used to discover the 1-itemset 
with high transaction weighted utility will drastically 
minimize the amount of invalid itemset by utilizing 
the property called transaction-weighted downward 
closure (TWDC).

Initialization and Particle Encoding Phase
To begin, the utility of each transaction’s items is 
determined as a function of the transaction’s utility  
( ( )rtu T ). ( , )t rq I T  and ( )T tP I represents the quantity 
of an item and profit of an item respectively in a da-
tabase. In a transaction, the summation of utility of 
all item denotes the transaction-weighted utility of 
that particular transaction and this enables to deter-
mine the item’s upper-bound value. This method is 
used to find the upper-lift significance of an item. Any 
item can be classified as 1 HTWUIs− when that item 
has transaction-weighted utility fewer than the least 
utility count.Algorithm-1 illustrates the computation 
steps involved in finding  and individual particle size.  
Considering that we are solving the HUIM problem 
using the PSO algorithm, it is intended to define the 
particles engaged in the PSO population as an item-
set. To facilitate the representation of itemset as a 
particle, a binary vector of 0’s and 1’s was used in the 
place of particle and hence PSO is converted into bi-
nary PSO. In a binary PSO each particle is signified as 
a binary vector comprising 0s and 1s, which signal the 
absence of an item in an itemset and its existence, re-
spectively.

Discovery of Primary bestP  and bestG
In a population each particle can be characterized by 
the two factors called velocity ( ( )j

iV t ) and position  
( ( )i

jX t ). After fitness evaluation of each particle, 
the ( )i

jX t  of each particle is initialized randomly be-
tween 0 to 1, and of each particle is initialized to ei-
ther 0 or 1 (Line 3 and 4 in Algorithm-2). The Line 7 
in Algorithm-1 determines the size of each particle

|1 |sizeP HTWUIs= − . The fitness of each particle can 
be calculated using Equation (1). In Equation (1), rep-
resent the particle that act as a subset of Transaction 
Database. Find the particles having fitness greater 
than Minimum Utility Threshold and store them in 
HUIs list (Line 5 and 6 in Algorithm-2).

( ) ( ) ( , )
TP D X P

F P u P u X P
⊆ ∧ ⊆

= = ∑ . (1)
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Find the particle’s Personnel Best in each generation 
'( ( ))bestP t  and particle’s Personnel Best among all 

generation ( )bestP . Find the particle’s Global Best in 
each generation '( ( ))bestG t  and particle’s Global Best 
among all generation ( )bestG . Algorithm-2 in illustrate 
the initial computation of bestP  and bestG .

Algorithm 2:  Find Initial bestP   and bestG

Input: TD →  Transactional Database; 

TP →  Profit Table;
δ →   Minimum Utility Threshold;
N →   No of particles in each iteration;

sizeP →  Individual Particle Size; 
TU →  Total Utility; 

Output: bestP →  Personal Best; 

bestG →  Global Best; 
HUIs →  High Utility Itemset;
1  while 1,i N←   particles do

2    while 1, sizej P←  do

3    Initialize ( )i
jX t  

= either 1 or 0;

4    Initialize ( )j
iV t  = rand(0,1);

5    if ( ( ))f iF X t TU δ≥ ×
 
then

6    HUIs ←  GetItem ( ( ))iX t HUIs∪   //Find HUIs

7    Find ' ( )bestP t  of each N   particle

8    Update bestP

9    Find ' ( )bestG t  among N  
'
bestP  particles

10   Update bestG

APSO-RLOFF Q-Table Training
In Q-Table training phase, the following necessary pa-
rameters have to be configured based on the problem 
under consideration. State Set ( )sS , Action Set ( )sA , 
Reward Function ( )FR , Action Selection Strategy ( )fA , 
and Q-Table ( [ , ])table s sQ S A  are the set of parameters 
that needs to be configured as described below. After 
which ( [ , ])table s sQ S A is allowed to train for fixed num-
ber of iterations.

Configuration of States Set
The states of an agent depend on the environment in 
which the agent is working. In the proposed research 
work, the environment is considered as the solution 
space, and the state of an agent is defined by the fit-
ness of the particle in the solution space. In our prob-
lem domain, the solution space can be assessed be re-
peatedly assessing the fitness of a particle, this leads 
the way for State set definition. State set of a Q-Table 
can be determined by assessing the fitness of particle 
using fitness function. The fitness of each particle 
is assessed from the itemset in solution space, and 
further segmented into 4 categories based on Equa-
tion(2). So only four states are derived for the pro-
posed research. The sS  denotes the state set and con-
tains the four states such as ( )Smallest st , ( )Smaller sr , 

arg ( )L er lr , and arg ( )L est lt . From the Equation (2), 
sS  can be constructed as shown in Equation (3). 

During each iteration the particle falls under any one 
these sS  based on the condition specified in Equa-
tion (2). ( )rF  denotes the fitness difference between 
global best particle ( )bestG  and current particle. ( )F∆  
denotes the opportunity of objective space boundary 
which is formulated as fitness value variance between 
global worst  and global best particle.

( ) 0 0.25
( ) 0.25 0.5

( )
arg ( ) 0.5 0.75
arg ( ) 0.75

r

r
s

r

r

Smallest st F F
Smaller sr F F F

F S
L er lr F F F
L est lt F F

≤ < ∆
 ∆ ≤ < ∆=  ∆ ≤ < ∆
 ≥ ∆

(2)

{ , , , }sS st sr lr lt= . (3)

Configuration of Action Set
For any problem domain, the agent’s action can be 
determined by the type of task that needs to be per-
formed to move from current state to next state. In the 
given problem space, the agent’s action is configured 
from the control parameters of the PSO algorithm. 
Any agent can have more than one action for the giv-
en state and it can be denoted as Action Set sA . The 
agent’s actions are defined as the task of selecting the 
values for the control parameters. Three control pa-
rameters such as Inertia Weight, Cognitive Acceler-
ation Coefficient and Social Acceleration Coefficient 
are taken in to consideration. Based on the bench-
mark standard values[12] and [4] of these control pa-
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rameters, the values for each control parameters are 
classified into four range of values as shown in the 
Table-1. In each iteration, selecting the appropriate 
values for each control parameters is defined as ac-
tion of the agent and an agent has a choice of choosing 
any one action from the sA as shown in Equation (4) 
represented as sA  .

1 2 3 4{ , , , }sA A A A A= . (4)

Q-Table Training
Create a [ ]table s sQ n s×  whose dimension is equal to 

s an n×  where sn denotes the number of states in the 
problem space and an  denotes the number of action 
in the problem space. Initially tableQ  values are ini-
tialized to zero. sS  elements are designated as row 
label of tableQ  and sA  elements are designated as col-
umn label of tableQ  as shown in Figure 1. 

Table 1 
Configuration of Action set

Action Set
Control  
Parameters

A1 A2 A3 A4

Inertia Weight ( )ω 1-0.81 0.8-0.61 0.6-0.4 0.4<

Cognitive 
Acceleration 
Coefficient ( )cc

2.5-2.1 2-1 0.99-0.5 0.5<

Social Acceleration 
Coefficient ( )sc 0.5-0.9 1-2 2.1-2.5 2.5>

Figure 1 
Q-Table

During the training phase of Q-Table, the initial val-
ues are updated in every episode of RL algorithm. 
Select a particle from N  particles and calculate the 
Relative Fitness (Fr) of particle using Equation (5). 
Calculate the Scope of Objective space ( )F∆  using 
Equation (6).

( ) ( )t
r bestF f y f G= − (5)

( ) ( )best worstF f G f G∆ = − . (6)

By applying Equation (2) constraints on Fr and F∆ , 
calculate the state of the particle. For the calculated 
state, choose an appropriate action from the Q-Table 
using greedyε −  Action Selection Strategy ( )ASSε −  
as shown in Equation (7). In Equation (7), p is chosen 
from the range of random numbers between 0 to 1. ε  
value always range between 0 to 1. To promote explo-
ration at the beginning of training phase ε  is initial-
ized with higher degree of value between 0 to 1. Later 
the ε  value is annealed to small constant between the 
range 0 to 1. Figure-1 illustrate the Q-Table.

max ( , )
( , ) .

( )
a t

t t
Q s a p

s a
Random a p

ε
π

ε
≥

=  <
(7)

After using ASSε − , the agent will be provided with 
appropriate values for the control parameters of PSO. 
By using this control parameter values, the velocity 
and position of each item in a particle is updated us-
ing Equation (8) and Equation (9) respectively. 

1

2

( 1) ( ) [ () [

( )]] [ () [ ( )]]

i j i
j i j best

i j i
j best j

V t V t C rand P

y t C rand G y t

ω+ = × + × × −

+ × × −
(8)

( 1)

11 () ( ( 1)
( 1) 1

0

i
j

i
ji v t

j

random sigmoid v t
X t e

otherwise

− +

 < + =+ =  +



. (9)

For an any action taken by the agent calculate the re-
ward ( )fR  by assessing the fitness of the particle as 
shown in Equation (10). In Equation (10), max ( )t

f
f y  

denote the individual best fitness of tht  generation 
and 1max ( )t

f
f y −  denotes the individual fitness of 

( 1)tht −  generation.
1

1

max ( ) max ( )

max ( )

t t

f f
f t

f

f y f y
R

f y

−

−

−
= . (10)
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Compute the Q value for the current iteration using 
Equation (11) and update it in the Q-table correspond-
ing to the current iteration’s state and action taken. In 
Equation (11), α  denotes the learning rate that prof-
its a random value in the assortment between 0 to 1 

Algorithm 3: Q-Table Training

Input: TD →  Transactional Database; 
δ →  Minimum Utility Threshold; 
N →  No of particles in each iteration;

sizeP →  Individual Particle Size; 
TU →  Total Utility; 
π →  GreedyPolicyε − ;
HUIs →  High Utility Itemset; 

sS →  State Set; 

sA →  Action Set;

maxI →  Maximum Iteration;

Output: [ , ]table s sQ S A
1  set t=0; // current iteration
2  for i =  0, 3 do

3 for j =  0, 3 do
4  set [ , ]i j

table s sQ S A  =0
5  while maxt I<  do
6 while 1,i N←   particles do
7  calculate the rF  of ( )iX t
  //using Equation (5) //
  rF  - the relative fitness of 
  //current particle
8  calculate the F∆
//using Equation (6) 
  // F∆   represent the fitness  
  //difference
9  choose a state ( tS  ) from sS
  //using Equation (2)
10  determine the action ( tA )
  //using Equation (7)
11  while 1, sizej P←  do
12  update the velocity ( 1)j

iV t +
   //using Equation (8)
13  update the velocity ( 1)j

iX t +
  //using Equation (9)
14  compute the reward ( fR  ) 
  //using Equation (10)
15  estimate the Q   value 
//using Equation (11)
16  apprise the Q  value in tableQ
17   1t t= +

and γ  denotes the discount rate that profits a random 
value in the assortment between 0 to 1. Algorithm-3 
illustrate the Q-Table train phase.

1 1

1

( , ) ( , )(1 )
[ max ( , )]

t t t t

f t ta

Q s a Q s a
R Q s a

α
α γ

+ +

+

= − +

+ . (11)

Q-Table Testing
In Q-Table testing phase, mining of HUIs using 
PSO with control parameters being calibrated using 
Q-Learning algorithm is performed. Select a particle 
from N  particles and calculate the Relative Fitness
( )rF  of particle using Equation (5). Calculate the 
Scope of Objective space ( )F∆  using Equation (6). 
By applying Equation (2) constraints on rF  and F∆ , 
calculate the state of the particle. For the calculated 
state, choose an appropriate action with highest Q 
value from the Q-Table. After action selection, the 
agent will be provided with appropriate standards for 
the control parameters of PSO. 

Algorithm 4: Proposed APSO-RLOFF

Input: TD →  Transactional Database; 
δ →  Minimum Utility Threshold; 
N →  No of particles in each iteration;

sizeP →  Individual Particle Size; 
TU →  Total Utility; π →  GreedyPolicyε − ;
HUIs →  High Utility Itemset; 

sS →  State Set; sA →  Action Set;
�I →  Maximum Iteration; 
bestP →  Particles Personal Best; 
bestG →  Particle Global best;

[ , ]table s sQ S A →  Q-Table;

Output: HUIs →  High Utility Itemset;
1  while maxt I<  do
2 while 1,i N←  particles do
3  F ←  ( ( ))f iF X t
4  calculate the rF  of ( )iX t
//using Equation (5)
5  choose a state ( tS  ) for ( )iX t
  //using Equation (2)
6  determine the action ( tA ) 
//using Equation (7)
7  while 1, sizej P←  do
8  update the velocity ( 1)j

iV t +
  //using Equation (8)
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By using this control parameter values, the velocity 
and position of each item in a particle is updated us-
ing Equation (8) and Equation (9) respectively. Com-
pute the fitness of the updated particle using Equa-
tion (12). In a transaction jL  , the utility of an item iX  
with quantity ijQ  and unit profit iρ  can be represent-
ed as ( , )i jX Lυ  and it can be calculated as shown in 
Equation (13).

( ( )) ( , )f i i jF x t X Lυ= (12)

 
 

 

appropriate action with highest Q value from the Q-
Table. After action selection, the agent will be provided 
with appropriate standards for the control parameters of 
PSO.  
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N →No of particles in each iteration; 
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TU → Total Utility; π → GreedyPolicyε − ; 
HUIs →High Utility Itemset;  

sS →State Set; sA →Action Set; 

maxI →Maximum Iteration;  

bestP → Particles Personal Best;  

bestG → Particle Global best; 
[ , ]table s sQ S A → Q-Table; 

 
Output: HUIs →High Utility Itemset; 
 
1 while maxt I< do 
2  while 1,i N← particles do 
3   F ← ( ( ))f iF X t  
4   calculate the rF of ( )iX t  
//using Equation (5) 
5   choose a state ( tS ) for ( )iX t  
   //using Equation (2) 
6   determine the action ( tA )  
//using Equation (7) 
7   while 1, sizej P← do 

8   update the velocity ( 1)j
iV t +  

   //using Equation (8) 
9   update the position ( 1)j

iX t +  
   //using Equation (9) 
10   if ( ( ))f iF x t TU δ≥ × then 
11  ( ( 1))iHUIs GetItem X t HUIs← + ∪  

12   find ' ( )bestP t  of each M particle 
13   apprise bestP  

14   find ' ( )bestG t between M ' ( )bestP t  
                          -particles 
15   update bestG  
16  set 1t t← +  

 
By using this control parameter values, the velocity and 
position of each item in a particle is updated using 
Equation (8) and Equation (9) respectively. Compute the 

fitness of the updated particle using Equation (12). 
In a transaction jL , the utility of an item iX  with 

quantity ijQ  and unit profit iρ  can be represented 

as ( , )i jX Lυ  and it can be calculated as shown in 
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mined from the theoretical saved value of the game.
Connect-4 game has 8-ply position that is permissi-
ble when succeeding move is not forced and none of 
the players have yet won. 
The Mushroom dataset provides information about 
imaginary samples of mushrooms in North America 
and it was collected from Society of Audubon. The 
dataset comprises of family of mushroom from Lepio-
ta and Agaricus which has 23 variety of species. From 
the dataset, probability of edibility and harmfulness 
of mushroom has to inferred. 
Accident 10% is statistics from the National Institute 
of Statistics for the years 1991-2000 which contains 
the injuries sustained in Flanders as a result of traffic 
accidents (NIS). The traffic accident data contains a 
wealth of information regarding the many circum-
stances that led to the injuries. Dataset is described in 
Table 2.

Table 2 
Dataset Characteristics

S. No. Dataset

C
on

ne
ct

C
he

ss

M
us

hr
oo

m

A
cc

id
en

ts
_1

0%

1 Items Count 130 76 119 469

2 Tran. Avg. 
Length 43 37 23 34

3 Transaction 
Count 67557 3196 8124 34018

Experimental Configuration
All studies were performed on the 64-bit Windows 11 
operating system. with an Intel® Core™ i7-10750H 
CPU running at 2.6 GHz with Turbo Boost upto 5.0 
GHz and 12GBDDR3L 204-Pin RAM memory with 
data speed of 2933 MHz. Python language in Anacon-
da-Spyder framework was used for deployment pur-
pose.
For all experimentation, population size at initial 
stage was set at 30 and the termination criterion was 
set at 2500 iterations. Ten separate runs are used to 
collect experimental results, notably the execution 
time necessary to identify HUIs and the number of 
discovered HUIs. The learning parameter values for 

Q-Learning namely discount rate (γ) and learning 
rate (α) are obtained from the [1]and set to 0.2 and 
0.75 respectively.

Performance Metrics
Two performance metrics namely Number of Dis-
covered HUIs and Execution time are used to evalu-
ate the robustness and competency of the proposed 
APSO_RLOFF approach. Substantial experiments are 
conduction and the obtained results are assessed 
against the above said performance metrics by com-
paring the proposed APSO_RLOFF approach with ex-
isting EC based HUIM approach. AGA_RLOFF[14], 
HUIM-BPSO [9], and HUPEUMU-GRAM [5] are the 
three existing state-of-the-art HUIM methods based 
on meta heuristic EC. 

Execution Time
Figure 3 compares the execution time of the proposed 
method with existing approaches. Execution time de-
termines the efficiency of the approach by measuring 
the time taken to accomplish the expected output. 
The differing proportion of HUIs that can be deter-
mined in a stipulated execution time can be dignified 
by adjusting the minimal utility threshold ( )δ . The 
execution time is dignified in millisecond, and δ is 
expressed as a percentage (%). According to Figure 3, 
APSO_RLOFF performs poorly compared to the other 
three algorithms by spending a large amount of run-
time for the Connect, chess, Mushroom and Accident 
10%, datasets. The reason for the poor performance is 
because the combination of RL with POS causes the 
algorithm to spend time for training the Q-table. 
In relations to average runtime on chess dataset, pro-
posed APSO_RLOFF was compared to the existing ap-
proach, and it was discovered that APSO RLOFF under-
performs HUPEUMU-GRAM by 26% and HUIM-BPSO 
by 23%. However, APSO_RLOFF outperforms AGA_
RLOFF by more than 18%. 

Number of HUIs Revealed
By default, discovery of exact number of all HUIs can-
not be guaranteed by the any EC based HUIM algo-
rithms. Enactment of any EC based HUIM approach 
can be determined by the evaluation metrics namely 
number of HUIs revealed. It shows a crucial part in it. 
Actual number of genuine and complete HUIs can be 
extracted for the given dataset using precise approach 
called Two-Phase method [13]. 
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5. Conclusion 
To address the problem of HUIM, numerous 
conventional meta-heuristic EC have been 
proposed in past recent years. However, in those 
approaches the control parameters were not 
appropriately initialized to constant value using 
standard benchmark range and those control 
parameters values are not problem specific. In the 
current research, problem specific and feedback 
based calibration of PSO control parameters called 
PSO_RLOFF is deployed to mine the HUIs from 
the given dataset. In APSO_RLOFF, control 
parameters namely , 1C  and 2C  of PSO were 
carefully calibrated using off policy RL algorithm 
called Q-Learning. From the experimental results, 
it was observed that HUIM problem was 
efficiently handled by APSO_RLOFF. In the 
learning phase of APSO_RLOFF, Q-table values 
are updated during each episode and in testing 
phase, PSO control parameters are calibrated using 
Q-Table values. 
Yardstick dataset namely  Mushroom, Chess, 
Connect and Accident_10% were used. 
Experiment was performed on those dataset using 
stat-of-the-art EC methods namely HUPEUMU-
GRAM, HUIM BPSO, AGA_RLOFF and the 
proposed technique APSO_RLOFFto examine the 
performance of proposed APSO_RLOFF. From the 
result, it was examined that APSO_RLOFF can 
achieve significant improvement in the accuracy 
solution for most of the problem space. Even 
though APSO_RLOFF performs better, it is having 
a limitation of consuming more time for execution 
process. To resolve this limitation alternated 
approach to Q-leering training phase will be 
introduced in future work. In the future, we will 
perform a thorough examination to uphold RL and 
further algorithms for diverse combinatorial 
optimization problems. 
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The effectiveness of the recently proposed EC 
based APSO RLOFF and three existing bio-inspired  
HUPEUMU-GRAM [16], HUIM-BPSO [7], and AGA_
RLOFF was evaluated in this section by comparing the 
quantity of HUIs identified in Two-Phase method.
Experiment is done with each dataset to evaluate the 
HUIs discovering capability of proposed APSO_RL-
OFF by the comparing with existing algorithm. Along 
horizontal axis, the δ  is varied by increasing with 
0.2 unit. From the trial, it is examined that quantity 
of discovered HUIs has been significantly improved 
in the APSO_RLOFF. (see Figure 4). The APSO_RLOFF 
discovers 89.6 percent, 85.4 percent, 98.7 percent, and 
96.8 percent of the total number of HUIs on the chess, 
Accident 10%, Mushroom, and Connect datasets, re-
spectively. 

5. Conclusion
To address the problem of HUIM, numerous con-
ventional meta-heuristic EC have been proposed in 
past recent years. However, in those approaches the 
control parameters were not appropriately initialized 
to constant value using standard benchmark range 
and those control parameters values are not problem 
specific. In the current research, problem specific 

and feedback based calibration of PSO control pa-
rameters called PSO_RLOFF is deployed to mine the 
HUIs from the given dataset. In APSO_RLOFF, control 
parameters namelyω , 1  and 2C  of PSO were care-
fully calibrated using off policy RL algorithm called 
Q-Learning. From the experimental results, it was 
observed that HUIM problem was efficiently handled 
by APSO_RLOFF. In the learning phase of APSO_RLOFF, 
Q-table values are updated during each episode and in 
testing phase, PSO control parameters are calibrated 
using Q-Table values.
Yardstick dataset namely Mushroom, Chess, Con-
nect and Accident_10% were used. Experiment was 
performed on those dataset using stat-of-the-art EC 
methods namely HUPEUMU-GRAM, HUIM BPSO, 
AGA_RLOFF and the proposed technique APSO_RL-
OFFto examine the performance of proposed APSO_
RLOFF. From the result, it was examined that APSO_
RLOFF can achieve significant improvement in the 
accuracy solution for most of the problem space. Even 
though APSO_RLOFF performs better, it is having a 
limitation of consuming more time for execution pro-
cess. To resolve this limitation alternated approach 
to Q-leering training phase will be introduced in fu-
ture work. In the future, we will perform a thorough 
examination to uphold RL and further algorithms for 
diverse combinatorial optimization problems.
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