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Currently, on the Internet, the information about agriculture is augmenting extremely; thus, searching for precise, 
relevant data of various details is highly complicated. To deal with particular difficulties like lower relevancy rate, 
false detection of retrieval resources, poor similarity rate, unstructured data format, multivariate data, irrelevant 
spelling, and higher computation time, an intelligent Information Retrieval (IR) system is required. An IR Frame-
work centered on Levenshtein Distance Weight-centric Ontology (LDW-Ontology) and Sutskever Nesterov Mo-
mentum-centred Bidirectional Encoder Representation from Transformer (SNM-BERT) methodologies is pre-
sented here to overcome the complications as mentioned earlier. Firstly, the data is pre-processed, transmuting 
the unstructured data into a structured format, thus mitigating the error probabilities. Then, the LDW-Crop On-
tology construction is done regarding the structured data. In the methodology presented, significance, frequency, 
and the suggestion of word in mind are considered to build Crop ontology. In the MongoDB database, the data 
being constructed are amassed. Then, by utilizing SNM-BERT, the data is trained for IR regarding clustered in-
put produced by Inter Quartile Pruning Range-centred Hierarchical Divisive Clustering (IQPR-HDC) model. The 
LDW is computed for the provided user query; subsequently, the similarity evaluation outcomes are obtained 
from the database. The experiential evaluation displays that when analogized with the prevailing methodologies, 
a better accuracy of 94 % for simple queries and 92% for complex queries is achieved. Along with retrieval rate 
with lower computation time is achieved by the proposed methodology.
KEYWORDS: Information Retrieval, Crop Ontology, MongoDB, Query, Natural Language Processing.



Information Technology and Control 2023/3/52732

1. Introduction
The data requested by the user on the Internet is 
processed using an information retrieval system. In 
recent years, on the web, a large quantity of informa-
tion has been stocked in electronic format, and due to 
this, there is a huge demand for IR systems. Regarding 
the user query, IR focuses on discovering appropriate 
documents from huge document repositories [17]. 
By implementing the semantic-centered meaning 
of the words in the context as a substitute for simple 
keyword-centered matching, semantic IR focuses on 
expanding the classical retrieval models [5]. In recov-
ering related documents from a huge repository of 
commercial, agricultural, medical, and educational, 
along with other documents, semantic information 
has its application [16, 23].
The agricultural experience motivates this research 
habits, related information, values concept, expert 
knowledge, and Agricultural Knowledge (AK), which 
is not only presented in the file but also utilized in ag-
ricultural production together with research in day-
to-day life, practices, procedures, work, case studies, 
and norms is termed as AK [21, 6]; in addition, it is 
action-oriented, focused on dynamic organization, 
user needs, along with driving programmers, which 
helps people in engaging directly in agricultural pro-
duction and economical operations. On the Internet, 
a massive quantity of data is available, which is in-
creasing exponentially [8, 15]. In IR techniques, anal-
ogous technological developments have not matched 
this unrestricted information expansion. An online 
search does not return related outcomes at all times 
for enormous causes [19]. Initially, the keywords us-
ers submit can be relevant to multiple topics; thus, the 
search outcomes are not focused on the subject of in-
terest [1]. Next, the question given by the user can be 
too short of capturing properly. Till the user sees the 
outcome, the user is not sure about what the person is 
searching for; even if the person knows, the user does 
not know how to create suitable questions [25].
The many questions conveyed to the IR system are 
ambiguous and imprecise [18]. The retrieval job is 
conducted by utilizing question representation along 
with document representation match scores [20]. 
The  real text of the document is not used by the re-
trieval methodology; alternatively, the documents 
are embodied by a catalog of indexes/keywords [10]. 
This provides the records in a sensible order. Most 

IR techniques deploy standard keyword-matching al-
gorithms to retrieve the related documents [2, 9, 27]. 
Alternatively, only some IR methodologies generate 
more related and actual outcomes. Conversely, when 
the ontology is merged with web languages, it is effi-
cient to symbolize information effectively in a struc-
tured and semi-structured manner [12]. The web 
search methodology for information representation 
not only helps in the symbolization of information 
with hierarchy but also in the preservation of inher-
itance in the hierarchy [4, 13]. These sorts of meth-
odologies will recover data not only with single-level 
legacy but also with multilevel inheritance. Thus, se-
mantic IR centered on ontology is more efficient for 
semantic evaluation and retrieval of related informa-
tion. 
The main motivation of this research is to present IR 
in a semantic way so that relevant data can be quickly 
fetched with high accuracy. But, there remain specific 
issues like low relevancy rate, unstructured data for-
mat, poor similarity rate, irrelevant spelling, multi-
variate data, high computation time, etc., which make 
the IR rate imprecise for agriculture. The system had 
evolved a crop IR based on LDW-Ontology and SNM-
BERT methodologies to deal with those problems.
The balance of the paper is arranged as below: the re-
view of current IR in the literature is given in Section 
2; the proposed techniques are illustrated in Section 
3; a comparative evaluation with other related meth-
ods to validate the proposed methodology is explained 
in Section 4; the conclusion along with the directions 
for further study is given in se Section 5 concludes the 
paper with future orders.

2. Review of Literature
Jain et al. [22] developed an ontology centered on do-
main-specific knowledge. Pre-defined domain ontol-
ogy, together with a global ontology, was deployed. A 
fuzzy ontology was made with the concept Net. The 
most semantically similar terms for a question were 
established by the evolved fuzzy ontology. A fuzzy 
membership function was built for the semantic links 
in the Global ontology Concept Net. Precision was sig-
nificant to the web series engine. Every indicator was 
enhanced by about 10% regarding the framework. On 
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different search engines, precision ranges from 0.75-
0.81 before query expansion, while accuracy ranges 
from 0.85-0.89 after query expansion. After the query 
expansion, the number of documents recovered was 
nearly enhanced by 1/1000, but it was impossible to 
handle multivariate data.
Boukhari et al. [11] utilized two methodologies to de-
termine the link betwixt text and a specific concept 
they are (a) Vector Space Model (VSM) and (b) De-
scription Logic (DL). VSM formed a partial match 
on documents and keywords from external assets. 
DL transmitted information in a suitable manner for 
enhanced competition. The contribution alleviated 
the constraint of the accurate match. It was utilized 
to index papers that used Medical Subject Headings 
(MeSH) thesaurus services with a close match. The 
trials were carried out on enormous corpora, which 
produced enhanced outcomes (+ 25% advancement 
in average accurateness analogized to earlier meth-
odologies). Nevertheless, the similarity rate was low.
Mahalakshmi et al. [14] produced DL techniques for 
text along with images individually. Firstly, based on 
Convolution Neural Networks (CNN), A VGGNet-19 
technique was used as a feature extractor; in addition, 
for picture retrieval, Euclidian distance-based sim-
ilarity measurement was utilized. Concurrently, the 
Bidirectional-Long Short-Term Memory (BiLSTM) 
technique was utilized to recover textual materials. Ev-
ery word was evaluated by the BiLSTM technique in a 
phrase consecutively, recovered the details, and incor-
porated them in the semantic vector. The constructed 
retrieval algorithms were analyzed on text and graph-
ics for standard and specialized areas (agriculture) 
with Yahoo, Google, and Corel10K datasets. Compared 
to other techniques, this approach attained accuracy, 
recall, and F-score of 93 %, 85 %, and 90 %, respectively. 
Nevertheless, the relevance rate was low.
Chiranjeevi et al. [3] developed a text IR scheme 
based on the Recurrent Convolution Neural Network 
(RCNN), which effectively retrieved text documents 
and information for the user query. For pre-process-
ing, retrieval with Term Frequency (TF)-Inverse 
Document Frequency (TF-IDF), and an RCNN classi-
fier to extract contextual information, Tokenization, 
and stemming were utilized. An actual-time sophis-
ticated search scheme was built on a massive gath-
ering of MAHE University datasets. The produced 
RCNN-centred text document IR technique per-

formed better regarding accuracy and recall, together 
with F-measure. A high-quality, high-performance 
text document retrieval search scheme was estab-
lished. However, the technique needed to be more ca-
pable of handling unstructured data formats.
Qiu et al. [7] presented a fuzzy IR methodology that 
merged deep learning and fuzzy set theory techniques 
to capture the associations between words and query 
language. This technique was used to place the relat-
ed characteristics of terms and get word embedding 
by large-scale data and the continuous-bag-of-words 
model. To develop retrieval effectiveness, it evaluated 
the relativity of words through word embedding with 
the feature of symmetry. According to the experimen-
tal data, the recall, accuracy, and harmonic average of 
two ratios of the devised technique surpassed those 
of the standard methodologies. Nevertheless, a signif-
icant amount of processing time is required to attain 
data.
Viji C. et al. [24] describes efficient Fuzzy based 
k-Nearest Neighbor Technique for Web Services 
Classification. It developed a farmer-centric crop 
ontology and IQPR (Inter Quartile Pruning Range) 
based Hierarchical divisive clustering technique to 
improve the precision and recall in agricultural infor-
mation retrieval. According to the experimental data, 
it produced a better recall and accuracy ratio. The 
space complexity can be improved by implementing 
the Merkle tree, and precision can still be enhanced 
using deep learning algorithms. 
The literature work discussed in the article has many                 
Pros. However, all techniques do not equalize their re-
sults. Some methods produce only accuracy and some                  
techniques only concentrate on precision and recall. 
Moreover, a few methodologies improve the time of In-
formation retrieval. This research focuses on improv-
ing the result in all metrics accuracy as well as time.

3. Methodology
Information technology has explored the increase of 
text document data in numerous businesses; thus, the 
structural arrangement of massive data is highly com-
plicated. The retrieval of crop data is a complex task 
owing to factors like unstructured data format, lower 
relevance, wrong spelling, poor similarity rate, longer 
computing time, multivariate data, et cetera. Crops IR 
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centered on LDW-Ontology and SNM-BERT meth-
odologies, exhibited in Figure 1, are presented here to 
overcome the aforementioned problems.

 

Figure 1
Proposed Crop Information retrieve framework

3.1. Pre-processing
The input data are structured in the pre-processing 
phase to enhance the quality of the text, potentially 
impacting the crop data evaluation.
a Stop word removal
In any language, stop words are the commonly uti-
lized words. “The” is the most frequently seen stop 
word. “a”, “and”, “but”, “how”, “or”, “what”, et cetera 
are certain other stop words that are frequently no-
ticed in the database. The words are prevented from 
being indexed with the aid of these stop words. Infor-
mation pertinent to web services is not possessed by 
stop words in the data. Thus, the stop words must be 
taken away. To avoid these stop words, the proposed 
methodology is developed.
b Tokenization
Firstly, by utilizing tokenization, the text is divided 
into a structured format. Here, the text is partitioned 
into smaller units termed tokens. The tokens can be 
words, sub-words, or characters. The text can be un-
derstood effortlessly with the aid of this process.
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Therefore, healthier text data is offered by the pre-
processing in which the highest priority is provided to 
the words, which aids in the crop data evaluation 
3.2. Crop Ontology 
In crop ontology, the complex data are structured into 
simplified data; thus, supporting the data to be amassed 
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are produced regarding relevance while retrieving data 
centered on ontology. To ameliorate the relevance 
efficacy, the LDW-Ontology methodology is presented 
here, thus, conquering the aforementioned problem. To 
calculate the vital data of a document by considering 
the word’s frequency along with significance, TF-IDF 
is employed here. However, the prevailing TF-IDF 
does not assess the spell-checking of the word or auto-
suggestion. Thus, the working mechanisms of LD are 
amalgamated to resolve the issue mentioned above. 
With this mechanism, the exact document is retrieved 
by the user by retaining the relevancy even if the 

spellings are not correct. At first, to specify the 
term importance, the weighting factor ijω  is 

gauged for every single term jχ  in document iD
. At last, every single document iD  is signified 
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Therefore, healthier text data is offered by the pre-pro-
cessing in which the highest priority is provided to the 
words, which aids in the crop data evaluation

3.2. Crop Ontology
In crop ontology, the complex data are structured 
into simplified data; thus, supporting the data to be 
amassed and retrieved effortlessly. However, poor IR 
outcomes are produced regarding relevance while re-
trieving data centered on ontology. To ameliorate the 
relevance efficacy, the LDW-Ontology methodology is 
presented here, thus, conquering the aforementioned 
problem. To calculate the vital data of a document by 
considering the word’s frequency along with signifi-
cance, TF-IDF is employed here. However, the pre-
vailing TF-IDF does not assess the spell-checking 
of the word or auto-suggestion. Thus, the working 
mechanisms of LD are amalgamated to resolve the 
issue mentioned above. With this mechanism, the ex-
act document is retrieved by the user by retaining the 
relevancy even if the spellings are not correct. At first, 
to specify the term importance, the weighting factor 

ijω  is gauged for every single term jχ  in document
iD . At last, every single document iD  is signified by 

a vector of weighted word stems.
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Terms, which are highly significant for content dis-
play, are differentiated with the aid of the term-weight-
ing process. Numerous theories have been provided; 
in addition, the weight of a term in a document vec-
tor may be computed in a range of methodologies like 
TF-IDF. This word weighting means that in particu-
lar papers, the supportive terms will exist often; how-
ever, they exist rarely somewhere else. The TF factor 
and the inverse document frequency are the ‘2’ com-
ponents included in the term weight; these elements 
must be distinguished. The number of times a term 
exists in a document is mentioned as TF (TF).
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where, the frequency of termin the document i is 
specified as ijF , and the total number of keywords in 
the document i is signified as iL . To differentiate one 
document from others, several weighting approaches 
are employed. This factor is termed IDF (IDF).
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where the number of documents is defined as the 
number of documents in which term exists is prof-
fered as jN . 
Regarding the LD, the resemblance amongst ‘2’ words 
are calculated as,
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Lastly, to create a composite weight for every single 
term in every single document, the conceptions of TF, 
IDF, along with LD are amalgamated.
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To build an ontology, the higher significant words are 
extracted along with they are organized in a data frame. 
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Classes, attributes, relations, instances, and axioms are 
the ‘5’ significant components utilizing which the 
knowledge of data along with the cloud server is 
formulated by ontology construction. A family of 
knowledge representation languages for authoring 
ontology is mentioned as Web Ontology Language 
(OWL). Ontology is proffered as the specialization of 
conceptualization. Providing knowledge on certain 
domains, which are understandable by computers along 
with developers, is the intention of ontology. As 
exhibited in Figure 2, regarding entropy values, the OWL 
file is generated by utilizing the protégé tool. 

Figure 2  LDW-Ontology Construction 

 
 

For aiding ontology meant for the Semantic Web, 
is done using protégé OWL, which is an open-
source tool. It is a plug-in expansion to the Protégé 
ontology development platform. Here, the users 
are permitted to alter ontology in the OWL and 
use a description logic classifier to retain the 
reliability of their ontology. Following are the 
steps involved in the OWL’s development using 
the protégé tool. 

Step 1: The ontology’s domain, along with scope, 
is estimated. After that, significant terms of the 
data frame are enumerated by reusing the 
prevailing ontology. 

Step 2: Secondly, classes together with the 
hierarchy of the classes are proffered, for instance, 
the collection of individuals and an object in the 
world regarding the LDW. 

Step 3: The facets of the slots are proffered; 
finally, the instances are created. 

3.2.1 Visualization 

Subsequent to the creation of the OWL file, by 
utilizing the protégé tool inbuilt with Eclipse 
Integrated Development Environment (IDE), it 
was visualized for further processing. Eclipse, 
which is an IDE, is utilized in computer 
programming. To customize the environment, a 
base workspace along with an extensible plug-in 
system is encompassed in this. Eclipse, which is 
written in Java, is primarily utilized to generate 
Java applications. However, plug-ins are also 
utilized to create applications in other 
programming languages like ABAP, Ada, C#, C, 
C++, FORTRAN, et cetera. Indented list, node-
ling along with the tree, Zoom able, and focus 
context are the ‘4’ methodologies involved in the 
visualization. 

• The indented list 
Here, the ontology’s taxonomy is illustrated after 
the file system explore-tree view. These 
methodologies are spontaneous along with 
effortless to espouse. Via the intended list 
paradigm with sub-classes, it is demonstrated by " 
is-a " inheritance relationships; then, the 
corresponding superclasses are indented to the 
right.  

• Node link and tree 
It is a model often utilized for ontology 
visualization. A set of interlinked nodes denotes 
ontology. A better summary of the hierarchy, 
along with connections, is provided by this model. 
However, when utilized to visualize over hundred 
nodes, it may create clustered displays. 

• Zoom able 
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Classes, attributes, relations, instances, and axioms 
are the ‘5’ significant components utilizing which the 
knowledge of data along with the cloud server is for-
mulated by ontology construction. A family of knowl-
edge representation languages for authoring ontology 
is mentioned as Web Ontology Language (OWL). On-
tology is proffered as the specialization of conceptu-
alization. Providing knowledge on certain domains, 
which are understandable by computers along with 
developers, is the intention of ontology. As exhibited 
in Figure 2, regarding entropy values, the OWL file is 
generated by utilizing the protégé tool.

Figure 2
LDW-Ontology Construction

 

For aiding ontology meant for the Semantic Web, is 
done using protégé OWL, which is an open-source 
tool. It is a plug-in expansion to the Protégé ontology 
development platform. Here, the users are permitted 
to alter ontology in the OWL and use a description 
logic classifier to retain the reliability of their ontol-
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ogy. Following are the steps involved in the OWL’s de-
velopment using the protégé tool.
Step 1: The ontology’s domain, along with scope, is 
estimated. After that, significant terms of the data 
frame are enumerated by reusing the prevailing on-
tology.
Step 2: Secondly, classes together with the hierarchy 
of the classes are proffered, for instance, the collec-
tion of individuals and an object in the world regard-
ing the LDW.
Step 3: The facets of the slots are proffered; finally, 
the instances are created.

3.2.1. Visualization
Subsequent to the creation of the OWL file, by utiliz-
ing the protégé tool inbuilt with Eclipse Integrated 
Development Environment (IDE), it was visualized 
for further processing. Eclipse, which is an IDE, is 
utilized in computer programming. To customize the 
environment, a base workspace along with an exten-
sible plug-in system is encompassed in this. Eclipse, 
which is written in Java, is primarily utilized to gen-
erate Java applications. However, plug-ins are also 
utilized to create applications in other programming 
languages like ABAP, Ada, C#, C, C++, FORTRAN, et 
cetera. Indented list, node-ling along with the tree, 
Zoom able, and focus context are the ‘4’ methodolo-
gies involved in the visualization.
 _ The indented list

Here, the ontology’s taxonomy is illustrated after the 
file system explore-tree view. These methodologies 
are spontaneous along with effortless to espouse. 
Via the intended list paradigm with sub-classes, it is 
demonstrated by “ is-a “ inheritance relationships; 
then, the corresponding superclasses are indented to 
the right. 
 _ Node link and tree

It is a model often utilized for ontology visualization. 
A set of interlinked nodes denotes ontology. A better 
summary of the hierarchy, along with connections, 
is provided by this model. However, when utilized to 
visualize over hundred nodes, it may create clustered 
displays.
 _ Zoom able

The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are pre-
sented by this methodology.

 _ Focus + context
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by em-
ploying the above methodologies.

3.3. MongoDB Database
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology struc-
tured data is amassed. MongoDB permits users to en-
hance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still sim-
ple to query along with the index. MongoDB has no 
pre-defined schema, unlike other relational databas-
es. MongoDB, which offers an affluent document-ori-
ented structure, is the fastest-emerging database.

3.4. Information Retrieval 
In this, the data pertinent to crops or agriculture are 
retrieved from the database data.

3.4.1. Clustering
In accordance with the content, the data is grouped 
into different classes by performing clustering. To 
handle uncertain data along with boosting the IR rate, 
the grouping of data is performed. Nevertheless, to 
handle the multivariate data, a higher computation 
time is required by the prevailing clustering method-
ologies; also, whilst validating the larger data deeply, 
a higher error rate is obtained. The IQPR-HDC mod-
el is developed here to overcome the aforementioned 
complications. Partitioning a set of objects into con-
sistent groups is the intention of this methodology.

Firstly, the data is regarded as a cluster ( )C
1ℜ ; then, 

concerning the similarity like ( )Cr1 , ( )Cr2 , ( )Cr3 , and 
( )Cr4 , the cluster is split. Let ( )C

1ℜ is considered to be 
split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by as-
signing ( )2=K .
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 
points are specified as C

1ℜ and the empty set is signi-
fied as β .Meanwhile, by utilizing Euclidean distance            
(EDi, j), for every single data ( ji,β ), the distance matrix 
is produced within the data points.
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The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are 
presented by this methodology. 

• Focus + context 
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by 
employing the above methodologies. 
 
3.3. MongoDB Database 
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology 
structured data is amassed. MongoDB permits users to 
enhance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still simple 
to query along with the index. MongoDB has no pre-
defined schema, unlike other relational databases. 
MongoDB, which offers an affluent document-oriented 
structure, is the fastest-emerging database. 
 
3.4. Information Retrieval  
In this, the data pertinent to crops or agriculture are 
retrieved from the database data. 
 
3.4.1. Clustering 
In accordance with the content, the data is grouped into 
different classes by performing clustering. To handle 
uncertain data along with boosting the IR rate, the 
grouping of data is performed. Nevertheless, to handle 
the multivariate data, a higher computation time is 
required by the prevailing clustering methodologies; 
also, whilst validating the larger data deeply, a higher 
error rate is obtained. The IQPR-HDC model is 
developed here to overcome the aforementioned 
complications. Partitioning a set of objects into 
consistent groups is the intention of this methodology. 
Firstly, the data is regarded as a cluster ( )C

1ℜ ; then, 

concerning the similarity like ( )Cr1 ( )Cr2 , ( )Cr3 , and 

( )Cr4 , the cluster is split. Let ( )C
1ℜ is considered to be 

split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by 

assigning ( )2=K . 
 
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 

points are specified as C
1ℜ and the empty set is signified 

as β .Meanwhile, by utilizing Euclidean distance            

( jiED , ), for every single data ( ji,β ), the distance 
matrix is produced within the data points. 
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For every single iji ββ ∈+
, , regarding the 

unweighted pair group mean average, the 
corresponding data are clustered. The average 
distance of the data points within the cluster iℜ  is 
calculated for the first iteration as, 
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where the Inter Quartile range (IQR), which 
retains the range of the data by the irrelevant data 
or outliers is specified as ( )mn×ℜΙ .The quartile 
score is obtained by dividing the absolute value of 
the individual feature value ( iℜ ) minus the 

median value ( ℜ~ ) by its IQR ( IQR ). It is 
expressed as, 
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where the upper and lower quartiles are signified 
as UI and LI . It is computed as, 
 

13 QQIQR −=   (15) 
 

)(5.13 IQRQIU +=   (16) 
 

)(5.11 IQRQI L −= ,  (17) 
 

where the IQR is specified as IQR , the third 
quartile range of the second half is signified and 
the second quartile range of the first half is 
proffered as 1Q . The median value, which is 
calculated by partitioning the data into ‘2’ halves 
is represented as the second and first half; in this, 
the first half is lesser than the median value 

(11)

  

The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are 
presented by this methodology. 

• Focus + context 
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by 
employing the above methodologies. 
 
3.3. MongoDB Database 
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology 
structured data is amassed. MongoDB permits users to 
enhance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still simple 
to query along with the index. MongoDB has no pre-
defined schema, unlike other relational databases. 
MongoDB, which offers an affluent document-oriented 
structure, is the fastest-emerging database. 
 
3.4. Information Retrieval  
In this, the data pertinent to crops or agriculture are 
retrieved from the database data. 
 
3.4.1. Clustering 
In accordance with the content, the data is grouped into 
different classes by performing clustering. To handle 
uncertain data along with boosting the IR rate, the 
grouping of data is performed. Nevertheless, to handle 
the multivariate data, a higher computation time is 
required by the prevailing clustering methodologies; 
also, whilst validating the larger data deeply, a higher 
error rate is obtained. The IQPR-HDC model is 
developed here to overcome the aforementioned 
complications. Partitioning a set of objects into 
consistent groups is the intention of this methodology. 
Firstly, the data is regarded as a cluster ( )C

1ℜ ; then, 

concerning the similarity like ( )Cr1 ( )Cr2 , ( )Cr3 , and 

( )Cr4 , the cluster is split. Let ( )C
1ℜ is considered to be 

split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by 

assigning ( )2=K . 
 
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 

points are specified as C
1ℜ and the empty set is signified 

as β .Meanwhile, by utilizing Euclidean distance            

( jiED , ), for every single data ( ji,β ), the distance 
matrix is produced within the data points. 
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For every single iji ββ ∈+
, , regarding the 

unweighted pair group mean average, the 
corresponding data are clustered. The average 
distance of the data points within the cluster iℜ  is 
calculated for the first iteration as, 
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where the Inter Quartile range (IQR), which 
retains the range of the data by the irrelevant data 
or outliers is specified as ( )mn×ℜΙ .The quartile 
score is obtained by dividing the absolute value of 
the individual feature value ( iℜ ) minus the 

median value ( ℜ~ ) by its IQR ( IQR ). It is 
expressed as, 
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where the upper and lower quartiles are signified 
as UI and LI . It is computed as, 
 

13 QQIQR −=   (15) 
 

)(5.13 IQRQIU +=   (16) 
 

)(5.11 IQRQI L −= ,  (17) 
 

where the IQR is specified as IQR , the third 
quartile range of the second half is signified and 
the second quartile range of the first half is 
proffered as 1Q . The median value, which is 
calculated by partitioning the data into ‘2’ halves 
is represented as the second and first half; in this, 
the first half is lesser than the median value 

(12)

For every single iji ββ ∈+
, , regarding the unweighted 

pair group mean average, the corresponding data are 
clustered. The average distance of the data points 
within the cluster i  is calculated for the first itera-
tion as,

  

The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are 
presented by this methodology. 

• Focus + context 
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by 
employing the above methodologies. 
 
3.3. MongoDB Database 
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology 
structured data is amassed. MongoDB permits users to 
enhance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still simple 
to query along with the index. MongoDB has no pre-
defined schema, unlike other relational databases. 
MongoDB, which offers an affluent document-oriented 
structure, is the fastest-emerging database. 
 
3.4. Information Retrieval  
In this, the data pertinent to crops or agriculture are 
retrieved from the database data. 
 
3.4.1. Clustering 
In accordance with the content, the data is grouped into 
different classes by performing clustering. To handle 
uncertain data along with boosting the IR rate, the 
grouping of data is performed. Nevertheless, to handle 
the multivariate data, a higher computation time is 
required by the prevailing clustering methodologies; 
also, whilst validating the larger data deeply, a higher 
error rate is obtained. The IQPR-HDC model is 
developed here to overcome the aforementioned 
complications. Partitioning a set of objects into 
consistent groups is the intention of this methodology. 
Firstly, the data is regarded as a cluster ( )C

1ℜ ; then, 

concerning the similarity like ( )Cr1 ( )Cr2 , ( )Cr3 , and 

( )Cr4 , the cluster is split. Let ( )C
1ℜ is considered to be 

split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by 

assigning ( )2=K . 
 
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 

points are specified as C
1ℜ and the empty set is signified 

as β .Meanwhile, by utilizing Euclidean distance            

( jiED , ), for every single data ( ji,β ), the distance 
matrix is produced within the data points. 
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For every single iji ββ ∈+
, , regarding the 

unweighted pair group mean average, the 
corresponding data are clustered. The average 
distance of the data points within the cluster iℜ  is 
calculated for the first iteration as, 
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where the Inter Quartile range (IQR), which 
retains the range of the data by the irrelevant data 
or outliers is specified as ( )mn×ℜΙ .The quartile 
score is obtained by dividing the absolute value of 
the individual feature value ( iℜ ) minus the 

median value ( ℜ~ ) by its IQR ( IQR ). It is 
expressed as, 
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where the upper and lower quartiles are signified 
as UI and LI . It is computed as, 
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)(5.13 IQRQIU +=   (16) 
 

)(5.11 IQRQI L −= ,  (17) 
 

where the IQR is specified as IQR , the third 
quartile range of the second half is signified and 
the second quartile range of the first half is 
proffered as 1Q . The median value, which is 
calculated by partitioning the data into ‘2’ halves 
is represented as the second and first half; in this, 
the first half is lesser than the median value 

(13)

where the Inter Quartile range (IQR), which retains 
the range of the data by the irrelevant data or outliers 
is specified as ( )mn×ℜΙ .The quartile score is obtained 
by dividing the absolute value of the individual fea-
ture value ( iℜ ) minus the median value (ℜ

~
) by its 

IQR (IQR). It is expressed as,

  

The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are 
presented by this methodology. 

• Focus + context 
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by 
employing the above methodologies. 
 
3.3. MongoDB Database 
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology 
structured data is amassed. MongoDB permits users to 
enhance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still simple 
to query along with the index. MongoDB has no pre-
defined schema, unlike other relational databases. 
MongoDB, which offers an affluent document-oriented 
structure, is the fastest-emerging database. 
 
3.4. Information Retrieval  
In this, the data pertinent to crops or agriculture are 
retrieved from the database data. 
 
3.4.1. Clustering 
In accordance with the content, the data is grouped into 
different classes by performing clustering. To handle 
uncertain data along with boosting the IR rate, the 
grouping of data is performed. Nevertheless, to handle 
the multivariate data, a higher computation time is 
required by the prevailing clustering methodologies; 
also, whilst validating the larger data deeply, a higher 
error rate is obtained. The IQPR-HDC model is 
developed here to overcome the aforementioned 
complications. Partitioning a set of objects into 
consistent groups is the intention of this methodology. 
Firstly, the data is regarded as a cluster ( )C

1ℜ ; then, 

concerning the similarity like ( )Cr1 ( )Cr2 , ( )Cr3 , and 

( )Cr4 , the cluster is split. Let ( )C
1ℜ is considered to be 

split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by 

assigning ( )2=K . 
 
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 

points are specified as C
1ℜ and the empty set is signified 

as β .Meanwhile, by utilizing Euclidean distance            

( jiED , ), for every single data ( ji,β ), the distance 
matrix is produced within the data points. 
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For every single iji ββ ∈+
, , regarding the 

unweighted pair group mean average, the 
corresponding data are clustered. The average 
distance of the data points within the cluster iℜ  is 
calculated for the first iteration as, 
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where the Inter Quartile range (IQR), which 
retains the range of the data by the irrelevant data 
or outliers is specified as ( )mn×ℜΙ .The quartile 
score is obtained by dividing the absolute value of 
the individual feature value ( iℜ ) minus the 

median value ( ℜ~ ) by its IQR ( IQR ). It is 
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where the upper and lower quartiles are signified 
as UI and LI . It is computed as, 
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)(5.11 IQRQI L −= ,  (17) 
 

where the IQR is specified as IQR , the third 
quartile range of the second half is signified and 
the second quartile range of the first half is 
proffered as 1Q . The median value, which is 
calculated by partitioning the data into ‘2’ halves 
is represented as the second and first half; in this, 
the first half is lesser than the median value 

(14)

where the upper and lower quartiles are signified as IU and IL. It is computed as,

  

The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are 
presented by this methodology. 

• Focus + context 
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by 
employing the above methodologies. 
 
3.3. MongoDB Database 
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology 
structured data is amassed. MongoDB permits users to 
enhance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still simple 
to query along with the index. MongoDB has no pre-
defined schema, unlike other relational databases. 
MongoDB, which offers an affluent document-oriented 
structure, is the fastest-emerging database. 
 
3.4. Information Retrieval  
In this, the data pertinent to crops or agriculture are 
retrieved from the database data. 
 
3.4.1. Clustering 
In accordance with the content, the data is grouped into 
different classes by performing clustering. To handle 
uncertain data along with boosting the IR rate, the 
grouping of data is performed. Nevertheless, to handle 
the multivariate data, a higher computation time is 
required by the prevailing clustering methodologies; 
also, whilst validating the larger data deeply, a higher 
error rate is obtained. The IQPR-HDC model is 
developed here to overcome the aforementioned 
complications. Partitioning a set of objects into 
consistent groups is the intention of this methodology. 
Firstly, the data is regarded as a cluster ( )C

1ℜ ; then, 

concerning the similarity like ( )Cr1 ( )Cr2 , ( )Cr3 , and 

( )Cr4 , the cluster is split. Let ( )C
1ℜ is considered to be 

split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by 

assigning ( )2=K . 
 
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 

points are specified as C
1ℜ and the empty set is signified 

as β .Meanwhile, by utilizing Euclidean distance            

( jiED , ), for every single data ( ji,β ), the distance 
matrix is produced within the data points. 
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For every single iji ββ ∈+
, , regarding the 

unweighted pair group mean average, the 
corresponding data are clustered. The average 
distance of the data points within the cluster iℜ  is 
calculated for the first iteration as, 
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where the Inter Quartile range (IQR), which 
retains the range of the data by the irrelevant data 
or outliers is specified as ( )mn×ℜΙ .The quartile 
score is obtained by dividing the absolute value of 
the individual feature value ( iℜ ) minus the 

median value ( ℜ~ ) by its IQR ( IQR ). It is 
expressed as, 
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where the upper and lower quartiles are signified 
as UI and LI . It is computed as, 
 

13 QQIQR −=   (15) 
 

)(5.13 IQRQIU +=   (16) 
 

)(5.11 IQRQI L −= ,  (17) 
 

where the IQR is specified as IQR , the third 
quartile range of the second half is signified and 
the second quartile range of the first half is 
proffered as 1Q . The median value, which is 
calculated by partitioning the data into ‘2’ halves 
is represented as the second and first half; in this, 
the first half is lesser than the median value 

(15)

  

The nodes in the lower levels of the hierarchy nested 
within their parents, along with smaller sizes, are 
presented by this methodology. 

• Focus + context 
The node in the center, together with the nodes linked 
around it to attain lesser space is represented by this 
model. Here, the nodes (classes) resist one another; 
conversely, the edges (links) attract them; therefore, 
semantically identical nodes are located close to one 
another. Thus, the OWL files are visualized by 
employing the above methodologies. 
 
3.3. MongoDB Database 
One of the document-oriented NoSQL databases is 
termed MongoDB. In the database, the ontology 
structured data is amassed. MongoDB permits users to 
enhance as the requirements alter since it possesses a 
flexible document data model. The data is amassed in 
collections created via individual document, which is 
nested in complex hierarchies; however, it is still simple 
to query along with the index. MongoDB has no pre-
defined schema, unlike other relational databases. 
MongoDB, which offers an affluent document-oriented 
structure, is the fastest-emerging database. 
 
3.4. Information Retrieval  
In this, the data pertinent to crops or agriculture are 
retrieved from the database data. 
 
3.4.1. Clustering 
In accordance with the content, the data is grouped into 
different classes by performing clustering. To handle 
uncertain data along with boosting the IR rate, the 
grouping of data is performed. Nevertheless, to handle 
the multivariate data, a higher computation time is 
required by the prevailing clustering methodologies; 
also, whilst validating the larger data deeply, a higher 
error rate is obtained. The IQPR-HDC model is 
developed here to overcome the aforementioned 
complications. Partitioning a set of objects into 
consistent groups is the intention of this methodology. 
Firstly, the data is regarded as a cluster ( )C

1ℜ ; then, 

concerning the similarity like ( )Cr1 ( )Cr2 , ( )Cr3 , and 

( )Cr4 , the cluster is split. Let ( )C
1ℜ is considered to be 

split randomly into ‘2’ clusters ( ( )iℜ , ( )jℜ ) by 

assigning ( )2=K . 
 
Let C

i 1ℜ=ℜ and β=ℜ j . Herein, the whole data 

points are specified as C
1ℜ and the empty set is signified 

as β .Meanwhile, by utilizing Euclidean distance            

( jiED , ), for every single data ( ji,β ), the distance 
matrix is produced within the data points. 
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For every single iji ββ ∈+
, , regarding the 

unweighted pair group mean average, the 
corresponding data are clustered. The average 
distance of the data points within the cluster iℜ  is 
calculated for the first iteration as, 
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where the Inter Quartile range (IQR), which 
retains the range of the data by the irrelevant data 
or outliers is specified as ( )mn×ℜΙ .The quartile 
score is obtained by dividing the absolute value of 
the individual feature value ( iℜ ) minus the 

median value ( ℜ~ ) by its IQR ( IQR ). It is 
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where the upper and lower quartiles are signified 
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where the IQR is specified as IQR , the third 
quartile range of the second half is signified and 
the second quartile range of the first half is 
proffered as 1Q . The median value, which is 
calculated by partitioning the data into ‘2’ halves 
is represented as the second and first half; in this, 
the first half is lesser than the median value 
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where the IQR is specified as IQR, the third quartile 
range of the second half is signified and the second 
quartile range of the first half is proffered as Q1. The 
median value, which is calculated by partitioning the 
data into ‘2’ halves is represented as the second and 
first half; in this, the first half is lesser than the me-
dian value whereas the second half is higher than the 
median value; subsequently, the median value is esti-
mated for the corresponding half.

The region with the largest distance is formed into 
the cluster ( )jℜ . Meanwhile, the alteration in the 
cluster is notated as,
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the average distance for the subsequent sections. 
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Until attaining the negative distance value, the iteration 
is repeated.After stopping the iteration, by calculating 
the diameter of the clusters and ( ))( jdia ℜδ , the 
splitting of the clusters takes place. 
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Next, a standardized cost pruning, which eliminated 
certain cluster parts like base roots, and branches, is 
utilized here to prevent the overfitting of the clustering; 
thus, promoting the healthy growth of the hierarchical 
clustering. It is executed as, 
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where the cluster’s cost complexity measure is notated 
as ccp∀ , the number of weak cluster nodes is 

symbolized as alphasccp _ψ .
 

At last, the process is repeated until obtaining an 
individual cluster, that is to say, ( )Cr1 , ( )Cr2 , ( )Cr3 , and 

( )Cr4 . 

3.4.2. Training 
To retrieve the data, the clustered data are trained under 
the SNM-BERT, which maintains the balance betwixt 
bias and variance.A better IR rate with minimized error 
loss can be achieved by balancing the bias and variance. 
A Transformer, which is an attention mechanism, is 
utilized in this model. It recognizes the contextual 

relations amongst words or sub-words in a text.Let
C

ir
be the clustered input text sequence; similarly, the 

corresponding vectoring model can be expressed 

as Τ=)(rf . After that, for all possible labels in 

the pre-defined category set { }cΤΤ=Τ ......1 , the 
conditional probability distributions are 
established.  
Following are the ‘3’ primary parts utilized for the 
construction of BERT. 
i) Input Layer  
Here, a tokenized sequence input text, which 
contains word, is pondered. 
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1=  symbolizes the thi  
word in the sequence.A simple text sequence or 
two text sequences in one token sequence (that is 
to say, [Question, Answer]) is explicitly 
represented by an input sequence. In this, the first 
token, which includes the special classification 
embedding, is [CLS]; to separate segments, 
another special token [SEP] is utilized, which may 
also specify the end of the sequence. Subsequently, 
to mitigate the vocabulary size, regarding Word 
Piece embeddings with a 30,000 token vocabulary, 
the tokens are segmented. For instance, the word 
"helping" is partitioned into "help" and "ing".After 
that, to transmute the one-hot vector for “help” 

Hℜ , an embedding matrix ( )Θ×Ν  is utilized. 
Lastly, to obtain the final input representations, 
position embedding is performed. 
ii) Bert Encoder 
Bert encoder contains merely 12 Transformer 
blocks along with 12 self-attention heads; thus, it 
does not permit over 512 tokens. A hidden state 
vector or a time-step sequence of hidden state 
vectors is obtained as the output of the BERT 
encoder [27]. In this methodology, the special 
[CLS]’s final remote state vector [ ] HCLSH ℜ∈  
is the aggregate representation of the sequence. 
Here, the dimension with a default value of 768 is 
notated as h. 
By employing Scaling Transformation (ST), the 
tokens are trained under dense layers in the BERT 
Encoder. The prevailing linear transformation, 
which creates warping effect frequency, does not 
retain non-linear relationships, thus, degrading the 
BERT’s performance. The ST utilized her to 
overcome the aforementioned problems. At first, 
by deploying the activation function, the text 
sequence is activated. It is signified as, 
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Afterward, the following formula is utilized to com-
pute the average distance for the subsequent sections.
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Until attaining the negative distance value, the itera-
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lating the diameter of the clusters and ( ))( jdia ℜδ , the 
splitting of the clusters takes place.
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Next, a standardized cost pruning, which eliminated 
certain cluster parts like base roots, and branches, is 
utilized here to prevent the overfitting of the cluster-
ing; thus, promoting the healthy growth of the hierar-
chical clustering. It is executed as,
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corresponding half. 
The region with the largest distance is formed into the 
cluster ( )jℜ . Meanwhile, the alteration in the cluster is 
notated as, 
 

{ }ΦℜΘ=ℜ nj  .   (18) 
Afterward, the following formula is utilized to compute 
the average distance for the subsequent sections. 
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Until attaining the negative distance value, the iteration 
is repeated.After stopping the iteration, by calculating 
the diameter of the clusters and ( ))( jdia ℜδ , the 
splitting of the clusters takes place. 
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Next, a standardized cost pruning, which eliminated 
certain cluster parts like base roots, and branches, is 
utilized here to prevent the overfitting of the clustering; 
thus, promoting the healthy growth of the hierarchical 
clustering. It is executed as, 
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where the cluster’s cost complexity measure is notated 
as ccp∀ , the number of weak cluster nodes is 

symbolized as alphasccp _ψ .
 

At last, the process is repeated until obtaining an 
individual cluster, that is to say, ( )Cr1 , ( )Cr2 , ( )Cr3 , and 

( )Cr4 . 

3.4.2. Training 
To retrieve the data, the clustered data are trained under 
the SNM-BERT, which maintains the balance betwixt 
bias and variance.A better IR rate with minimized error 
loss can be achieved by balancing the bias and variance. 
A Transformer, which is an attention mechanism, is 
utilized in this model. It recognizes the contextual 

relations amongst words or sub-words in a text.Let
C

ir
be the clustered input text sequence; similarly, the 

corresponding vectoring model can be expressed 

as Τ=)(rf . After that, for all possible labels in 

the pre-defined category set { }cΤΤ=Τ ......1 , the 
conditional probability distributions are 
established.  
Following are the ‘3’ primary parts utilized for the 
construction of BERT. 
i) Input Layer  
Here, a tokenized sequence input text, which 
contains word, is pondered. 

[ ]n
n

i
k rrrrr .......,, 2

3
2

2
1

1=  symbolizes the thi  
word in the sequence.A simple text sequence or 
two text sequences in one token sequence (that is 
to say, [Question, Answer]) is explicitly 
represented by an input sequence. In this, the first 
token, which includes the special classification 
embedding, is [CLS]; to separate segments, 
another special token [SEP] is utilized, which may 
also specify the end of the sequence. Subsequently, 
to mitigate the vocabulary size, regarding Word 
Piece embeddings with a 30,000 token vocabulary, 
the tokens are segmented. For instance, the word 
"helping" is partitioned into "help" and "ing".After 
that, to transmute the one-hot vector for “help” 

Hℜ , an embedding matrix ( )Θ×Ν  is utilized. 
Lastly, to obtain the final input representations, 
position embedding is performed. 
ii) Bert Encoder 
Bert encoder contains merely 12 Transformer 
blocks along with 12 self-attention heads; thus, it 
does not permit over 512 tokens. A hidden state 
vector or a time-step sequence of hidden state 
vectors is obtained as the output of the BERT 
encoder [27]. In this methodology, the special 
[CLS]’s final remote state vector [ ] HCLSH ℜ∈  
is the aggregate representation of the sequence. 
Here, the dimension with a default value of 768 is 
notated as h. 
By employing Scaling Transformation (ST), the 
tokens are trained under dense layers in the BERT 
Encoder. The prevailing linear transformation, 
which creates warping effect frequency, does not 
retain non-linear relationships, thus, degrading the 
BERT’s performance. The ST utilized her to 
overcome the aforementioned problems. At first, 
by deploying the activation function, the text 
sequence is activated. It is signified as, 
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fc
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where the cluster’s cost complexity measure is notat-
ed as ccp∀ , the number of weak cluster nodes is sym-
bolized as alphasccp _ψ .
At last, the process is repeated until obtaining an indi-
vidual cluster, that is to say, ( )Cr1 , ( )Cr2 , ( )Cr3 , and ( )Cr4 .

3.4.2. Training
To retrieve the data, the clustered data are trained 
under the SNM-BERT, which maintains the balance 
betwixt bias and variance.A better IR rate with mini-
mized error loss can be achieved by balancing the bias 
and variance. A Transformer, which is an attention 
mechanism, is utilized in this model. It recognizes 
the contextual relations amongst words or sub-words 
in a text.Let C

ir  be the clustered input text sequence; 
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similarly, the corresponding vectoring model can be 
expressed as Τ=)(rf . After that, for all possible la-
bels in the pre-defined category set { }cΤΤ=Τ ......1

, the 
conditional probability distributions are established. 
Following are the ‘3’ primary parts utilized for the 
construction of BERT.
1 Input Layer 
Here, a tokenized sequence input text, which contains 
word, is pondered. [ ]n

n
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k rrrrr .......,, 2
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2
2

1
1=  symbolizes 

the thi  word in the sequence.A simple text sequence or 
two text sequences in one token sequence (that is to 
say, [Question, Answer]) is explicitly represented by an 
input sequence. In this, the first token, which includes 
the special classification embedding, is [CLS]; to sepa-
rate segments, another special token [SEP] is utilized, 
which may also specify the end of the sequence. Subse-
quently, to mitigate the vocabulary size, regarding Word 
Piece embeddings with a 30,000 token vocabulary, the 
tokens are segmented. For instance, the word “helping” 
is partitioned into “help” and “ing”.After that, to trans-
mute the one-hot vector for “help” Hℜ , an embedding 
matrix ( )Θ×Ν  is utilized. Lastly, to obtain the final in-
put representations, position embedding is performed.
2 Bert Encoder
Bert encoder contains merely 12 Transformer blocks 
along with 12 self-attention heads; thus, it does not 
permit over 512 tokens. A hidden state vector or a 
time-step sequence of hidden state vectors is ob-
tained as the output of the BERT encoder [27]. In this 
methodology, the special [CLS]’s final remote state 
vector [ ] HCLSH ℜ∈  is the aggregate representation 
of the sequence. Here, the dimension with a default 
value of 768 is notated as h.
By employing Scaling Transformation (ST), the tokens 
are trained under dense layers in the BERT Encoder. 
The prevailing linear transformation, which creates 
warping effect frequency, does not retain non-linear re-
lationships, thus, degrading the BERT’s performance. 
The ST utilized her to overcome the aforementioned 
problems. At first, by deploying the activation function, 
the text sequence is activated. It is signified as,

 
 

 

whereas the second half is higher than the median value; 
subsequently, the median value is estimated for the 
corresponding half. 
The region with the largest distance is formed into the 
cluster ( )jℜ . Meanwhile, the alteration in the cluster is 
notated as, 
 

{ }ΦℜΘ=ℜ nj  .   (18) 
Afterward, the following formula is utilized to compute 
the average distance for the subsequent sections. 
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Until attaining the negative distance value, the iteration 
is repeated.After stopping the iteration, by calculating 
the diameter of the clusters and ( ))( jdia ℜδ , the 
splitting of the clusters takes place. 
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Next, a standardized cost pruning, which eliminated 
certain cluster parts like base roots, and branches, is 
utilized here to prevent the overfitting of the clustering; 
thus, promoting the healthy growth of the hierarchical 
clustering. It is executed as, 
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where the cluster’s cost complexity measure is notated 
as ccp∀ , the number of weak cluster nodes is 

symbolized as alphasccp _ψ .
 

At last, the process is repeated until obtaining an 
individual cluster, that is to say, ( )Cr1 , ( )Cr2 , ( )Cr3 , and 

( )Cr4 . 

3.4.2. Training 
To retrieve the data, the clustered data are trained under 
the SNM-BERT, which maintains the balance betwixt 
bias and variance.A better IR rate with minimized error 
loss can be achieved by balancing the bias and variance. 
A Transformer, which is an attention mechanism, is 
utilized in this model. It recognizes the contextual 

relations amongst words or sub-words in a text.Let
C

ir
be the clustered input text sequence; similarly, the 

corresponding vectoring model can be expressed 

as Τ=)(rf . After that, for all possible labels in 

the pre-defined category set { }cΤΤ=Τ ......1 , the 
conditional probability distributions are 
established.  
Following are the ‘3’ primary parts utilized for the 
construction of BERT. 
i) Input Layer  
Here, a tokenized sequence input text, which 
contains word, is pondered. 
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1=  symbolizes the thi  
word in the sequence.A simple text sequence or 
two text sequences in one token sequence (that is 
to say, [Question, Answer]) is explicitly 
represented by an input sequence. In this, the first 
token, which includes the special classification 
embedding, is [CLS]; to separate segments, 
another special token [SEP] is utilized, which may 
also specify the end of the sequence. Subsequently, 
to mitigate the vocabulary size, regarding Word 
Piece embeddings with a 30,000 token vocabulary, 
the tokens are segmented. For instance, the word 
"helping" is partitioned into "help" and "ing".After 
that, to transmute the one-hot vector for “help” 

Hℜ , an embedding matrix ( )Θ×Ν  is utilized. 
Lastly, to obtain the final input representations, 
position embedding is performed. 
ii) Bert Encoder 
Bert encoder contains merely 12 Transformer 
blocks along with 12 self-attention heads; thus, it 
does not permit over 512 tokens. A hidden state 
vector or a time-step sequence of hidden state 
vectors is obtained as the output of the BERT 
encoder [27]. In this methodology, the special 
[CLS]’s final remote state vector [ ] HCLSH ℜ∈  
is the aggregate representation of the sequence. 
Here, the dimension with a default value of 768 is 
notated as h. 
By employing Scaling Transformation (ST), the 
tokens are trained under dense layers in the BERT 
Encoder. The prevailing linear transformation, 
which creates warping effect frequency, does not 
retain non-linear relationships, thus, degrading the 
BERT’s performance. The ST utilized her to 
overcome the aforementioned problems. At first, 
by deploying the activation function, the text 
sequence is activated. It is signified as, 
 

[ ]Ζ=Π relu
fc
i act ,   
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where

 
 

 

whereas the second half is higher than the median value; 
subsequently, the median value is estimated for the 
corresponding half. 
The region with the largest distance is formed into the 
cluster ( )jℜ . Meanwhile, the alteration in the cluster is 
notated as, 
 

{ }ΦℜΘ=ℜ nj  .   (18) 
Afterward, the following formula is utilized to compute 
the average distance for the subsequent sections. 
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Until attaining the negative distance value, the iteration 
is repeated.After stopping the iteration, by calculating 
the diameter of the clusters and ( ))( jdia ℜδ , the 
splitting of the clusters takes place. 
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Next, a standardized cost pruning, which eliminated 
certain cluster parts like base roots, and branches, is 
utilized here to prevent the overfitting of the clustering; 
thus, promoting the healthy growth of the hierarchical 
clustering. It is executed as, 
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where the cluster’s cost complexity measure is notated 
as ccp∀ , the number of weak cluster nodes is 

symbolized as alphasccp _ψ .
 

At last, the process is repeated until obtaining an 
individual cluster, that is to say, ( )Cr1 , ( )Cr2 , ( )Cr3 , and 

( )Cr4 . 

3.4.2. Training 
To retrieve the data, the clustered data are trained under 
the SNM-BERT, which maintains the balance betwixt 
bias and variance.A better IR rate with minimized error 
loss can be achieved by balancing the bias and variance. 
A Transformer, which is an attention mechanism, is 
utilized in this model. It recognizes the contextual 

relations amongst words or sub-words in a text.Let
C

ir
be the clustered input text sequence; similarly, the 

corresponding vectoring model can be expressed 

as Τ=)(rf . After that, for all possible labels in 

the pre-defined category set { }cΤΤ=Τ ......1 , the 
conditional probability distributions are 
established.  
Following are the ‘3’ primary parts utilized for the 
construction of BERT. 
i) Input Layer  
Here, a tokenized sequence input text, which 
contains word, is pondered. 
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1=  symbolizes the thi  
word in the sequence.A simple text sequence or 
two text sequences in one token sequence (that is 
to say, [Question, Answer]) is explicitly 
represented by an input sequence. In this, the first 
token, which includes the special classification 
embedding, is [CLS]; to separate segments, 
another special token [SEP] is utilized, which may 
also specify the end of the sequence. Subsequently, 
to mitigate the vocabulary size, regarding Word 
Piece embeddings with a 30,000 token vocabulary, 
the tokens are segmented. For instance, the word 
"helping" is partitioned into "help" and "ing".After 
that, to transmute the one-hot vector for “help” 

Hℜ , an embedding matrix ( )Θ×Ν  is utilized. 
Lastly, to obtain the final input representations, 
position embedding is performed. 
ii) Bert Encoder 
Bert encoder contains merely 12 Transformer 
blocks along with 12 self-attention heads; thus, it 
does not permit over 512 tokens. A hidden state 
vector or a time-step sequence of hidden state 
vectors is obtained as the output of the BERT 
encoder [27]. In this methodology, the special 
[CLS]’s final remote state vector [ ] HCLSH ℜ∈  
is the aggregate representation of the sequence. 
Here, the dimension with a default value of 768 is 
notated as h. 
By employing Scaling Transformation (ST), the 
tokens are trained under dense layers in the BERT 
Encoder. The prevailing linear transformation, 
which creates warping effect frequency, does not 
retain non-linear relationships, thus, degrading the 
BERT’s performance. The ST utilized her to 
overcome the aforementioned problems. At first, 
by deploying the activation function, the text 
sequence is activated. It is signified as, 
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( )Ζ= ,0maxreluact ,    
 (25) 

where the fully connected layer for thi  layers is notated 
as fc

iΠ , the rectified linear unit activation function is 

symbolized as reluact , for every single word, the weight 

and bias are specified as iw and ib . Next, to the dense 
layer, the ST is performed as, 

[ ]ΖΨ=∀ ST
fc
i  ,    

 (26) 

where the ST function is signified as STΨ . It is 
formulated as, 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 

distributions [ ] θ,| CLSj HΥ over all categorical labels 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 
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where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
 
Figure 3 
Pseudo code for proposed SNM-BERT 
Information retrieval 
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where the fully connected layer for thi  layers is notat-
ed as 

 
 

 

whereas the second half is higher than the median value; 
subsequently, the median value is estimated for the 
corresponding half. 
The region with the largest distance is formed into the 
cluster ( )jℜ . Meanwhile, the alteration in the cluster is 
notated as, 
 

{ }ΦℜΘ=ℜ nj  .   (18) 
Afterward, the following formula is utilized to compute 
the average distance for the subsequent sections. 
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Until attaining the negative distance value, the iteration 
is repeated.After stopping the iteration, by calculating 
the diameter of the clusters and ( ))( jdia ℜδ , the 
splitting of the clusters takes place. 
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Next, a standardized cost pruning, which eliminated 
certain cluster parts like base roots, and branches, is 
utilized here to prevent the overfitting of the clustering; 
thus, promoting the healthy growth of the hierarchical 
clustering. It is executed as, 
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where the cluster’s cost complexity measure is notated 
as ccp∀ , the number of weak cluster nodes is 

symbolized as alphasccp _ψ .
 

At last, the process is repeated until obtaining an 
individual cluster, that is to say, ( )Cr1 , ( )Cr2 , ( )Cr3 , and 

( )Cr4 . 

3.4.2. Training 
To retrieve the data, the clustered data are trained under 
the SNM-BERT, which maintains the balance betwixt 
bias and variance.A better IR rate with minimized error 
loss can be achieved by balancing the bias and variance. 
A Transformer, which is an attention mechanism, is 
utilized in this model. It recognizes the contextual 

relations amongst words or sub-words in a text.Let
C

ir
be the clustered input text sequence; similarly, the 

corresponding vectoring model can be expressed 

as Τ=)(rf . After that, for all possible labels in 

the pre-defined category set { }cΤΤ=Τ ......1 , the 
conditional probability distributions are 
established.  
Following are the ‘3’ primary parts utilized for the 
construction of BERT. 
i) Input Layer  
Here, a tokenized sequence input text, which 
contains word, is pondered. 
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1=  symbolizes the thi  
word in the sequence.A simple text sequence or 
two text sequences in one token sequence (that is 
to say, [Question, Answer]) is explicitly 
represented by an input sequence. In this, the first 
token, which includes the special classification 
embedding, is [CLS]; to separate segments, 
another special token [SEP] is utilized, which may 
also specify the end of the sequence. Subsequently, 
to mitigate the vocabulary size, regarding Word 
Piece embeddings with a 30,000 token vocabulary, 
the tokens are segmented. For instance, the word 
"helping" is partitioned into "help" and "ing".After 
that, to transmute the one-hot vector for “help” 

Hℜ , an embedding matrix ( )Θ×Ν  is utilized. 
Lastly, to obtain the final input representations, 
position embedding is performed. 
ii) Bert Encoder 
Bert encoder contains merely 12 Transformer 
blocks along with 12 self-attention heads; thus, it 
does not permit over 512 tokens. A hidden state 
vector or a time-step sequence of hidden state 
vectors is obtained as the output of the BERT 
encoder [27]. In this methodology, the special 
[CLS]’s final remote state vector [ ] HCLSH ℜ∈  
is the aggregate representation of the sequence. 
Here, the dimension with a default value of 768 is 
notated as h. 
By employing Scaling Transformation (ST), the 
tokens are trained under dense layers in the BERT 
Encoder. The prevailing linear transformation, 
which creates warping effect frequency, does not 
retain non-linear relationships, thus, degrading the 
BERT’s performance. The ST utilized her to 
overcome the aforementioned problems. At first, 
by deploying the activation function, the text 
sequence is activated. It is signified as, 
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, the rectified linear unit activation function 
is symbolized as reluact , for every single word, the 
weight and bias are specified as iw  and ib . Next, to the 
dense layer, the ST is performed as,
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( )Ζ= ,0maxreluact ,    
 (25) 

where the fully connected layer for thi  layers is notated 
as fc

iΠ , the rectified linear unit activation function is 

symbolized as reluact , for every single word, the weight 

and bias are specified as iw and ib . Next, to the dense 
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where the ST function is signified as STΨ . It is 
formulated as, 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 

distributions [ ] θ,| CLSj HΥ over all categorical labels 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 
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where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
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iΠ , the rectified linear unit activation function is 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 

distributions [ ] θ,| CLSj HΥ over all categorical labels 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 
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where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 

 
( )

( )ttttttt

tttttttt

wf
wfww
µϑηµϑµ

µϑηµϑ
+∇−=

+∇−+=

+

+

1

1 ,

 (30)

 

 
where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
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3 Output Layer
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probabil-
ity distributions over pre-defined categorical labels 
along with forming a vector representation of the 
text sequence. Let the set of all trainable parameters 
for FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional proba-

bility distributions [ ] θ,| CLSj HΥ  
over all categorical 
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where the ST function is signified as STΨ . It is 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 

 
( )

( )ttttttt

tttttttt

wf
wfww
µϑηµϑµ

µϑηµϑ
+∇−=

+∇−+=

+

+

1

1 ,

 (30)

 

 
where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
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Let the true label of the input sequence c be t, the 
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[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and regarding the 
canonical cross-entropy function, the standard cal-
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where the ST function is signified as STΨ . It is 
formulated as, 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 

distributions [ ] θ,| CLSj HΥ over all categorical labels 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 
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where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
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The number of every single training batch is signified 
by the parameter batch size. The regularization strat-
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egy dropout is espoused along with the value always 
maintained at 0.1 to prevent overfitting. To optimize 
the error function, rather than the Adam optimizer, the 
SNM is utilized by the BERT. By achieving an effectual 
rate of weight decay per step by curtailing the original 
loss function, the SNM surpasses the Adam optimizer. 
During a smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training /
test accuracy is reduced when the LR is high. Thus, 
by utilizing the momentum and velocity updation, the 
SNM optimizer surpasses the prevailing difficulties.
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formulated as, 
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iii) Output Layer 
A simple softmax classifier is presented on the BERT 
encoder’s top to compute the conditional probability 
distributions over pre-defined categorical labels along 
with forming a vector representation of the text 
sequence. Let the set of all trainable parameters for 
FTS-BERT be θ ; in the output layer, the vector
[ ]CLSH  is transmuted into the conditional probability 

distributions [ ] θ,| CLSj HΥ over all categorical labels 
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where the trainable task-specific parameter matrix is 
exhibited as hcT ×ℜ∈γ and the number of labels is 
represented as c. 
Let the true label of the input sequence c  be t , the 
predicted outcome will be the label with the highest

[ ]( )( )θ,|maxarg CLSj HΥΡ=ΥΓ  value, and 
regarding the canonical cross-entropy function, the 
standard calculation loss ( )θ,Τℵ is computed as, 
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The number of every single training batch is signified 

by the parameter batch size. The regularization 
strategy dropout is espoused along with the value 
always maintained at 0.1 to prevent overfitting. To 
optimize the error function, rather than the Adam 
optimizer, the SNM is utilized by the BERT. By 
achieving an effectual rate of weight decay per 
step by curtailing the original loss function, the 
SNM surpasses the Adam optimizer. During a 
smaller Learning Rate (LR), the prevailing 
optimizer starts to converge; however, the training 
/test accuracy is reduced when the LR is high. 
Thus, by utilizing the momentum and velocity 
updation, the SNM optimizer surpasses the 
prevailing difficulties. 
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where the updated weights and current weights are 
illustrated as 1+tw and tw , the momentum and 

velocity update are depicted as tϑ and tµ , and the 

learning rate is notated as tη . 
The weights are updated regarding the SNM 
optimizer; then, the error minimization occurs 
rapidly with accurate data training. Figure 3 
illustrates the proposed SNM-BERT’s pseudo-
code. 
 
Figure 3 
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where the updated weights and current weights are il-
lustrated as 1+tw  and tw , the momentum and velocity 
update are depicted as tϑ  and tµ , and the learning rate 
is notated as tη .
The weights are updated regarding the SNM optimiz-
er; then, the error minimization occurs rapidly with 
accurate data training. Figure 3 illustrates the pro-
posed SNM-BERT’s pseudo-code.
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3.5. Processing of User Query 
By utilizing the SNM-BERT, the user query processing 
is performed following the IR system’s execution. In 
this, the user’s query by a semantic web search engine is 
inputted. The testing process of this model is identical to 
the training procedure. The user input query is pre-
processed; in addition, established the LDW for the 
input query. Subsequently, the higher prioritized word is 
connected with the trained database; then, by employing 
the SNM-BERT, the outcome is retrieved. 
 

4. Results and Discussion 
This part illustrates the performance of the crop IR 
system for the set of documents database with various 
formats of documents along with the evaluation of the 
proposed work. Regarding publically available datasets, 
the proposed IR is executed on the working platform of 
JAVA. 
 
4.1. Performance Analysis 
Regarding precision, recall, f-score, accuracy, returned 
vs. effective information, retrieved results, and query 
retrieval time, the proposed SNM-BERT is examined; in 
addition, the achieved outcomes are analogized with the 
prevailing techniques like Long Short Term Memory 
(LSTM), Bidirectional Long Short Term Memory 
(BILSTM), BERT, Attention Network (AN). The 
appraisal of the proposed methodology with the 
prevailing approaches is given below. 

 
Table 1 

Evaluation of proposed SMN-BERT based on 
various metrics 
 

Performance 
Metrics (%) 

Simple Queries 

LST
M 

BILS
TM 

BER
T AN 

Propose
d SNM-
BERT 

Precision 53.64 61.98 69.54 70.12 97.89 
Recall 62.12 65.14 72.45 73.45 86.45 
F-score 65.89 66.98 74.56 75.89 87.89 

Accuracy 71.24 74.52 76.54 77.89 94.56 
 Complex Queries 

Precision 51.24 60.88 67.89 68.98 95.64 
Recall 60.19 62.15 70.14 71.45 85.78 
F-score 62.45 63.45 71.45 74.89 85.99 

Accuracy 68.78 71.45 72.45 76.89 92.65 
 

The results of the prevailing techniques together 
with the proposed approach are illustrated in Table 
1. On simple and complex queries, the 
examination of metrics like accuracy, precision, F 
-score, and recall is implemented; in addition, 
these metrics aid in evaluating the training 
together with the testing capability of the proposed 
SNM-BERT against various queries to recover the 
crop data. Sustaining high values of the metrics 
symbolizes an enhanced technique to handle IR. 
Thus, the higher accuracy attained by the proposed 
approach for simple queries is 94.56% and for 
complex queries is 92.65%, while the accuracy 
obtained by the prevailing techniques for simple 
and complex queries ranges betwixt 71.24%-
77.89% and  68.78%-76.89%, respectively, are 
low. Regarding precision, recall, and F-score, the 
value  of the proposed technique for simple along 
with complex queries ranges betwixt 86.45%-
97.89% and 85.78% to 95.64%, but the prevailing 
techniques attain a lower value for simple along 
with complex queries, which ranges betwixt 
53.64%-75.89% and 51.24%-74.89% respectively. 
Hence, for uncomplicated and intricate questions, 
the proposed SNM-BERT gives enhanced 
performance. 

4.1.1 Performance Analysis for Simple Queries 
In Figure 4, based on returned Vs effective 
information retrieved results, and query retrieval 
duration, the performance of the proposed SNM-
BERT along with the existing methods is 
illustrated. 
Regarding returned Vs effective information, the 
proposed SNM-Bert for simple query is pictorially 
shown in Figure 4(a). The proposed approach 
returns 30 records of which 28 are dynamic, which 
is related information, while the prevailing LSTM, 
BILSTM, BERT, and AN return average records 
of 26 of which 18 records are dynamic, which 
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ing is performed following the IR system’s execution. 
In this, the user’s query by a semantic web search en-
gine is inputted. The testing process of this model is 
identical to the training procedure. The user input 
query is pre-processed; in addition, established the 
LDW for the input query. Subsequently, the higher 
prioritized word is connected with the trained da-
tabase; then, by employing the SNM-BERT, the out-
come is retrieved.

4. Results and Discussion
This part illustrates the performance of the crop IR 
system for the set of documents database with vari-
ous formats of documents along with the evaluation 
of the proposed work. Regarding publically available 
datasets, the proposed IR is executed on the working 
platform of JAVA.

4.1. Performance Analysis
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amined; in addition, the achieved outcomes are anal-
ogized with the prevailing techniques like Long Short 
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(AN). The appraisal of the proposed methodology 
with the prevailing approaches is given below.
The results of the prevailing techniques together with 
the proposed approach are illustrated in Table 1. On 
simple and complex queries, the examination of met-
rics like accuracy, precision, F -score, and recall is 
implemented; in addition, these metrics aid in evalu-
ating the training together with the testing capability 
of the proposed SNM-BERT against various queries 
to recover the crop data. Sustaining high values of the 
metrics symbolizes an enhanced technique to handle 
IR. Thus, the higher accuracy attained by the proposed 
approach for simple queries is 94.56% and for com-
plex queries is 92.65%, while the accuracy obtained 
by the prevailing techniques for simple and complex 
queries ranges betwixt 71.24%-77.89% and  68.78%-
76.89%, respectively, are low. Regarding precision, re-
call, and F-score, the value  of the proposed technique 
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Table 1
Evaluation of proposed SMN-BERT based on various metrics

Perfor-
mance 

Metrics 
(%)

Simple Queries

LSTM BIL-
STM BERT AN

Proposed 
SNM-
BERT

Precision 53.64 61.98 69.54 70.12 97.89

Recall 62.12 65.14 72.45 73.45 86.45

F-score 65.89 66.98 74.56 75.89 87.89

Accuracy 71.24 74.52 76.54 77.89 94.56

Complex Queries

Precision 51.24 60.88 67.89 68.98 95.64

Recall 60.19 62.15 70.14 71.45 85.78

F-score 62.45 63.45 71.45 74.89 85.99

Accuracy 68.78 71.45 72.45 76.89 92.65

for simple along with complex queries ranges betwixt 
86.45%-97.89% and 85.78% to 95.64%, but the prevail-
ing techniques attain a lower value for simple along 
with complex queries, which ranges betwixt 53.64%-
75.89% and 51.24%-74.89% respectively. Hence, for 
uncomplicated and intricate questions, the proposed 
SNM-BERT gives enhanced performance.

4.1.1. Performance Analysis for Simple Queries
In Figure 4, based on returned Vs effective informa-
tion retrieved results, and query retrieval duration, 
the performance of the proposed SNM-BERT along 
with the existing methods is illustrated.
Regarding returned Vs effective information, the 
proposed SNM-Bert for simple query is pictorially 
shown in Figure 4(a). The proposed approach returns 
30 records of which 28 are dynamic, which is related 
information, while the prevailing LSTM, BILSTM, 
BERT, and AN return average records of 26 of which 
18 records are dynamic, which changes with a broad 
margin along with causes mismatch of data.
The recovery percentage of the proposed approach with 
the prevailing methodologies is illustrated in Figure 
4(b). The scheme retrieves 94% of knowledge on the 
crop, while the information retrieved by the prevailing 
methodologies is LSTM (62%), BILSTM (68%), BERT 
(74%), and AN (75%) by using SNM-BERT. Thus, com-
pared to the proposed techniques, the prevailing ap-
proaches obtain a low recovery rate on crop information.
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The amount of time taken by the methodologies to re-
cover data is given in Figure 4(c). For query recovery, 
the SNM-BERT takes 7589ms, but the recovery rate 
of existing techniques is 12450ms (LSTM), 11670ms 
(BILSTM), 10235ms (BERT), and 9998ms (AN), 
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which is high. Thus, compared to prevailing tech-
niques, the proposed SNM-BERT takes less duration 
to retrieve the query.

4.1.2. Performance Analysis for Complex Queries
In Figure 5, the conclusion of the proposed SNM-
BERT along with existing LSTM, BILSTM, BERT, 
and AN for intricate queries regarding returned Vs 
effective information, retrieved outcomes, and query 
retrieval duration is illustrated.
The proposed SNM-Bert for intricate queries on the 
basis of returned Vs effective information is shown 
in Figure 5(a). The proposed approach returns 27 
records of which 25 are dynamic that is correlated 
information, while the prevailing techniques like 
LSTM, BILSTM, BERT, and AN returns an average of 
26 records of which 17 are dynamic that varies widely 
and ends up in data mismatch.
The recovery percentages of the proposed together 
with prevailing methodologies for complex questions 
are analogized in Figure 5(b). By utilizing SNM-BERT, 
92 % of crop information is retrieved by the scheme, 
but the existing techniques retrieve LSTM of 58%, BIL-
STM of 64%, BERT of 71%, and AN of 74%, which is low 
when analogized with the proposed methodologies.
Figure 5(c) depicts the time requisite by the ap-
proaches to achieve complex data. For complicated 
query recovery, the time used by the SNM-BERT 
is 9874ms, while 14560ms, 12458ms, 11478ms, and 
10254ms are utilized by the current LSTM, BILSTM, 
BERT, and AN methodologies, which is comparative-
ly high. Thus, compared to the prevailing techniques 
the proposed SNM-BERT performance is better.

5. Conclusion
The procedure of searching and achieving specific 
information regarding the requisite from a pool of ac-
cessible resources is referred to as IR. Query IR aids 
users in meeting their requirements in agriculture 
applications. Nevertheless, owing to poor relevance 
rates, excessive data mismatches, and other factors, 
attaining information remains hard. A new frame-
work centered on LDW-Ontology along with SNM-
BERT methods is evolved, in order to resolve the lim-
itations of the prevailing techniques and strengthen 
the query IR. To sustain a higher relevancy rate, the 

Figure 5
Graphical demonstration of proposed SNM-BERT for 
complex queries based on (a) returned Vs effective 
information (b) retrieved outcomes (c) query retrieval 
duration

 
 

 

 

(b) 

 

(c) 

 
Figure 5(c) depicts the time requisite by the approaches 
to achieve complex data. For complicated query 
recovery, the time used by the SNM-BERT is 9874ms, 
while 14560ms, 12458ms, 11478ms, and 10254ms are 
utilized by the current LSTM, BILSTM, BERT, and AN 
methodologies, which is comparatively high. Thus, 
compared to the prevailing techniques the proposed 
SNM-BERT performance is better. 
 
5. Conclusion 
The procedure of searching and achieving specific 
information regarding the requisite from a pool of 
accessible resources is referred to as IR. Query IR aids 
users in meeting their requirements in agriculture 
applications. Nevertheless, owing to poor relevance 

rates, excessive data mismatches, and other 
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construction has been done regarding frequency, 
importance, and the suggestion of words and then 
saved in a database. On the basis of clustered 
input, the saved data is used for training the SNM-
BERT. For simple and complex queries, the 
proposed approaches attain the accuracy of 94.56 
% and 92.65 %, likewise, the SNM-BERT 
recovers 94 % and 92 % of the information.  When 
recovering the data, SNM-BERT takes 7589ms 
and 9874ms for simple along with complex 
queries respectively. Thus, the proposed SNM-
BERT surpasses the prevailing algorithms for 
basic and intricate queries. 
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the SNM-BERT. For simple and complex queries, the 
proposed approaches attain the accuracy of 94.56 % 
and 92.65 %, likewise, the SNM-BERT recovers 94 
% and 92 % of the information.  When recovering the 

data, SNM-BERT takes 7589ms and 9874ms for sim-
ple along with complex queries respectively. Thus, the 
proposed SNM-BERT surpasses the prevailing algo-
rithms for basic and intricate queries.
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