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The industrial revolution in recent years made massive uses of Internet of Things (IoT) applications like smart 
cities’ growth. This leads to automation in real-time applications to make human life easier. These IoT-en-
abled applications, technologies, and communications enhance the quality of life, quality of service, people’s 
well-being, and operational efficiency. The efficiency of these smart devices may harm the end-users, misuse 
their sensitive information increase cyber-attacks and threats. This smart city expansion is difficult due to cy-
ber attacks. Consequently, it is needed to develop an efficient system model that can protect IoT devices from 
attacks and threats. To enhance product safety and security, the IoT-enabled applications should be monitored 
in real-time. This paper proposed an efficient feature selection with a feature fusion technique for the detection 
of intruders in IoT. The input IoT data is subjected to preprocessing to enhance the data. From the preprocessed 
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data, the higher-order statistical features are selected using the proposed Decision tree-based Pearson Correla-
tion Recursive Feature Elimination (DT-PCRFE) model. This method efficiently eliminates the redundant and 
uncorrelated features which will increase resource utilization and reduces the time complexity of the system. 
Then, the request from IoT devices is converted into word embedding using the feature fusion model to en-
hance the system robustness. Finally, a Deep Neural network (DNN) has been used to detect malicious attacks 
with the selected features. This proposed model experiments with the BoT-IoT dataset and the result shows the 
proposed model efficiency which outperforms other existing models with the accuracy of 99.2%. 
KEYWORDS: Attack Detection, Internet of Things (IoT), Deep learning, Decision Tree, Recursive Feature 
Elimination, Deep neural network, BoT-IoT.

1. Introduction
The advanced technologies evolution is recently fo-
cused on research that will automate everything us-
ing the computer networks connected to the devices. 
This revolution of the digital industry enhances the 
human life quality and sends trillion of information 
through these technologies. The IoT sensors can cre-
ate a large volume of data that can be processed and 
transferred in IoT environments such as healthcare, 
retail, transport, and automotive industries. More in-
dustries have researched how the IoT can increases 
goods and services, business ethics, and organization-
al changes using Machine and Deep Learning models. 
The ML and DL approaches increase the reliability, 
efficiency, and production of the companies with the 
help of sensors, applications, and programs. 
The IoT machine-to-machine communication and 
person-to-person communication are made through 
Network packets and protocols. This can have vari-
ous bugs and flaws that are abused by attackers day by 
day. The network attackers use this process to make 
susceptible information and corrupt the devices and 
resources [20]. If the attackers are stopped by the IoT 
cybersecurity then it is estimated to lose the compa-
nies cost around $90 trillion by the year 2030 [29]. The 
most normal risk in IoT is malware that is abused by ze-
ro-day attacks. The attackers produce the threats to the 
computer activities using various approaches such as 
Denial of Service (DoS), Progressive Determined risk 
(PR), and Decentralized DoS (DDoS). The approaches 
such as security protocols, access control mechanisms, 
biometric discovery models, and cryptography are not 
sufficient to provide protected infrastructure. 
With the advancement in network security, attack 
detection systems are significant that can detect and 
address all network attacks through advanced algo-

rithms. Some of the researchers reported that 70% 
of IoT devices are focused on a variety of network 
threats that make the most of 15 different vulnerabil-
ities, such as encryption and password security. The 
domain in which IoT is widely used in smart homes, 
smart transportation, smart cities, smart agricul-
ture, supply chain system, hospital, smart grid system 
and earthquake detection, and so on [6],[25]. For the 
malicious agents, IoT application is vulnerable that 
making the devices of IoT a source of attacks on di-
verse domains, and making the devices engaged. The 
wireless medium is used by the IoT devices IoT to 
transmit data that makes them quickly esteem for an 
attack. The usual communication threat of the local 
network is restricted to limited nodes, but IoT attack 
covers the maximum area and has disturbing effects 
on IoT [18]. Protected IoT communicationsareneed-
edthe guard against cyber attacks. To the vulnerabil-
ity of the IoT devices, the security measures become 
vulnerable.

1.1. Objectives
 _ To review the recent papers on attack detection 

models in IoT, and also to define the clear problem 
definition on the same aspect.

 _ To find efficient feature selection models to choose 
the most important and relevant features that can 
ensure detection accuracy. 

 _ To find an optimal hyperparameter and train 
the classification model with that parameters to 
reduce the false prediction rate.

1.2. Motivation 
The driving nature of IoT is forced for home automa-
tion, modern healthcare, smart cities, and improved 
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manufacturing. The government machinery, busi-
nesses, and communities are pushed to form a con-
nected knowledge-based networking system. The IoT 
policy and elegant advanced approaches are complex 
in smart homes, healthcare, smart cities, smart trans-
portation, and smart grids. Anomaly detection in IoT 
is an upcoming research concern. Threats in IoT 
are increasing research interest with the use of IoT 
environments in all fields. As the result of multiple 
protocols addition, thousands of threats are recog-
nized to come out regularly. These attacks are minor 
variations of previous known cyber attacks. It shows 
that even with sophisticated approaches like cryp-
tography are hard to identify the tiny modification of 
these threats within a time. The success rate of using 
ML and DL approaches in various big data sectors 
has identified that assistance to cyber security. With 
the motivation, this approach use ML and DL-based 
methods for feature selection and classification sys-
tem to detect attacks in the IoT environment.

1.3. Contribution of the Work
The major contribution of this paper is as follows. 
 _ Preprocessing: the input data is preprocessed 

to enhance the quality of the dataset using four 
methods such as data cleaning, log processing, 
normalization, and one hot encoding approach. 

 _ Feature Selection: An enhanced data processing 
approach using Decision Tree (DT) with Pearson 
Correlation-based Recursive Feature Elimination 
(DT-RFE) is proposed to find the features that also 
reduce the feature dimension. This proposed model 
removes the redundant data and also discards the 
uncorrelated data from the BoT-IoT dataset. 

 _ Feature fusion: the Multimodal feature fusion 
enhances the system robustness by deciding whether 
the feature gets weight value or not. This will also 
increase the system’s interpretability. The weights 
assigned to the selected features have been used for 
the neural network in the classification phase. 

 _ Classification: Optimized DNN model has been 
used to learn the different features selected from 
DTPCRFE to predict the various types of attacks. 

The remaining section of this paper is stated as fol-
lows: Related work is discussed in Section 2. Section 
3 described the dataset with its feature description. 
Section 4 introduced the proposed system model and 

methods. Section 5 discussed the experimental and 
comparative result analysis and Section 6 concludes 
the proposed model with its future scope. 

2. Related Works
This section discusses the recent works of literature 
on attack detection models in the IoT environment. 
Kan et al. [10] have explained that in network security, 
it is significant to detect attacks in IoT networks. In 
their paper, they proposed an attack detection meth-
od for an IoT system based on the Adaptive Particle 
Swarm Optimization Convolutional Neural Network 
(APSO-CNN). Their proposed algorithm optimiz-
es the one-dimensional CNN parameters. For the 
fitness of the composing method, the cross-entropy 
loss of their obtained trained CNN value is consid-
ered. Parthasarathi et al. [23] have explained about 
decision tree structure and the use of the tree for 
key management is group communication. From the 
simulated outcome the effectiveness and reliability 
of the algorithm are found and the IoT attack detec-
tion is exposed. Pecori et al. [24] have explained the 
involvement of IoT in the daily lives of humans. They 
demonstrated the detection of traffic in the network 
and classification of the detected network. In their 
paper, they introduced a large dataset to detect the 
traffic in the network. With the help of the deep net-
work model, they examined binary classification and 
multinominal classification.
Nimbalkarand Kshirsagar [22] have explored various 
attacks on IoT due to the occurrence of vulnerabili-
ties in devices. They stated that detection of attack 
is a tedious process for the machine learning (ML) 
method due to the occurrence of features of traffic in 
IoT systems. Their paper presented a feature selec-
tion for intrusion recognition systems for the expo-
sure of DoS and DDoS attacks. Using the insertion op-
eration and union operation the sunsets of features in 
the proposed system are obtained. The valuation and 
verification of their proposed method are performed 
based on IoT-BoT, and KDD Cup 1999 datasets with a 
JRip classifier. Atul et al. [5] have exposed that digital 
transmission is offered an efficient communication 
stage to share and relocate information. Some of the 
system challenges they mentioned are security bar-
riers, abnormality, and failure in service. Their paper 



Information Technology and Control 2022/4/51774

analyzed and provided a communication pattern us-
ing Energy-Aware Smart Home (EASH) framework. 
The irregularity sources of the announcement stan-
dard are differentiated using the method of machine 
learning. The performance, accuracy, and effective-
ness are measured with the help of the composing 
method
Rahman et al. [27] have proposed an IDS approach 
namely the Scalable Machine Learning for IoT-En-
abled Smart Cities. Their paper addressed the restric-
tion of centralized IDS by proposing semi-distribut-
ed and distributed methods. They interconnected 
efficient feature extraction and feature selection. 
To allocate the tasks, they developed parallel ma-
chine-learning techniques. Their results obtained 
provide an attack detection accuracy and building 
time performance. Guet al. [7] have explored that the 
security and privacy issues in IoT stimulate more and 
more concentration. They described that IoT attacks 
are causing incredible defeat to the IoT networks and 
threatening the safety of humans. They proposed a 
reinforcement learning-based threat detection model 
that detects the pattern of attack and its transforma-
tion. In their paper, they also explored the IoT traffic 
features and use entropy-based metrics to predict the 
attacks in IoT networks.
Krishna and Thangavelu [12] have examined the DoS 
attack in the IoT system. They demonstrated the se-
curity issues and attack that takes place on IoT devic-
es. To detect the attack, they proposed two algorithms 
a hybrid meta-heuristic lion and a Firefly optimi-
zation algorithm (ML-F). They used NSL-KDD and 
IoT datasets for performing the analysis. Their pro-
posed algorithm attains a maximum performance 
and classifies the attacks respectively. Lian et al. [31] 
developed a Decision tree with a Recursive feature 
elimination-based to choose the features. They used a 
stacking fusion model to fuse various ML algorithms 
for the detection of attacks using the NSL-KDD data-
set and secured more than 98% of accuracy. Yang et 
al. [32] developed an IDS system using a knowledge 
graph and statistical feature selection model. They 
used CNN and BiLSTM to identify the malicious at-
tacks. The obtained accuracy was 90.01 % using the 
NSL-KDD dataset. 
Sagu et al. [26] developed a hybrid NN model for the 
detection of attacks in IoT. It combines CNN and 
DBN to detect attacks. Further, this model is en-

hanced with the Seagull Adopted Elephant Herding 
optimization (SAEHO) model to tune the weights 
for better detection. Anwer et al. [4] evaluated the 
ML-based approaches for malicious traffic attack de-
tection. It used three approaches Support vector ma-
chine (SVM), Gradient boosted decision trees (GB-
DT), and Random forest (RF) for attack detection in 
IoT. Among the approaches, Random forest secured 
improved accuracy of 85.34% using the NSL-KDD 
dataset. Inayat et al., [8] reviewed the learning-based 
ML and DL methods for attack detection in IoT. They 
also discussed the recent research publications and 
also future research scope of attack detection. 
Yadav et al. [30] developed Auto Encoder with DNN 
based attack detection model to detect the network 
attacks in 5G connections. The AE model reduces 
the detection time and improves accuracy, precision, 
and recall. This model secured 99.76% of accuracy for 
attack detection.Garagei et al. [1] used both machine 
and deep learning models such as Decision tree, SVM, 
KNN, EL, PCA, CNN, AE, RNN, and GAN using vari-
ous datasets to obtain improved accuracy. Ioannou et 
al. [9] detect forward and blackhole network attacks 
using SVM. For experiment analysis, the IoT test bed 
dataset has been used. The existing research works 
still lack accuracy and robustness. Feature selection 
models are to be concentrated which will increase 
the detection rate of attacks. Hence, in this paper, the 
Feature re-selection model is proposed and the DL 
model has been used for classification. 

3. Materials and Methods
The BoT-IoT dataset contains normal IoT network 
traffic with various attacks and it represents the real 
IoT ecosystem. It is created by the cyber center of 
new south Wales University in 2018 [11]. The ma-
licious traffic was created with intelligent systems 
including remotely operated garage doors, smart 
fridges, intelligent thermostats, and motion-con-
trolled lights. It contains 73000000 instances with 
42 features. Each instance is classified as an attack 
or normal. The instances are categorized into four 
attacks such as DoS, DDoS, reconnaissance, and in-
telligence stealing. Some of the superfluous features 
are removed and the remaining features and attacks 
are listed in Tables 1-2.
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Table 1
BoT-IoT superfluous feature set

Feature Number Feature Description Data type

f1 _pkSequence
ID Row_identifier Int

f2 _Start time Record_Start_Time Float

f3 _Flags Flow state flag Categorical

f4 _Protocol Protocol textual representation Categorical

f5 _Source port Port number of the source Categorical

f6 _Destination
port Port number of the destination Categorical

f7 _Packets Total number of packets in a transaction Int

f8 _State State of the transaction Categorical

f9 _Dur The total duration of the record Float

f10 _Mean Aggregated record avg duration Float

f11 _Dpkts Count of destination to source Int

f12 _Sbytes Byte count from source to destination Int

f13 _Dbytes Byte count from destination to source Int

f14 _TBpSIP Total No. of bytes per source IP Int

f15 _TPPProto Total No. of packets per protocol Int

f16 _ARPProto
PSrcIP Avg rate per protocol per source IP Float

f17 _ARPProto
PDport Avg rate per protocol per destination port Float

f18 _PktsPStateP
ProtocolPSrcIP

No. of packets grouped by the state of flows and 
protocols per source IP Integer

f19 _Srate A packet of the source to destination per second Float

Table 2
Attacks with instances in the BoT-IoT dataset

BoT-IoT Category Total number of instances

Normal 9658

Attacks

DoS 254659

DdoS 12123565

Reconnaissance 1593444

Information theft 1654
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4. Proposed Methodology Design
This section presents the overall architecture of the 
proposed attack detection model for IoT and discuss-
es preprocessing feature selection, and detection 
methodologies.

4.1. System Architecture 
The overall architecture of the proposed model is 
shown in Figure 1. This Attack detection system 
consists of four phases such as (i) preprocessing (ii) 
feature selection (iii) feature fusion and (iv) classi-
fication of attack detection. Data preprocessing will 
improve the dataset quality using the approaches 
such as data cleaning, log processing, normalization, 
and one hot encoding. The feature selection phase ex-
tracts acts the important and relevant features using 

Figure 1
Overview of Proposed Attack Detection model for IoT

the proposed DT-PCRFE approach. Feature fusion 
enhances the system’s robustness by deciding wheth-
er the feature gets weight value or not. This will also 
increase the system’s interpretability. This phase also 
covers the features as vectors for further processing. 
Next, the DNN classifier is used to detect the mali-
cious requests or attacks from the IoT device requests 
using the extracted features

4.2. Data Preprocessing
The initial input data are difficult to process due to 
the large volume of network traffic to detect the at-
tacks with all the features which have different forms 
either numeric or non-numeric data. to solve the 
constraint issues of non-numerical features and en-
hance the quality of the datasets, this paper used four 
approaches for preprocessing which include data 
cleaning, log processing, Normalization, and one-hot 
encoding [15].
Data cleaning removes the redundant data by detecting 
duplicate values. For both training and testing datasets, 
the data cleaning is performed. The symbolic features 
are converted into numerical features since ML and 
DL approaches are working on real number vectors 
[13]. The feature label is categorized into normal and 
abnormal network traffic. It is considered an attack 
and it is classified as DoS, DDoS, Reconnaissance, and 
Information Theft. Log processing efficiently reduces 
the difference between the features of the data. The 
features that have the larger values are treated as an 
outlier that will affect the system performance. Hence, 
the log function denoted in Equation (1) is executed to 
reduce the dimensionality that transforms the feature 
value to the same granularity value.
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of values between [0,1] providing the importance of 
each feature.  Finally, one hot is encoding to convert 
the categorical data to unique values that assign the 
current category value as bit 1 and the other as 0. 
This will improve the DL model with better input 
vectors [16].  For example, the DoS label features 
are converted to the form of [1,0,0,0,0]. 
 
These transformed datasets are then given as input to 
the feature selection process using the proposed 
Decision tree with the Pearson Correlation RFE 
model 
 
Algorithm 1: Preprocessing 
Input: Data D with features 𝑓𝑓𝑓𝑓1, 𝑓𝑓𝑓𝑓2 …𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀 
Output: transformed features 𝐷𝐷𝐷𝐷′ = 𝑓𝑓𝑓𝑓1′, 𝑓𝑓𝑓𝑓2′ …𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀′ 
Step 1: for i=1 to n 
Step 2: if (𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 = =symbol) then 
Step 3: Apply python Scikit learn to map the 
symbols into numeric 

 Step 4:Data cleaning, Log processing using 
Equation (1), Normalization using Equation (2) and 
One-hot encoding of categorical features. 

(2)

where, i – feature, j – a record of the dataset and Max(fi), 
Min(fi) are the maximum and minimum values of the 
features respectively. Hence, all the continuous value 
features are mapped into the range of values between 
[0,1] providing the importance of each feature. Finally, 
one hot encoding is to convert the categorical data to 
unique values that assign the current category value as 
bit 1 and the other as 0. This will improve the DL model 
with better input vectors [16]. For example, the DoS la-
bel features are converted to the form of [1,0,0,0,0].
These transformed datasets are then given as input to 
the feature selection process using the proposed De-
cision tree with the Pearson Correlation RFE model.

Algorithm 1: Preprocessing
Input: Data D with features f1, f2... fn

Output: transformed features D' = f '1, f '2... f ' n 
Step 1: for i=1 to n
Step 2: if (fi = = symbol) then
Step 3: Apply python Scikit learn to map the symbols 
into numeric
Step 4: Data cleaning, Log processing using Equation 
(1), Normalization using Equation (2) and One-hot 
encoding of categorical features.
Step 5:else 
Step 6:Data cleaning, Log processing using Equation 
(1), Normalization using Equation (2) and One-hot 
encoding of categorical features.
Step 7:End if
Step 8: End for

4.3. Feature Extraction Using Proposed 
Decision Tree with PCRFE (DT-PCRFE)
Once the data preprocessing is over, it is difficult to 
give input directly to the learner due to the high di-
mensionality. Therefore, it is important to select rele-
vant features to train the ML and DL models. The good 
feature selection approach selects the most relevant 
features which will improve the detection accuracy 
of the classifier. In this paper, a novel feature selec-
tion model called DT-PCRFE has been proposed. The 
PCRFE is an iteratively building model and selects 
the relevant as well as irrelevant features based on 

the coefficients. The recursive process is continued 
for all the features and selected features are grouped 
as a vector for further processing and the remaining 
features are eliminated. If the relationship between 
the feature and its response variable is nonlinear then 
tree-based methods are used which do not requires a 
much-debugging process. In this work, the decision 
tree model has been used for this purpose. 
Decision Tree (DT) used the information entropy in-
dex for its feature selection. The tree computes the 
information entropy of the data and split it layer by 
layer. At last, each instance is separately divided. En-
tropy is a measure to determine the ambiguity of the 
random feature. For example, D is the random vari-
able having a limited number of values and the proba-
bility distribution of D is denoted in Equation (3)

  

Step 5:else   
Step 6:Data cleaning, Log processing using Equation (1), 
Normalization using Equation (2) and One-hot encoding 
of categorical features. 
Step 7:End if 
Step 8: End for 
 
4.3 Feature Extraction Using Proposed Decision Tree 

With PCRFE (DT-PCRFE) 
 
Once the data preprocessing is over, it is difficult to give 
input directly to the learner due to the high dimensionality. 
Therefore, it is important to select relevant features to train 
the ML and DL models. The good feature selection 
approach selects the most relevant features which will 
improve the detection accuracy of the classifier. In this 
paper, a novel feature selection model called DT-PCRFE 
has been proposed. The PCRFE is an iteratively building 
model and selects the relevant as well as irrelevant features 
based on the coefficients. The recursive process is 
continued for all the features and selected features are 
grouped as a vector for further processing and the 
remaining features are eliminated.  If the relationship 
between the feature and its response variable is nonlinear 
then tree-based methods are used which do not requires a 
much-debugging process. In this work, the decision tree 
model has been used for this purpose.  
Decision Tree (DT) used the information entropy index for 
its feature selection. The tree computes the information 
entropy of the data and split it layer by layer. At last, each 
instance is separately divided. Entropy is a measure to 
determine the ambiguity of the random feature. For 
example, D is the random variable having a limited number 
of values and the probability distribution of D is denoted in 
Equation (3) 
 
 𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 ,                  (3) 
 
where ith feature 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is corresponding to the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  
as one by one. The random variable D, entropy is computed 
as in Equation (4) 
 

  𝐻𝐻𝐻𝐻(𝐷𝐷𝐷𝐷) = −∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 log 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖.   (4) 

While the entropy is greater, then it is not much difficult to 
search the variable ambiguity D is greater. That is, the 
probability of this value is less than 1 and the logarithm of 
the probability is less than 0.  The minus sign in the formula 
will frustrate the value which is negative that is produced 
by the log function. While the 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖difference corresponds to 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is greater than H is also greater. The joint probability 
distribution of two random variables D and G is denoted as 
in Equation (5) 
 
 𝑃𝑃𝑃𝑃�𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝐺𝐺𝐺𝐺 = 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,        (5) 
 
where f and g are the ith and jth features.  The conditional 
entropy H (G|D) is the ambiguity of the random variable G 

under the condition D and it is computed as in 
Equation (6)    
 

𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷) = ∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖).       (6) 

 
The information gain (IG) of A(feature) of X 
(training dataset) is denoted as IG(X|A) and it is 
computed as in Equation (7) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴) = 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋) − 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴).                 (7) 

 
The IG represents the degree of inaccuracy of G 
information minimized after the feature D 
information is educated.  Using IG (X|A) as a feature 
for dataset partition may cause the issue of selecting 
the features with more values. Hence, the IG is used 
here to correct the stated issue as in Equation (8) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴)

𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋)
.         (8) 

 
Suppose, the decision tree (DT) number of leaf 
nodes is |DT| and the leaf node is denoted as t, the 
number of samples in the node is Nt and the no. of 
sample points of k is Nk. The leaf node entropy is Ht 
and penalty term 𝜌𝜌𝜌𝜌 (≥ 0) is an optional parameter.  
The decision tree DT loss function L is denoted as in 
Equation (9) 
 

               𝐿𝐿𝐿𝐿𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1       (9) 

 
where the entropy calculation is in Equation (10) 
 
 𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑘𝑘𝑘𝑘

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

      (10)            
The loss function is responsible to find the difference 
quantity between the actual and predicted value. The 
learning goal is to minimizes the loss function.  So, 
in Equation (9), the first part is rewritten as, 
  
𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1
|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

. (11) 

 
The loss function is simplified as,  
 
 𝑅𝑅𝑅𝑅𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),     (12) 
 
where R(T)- training data prediction error and |DT| 
is the complexity of the model. The penalty term 𝜌𝜌𝜌𝜌 
balances the complexity and prediction error of the 
model. Next, PCRFE is executed on various feature 
combinations. With the calculation of sum of its 
result coefficients, the score value of important 
feature is allotted and the best feature is added into 
the subset. Pearson Correlation (PC) is the 
association among the data within the range between 
-1 and 1 where +1 indicates the positive correlation 

(3)

where ith feature fi is corresponding to the probabili-
ty pi as one by one. The random variable D, entropy is 
computed as in Equation (4)

  

Step 5:else   
Step 6:Data cleaning, Log processing using Equation (1), 
Normalization using Equation (2) and One-hot encoding 
of categorical features. 
Step 7:End if 
Step 8: End for 
 
4.3 Feature Extraction Using Proposed Decision Tree 

With PCRFE (DT-PCRFE) 
 
Once the data preprocessing is over, it is difficult to give 
input directly to the learner due to the high dimensionality. 
Therefore, it is important to select relevant features to train 
the ML and DL models. The good feature selection 
approach selects the most relevant features which will 
improve the detection accuracy of the classifier. In this 
paper, a novel feature selection model called DT-PCRFE 
has been proposed. The PCRFE is an iteratively building 
model and selects the relevant as well as irrelevant features 
based on the coefficients. The recursive process is 
continued for all the features and selected features are 
grouped as a vector for further processing and the 
remaining features are eliminated.  If the relationship 
between the feature and its response variable is nonlinear 
then tree-based methods are used which do not requires a 
much-debugging process. In this work, the decision tree 
model has been used for this purpose.  
Decision Tree (DT) used the information entropy index for 
its feature selection. The tree computes the information 
entropy of the data and split it layer by layer. At last, each 
instance is separately divided. Entropy is a measure to 
determine the ambiguity of the random feature. For 
example, D is the random variable having a limited number 
of values and the probability distribution of D is denoted in 
Equation (3) 
 
 𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 ,                  (3) 
 
where ith feature 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is corresponding to the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  
as one by one. The random variable D, entropy is computed 
as in Equation (4) 
 

  𝐻𝐻𝐻𝐻(𝐷𝐷𝐷𝐷) = −∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 log 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖.   (4) 

While the entropy is greater, then it is not much difficult to 
search the variable ambiguity D is greater. That is, the 
probability of this value is less than 1 and the logarithm of 
the probability is less than 0.  The minus sign in the formula 
will frustrate the value which is negative that is produced 
by the log function. While the 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖difference corresponds to 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is greater than H is also greater. The joint probability 
distribution of two random variables D and G is denoted as 
in Equation (5) 
 
 𝑃𝑃𝑃𝑃�𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝐺𝐺𝐺𝐺 = 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,        (5) 
 
where f and g are the ith and jth features.  The conditional 
entropy H (G|D) is the ambiguity of the random variable G 

under the condition D and it is computed as in 
Equation (6)    
 

𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷) = ∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖).       (6) 

 
The information gain (IG) of A(feature) of X 
(training dataset) is denoted as IG(X|A) and it is 
computed as in Equation (7) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴) = 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋) − 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴).                 (7) 

 
The IG represents the degree of inaccuracy of G 
information minimized after the feature D 
information is educated.  Using IG (X|A) as a feature 
for dataset partition may cause the issue of selecting 
the features with more values. Hence, the IG is used 
here to correct the stated issue as in Equation (8) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴)

𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋)
.         (8) 

 
Suppose, the decision tree (DT) number of leaf 
nodes is |DT| and the leaf node is denoted as t, the 
number of samples in the node is Nt and the no. of 
sample points of k is Nk. The leaf node entropy is Ht 
and penalty term 𝜌𝜌𝜌𝜌 (≥ 0) is an optional parameter.  
The decision tree DT loss function L is denoted as in 
Equation (9) 
 

               𝐿𝐿𝐿𝐿𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1       (9) 

 
where the entropy calculation is in Equation (10) 
 
 𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑘𝑘𝑘𝑘

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

      (10)            
The loss function is responsible to find the difference 
quantity between the actual and predicted value. The 
learning goal is to minimizes the loss function.  So, 
in Equation (9), the first part is rewritten as, 
  
𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1
|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

. (11) 

 
The loss function is simplified as,  
 
 𝑅𝑅𝑅𝑅𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),     (12) 
 
where R(T)- training data prediction error and |DT| 
is the complexity of the model. The penalty term 𝜌𝜌𝜌𝜌 
balances the complexity and prediction error of the 
model. Next, PCRFE is executed on various feature 
combinations. With the calculation of sum of its 
result coefficients, the score value of important 
feature is allotted and the best feature is added into 
the subset. Pearson Correlation (PC) is the 
association among the data within the range between 
-1 and 1 where +1 indicates the positive correlation 

(4)

While the entropy is greater, then it is not much diffi-
cult to search the variable ambiguity D is greater. That 
is, the probability of this value is less than 1 and the log-
arithm of the probability is less than 0. The minus sign 
in the formula will frustrate the value which is negative 
that is produced by the log function. While the pidiffer-
ence corresponds to fi is greater than H is also greater. 
The joint probability distribution of two random vari-
ables D and G is denoted as in Equation (5)

  

Step 5:else   
Step 6:Data cleaning, Log processing using Equation (1), 
Normalization using Equation (2) and One-hot encoding 
of categorical features. 
Step 7:End if 
Step 8: End for 
 
4.3 Feature Extraction Using Proposed Decision Tree 

With PCRFE (DT-PCRFE) 
 
Once the data preprocessing is over, it is difficult to give 
input directly to the learner due to the high dimensionality. 
Therefore, it is important to select relevant features to train 
the ML and DL models. The good feature selection 
approach selects the most relevant features which will 
improve the detection accuracy of the classifier. In this 
paper, a novel feature selection model called DT-PCRFE 
has been proposed. The PCRFE is an iteratively building 
model and selects the relevant as well as irrelevant features 
based on the coefficients. The recursive process is 
continued for all the features and selected features are 
grouped as a vector for further processing and the 
remaining features are eliminated.  If the relationship 
between the feature and its response variable is nonlinear 
then tree-based methods are used which do not requires a 
much-debugging process. In this work, the decision tree 
model has been used for this purpose.  
Decision Tree (DT) used the information entropy index for 
its feature selection. The tree computes the information 
entropy of the data and split it layer by layer. At last, each 
instance is separately divided. Entropy is a measure to 
determine the ambiguity of the random feature. For 
example, D is the random variable having a limited number 
of values and the probability distribution of D is denoted in 
Equation (3) 
 
 𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 ,                  (3) 
 
where ith feature 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is corresponding to the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  
as one by one. The random variable D, entropy is computed 
as in Equation (4) 
 

  𝐻𝐻𝐻𝐻(𝐷𝐷𝐷𝐷) = −∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 log 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖.   (4) 

While the entropy is greater, then it is not much difficult to 
search the variable ambiguity D is greater. That is, the 
probability of this value is less than 1 and the logarithm of 
the probability is less than 0.  The minus sign in the formula 
will frustrate the value which is negative that is produced 
by the log function. While the 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖difference corresponds to 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is greater than H is also greater. The joint probability 
distribution of two random variables D and G is denoted as 
in Equation (5) 
 
 𝑃𝑃𝑃𝑃�𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝐺𝐺𝐺𝐺 = 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,        (5) 
 
where f and g are the ith and jth features.  The conditional 
entropy H (G|D) is the ambiguity of the random variable G 

under the condition D and it is computed as in 
Equation (6)    
 

𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷) = ∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖).       (6) 

 
The information gain (IG) of A(feature) of X 
(training dataset) is denoted as IG(X|A) and it is 
computed as in Equation (7) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴) = 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋) − 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴).                 (7) 

 
The IG represents the degree of inaccuracy of G 
information minimized after the feature D 
information is educated.  Using IG (X|A) as a feature 
for dataset partition may cause the issue of selecting 
the features with more values. Hence, the IG is used 
here to correct the stated issue as in Equation (8) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴)

𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋)
.         (8) 

 
Suppose, the decision tree (DT) number of leaf 
nodes is |DT| and the leaf node is denoted as t, the 
number of samples in the node is Nt and the no. of 
sample points of k is Nk. The leaf node entropy is Ht 
and penalty term 𝜌𝜌𝜌𝜌 (≥ 0) is an optional parameter.  
The decision tree DT loss function L is denoted as in 
Equation (9) 
 

               𝐿𝐿𝐿𝐿𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1       (9) 

 
where the entropy calculation is in Equation (10) 
 
 𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑘𝑘𝑘𝑘

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

      (10)            
The loss function is responsible to find the difference 
quantity between the actual and predicted value. The 
learning goal is to minimizes the loss function.  So, 
in Equation (9), the first part is rewritten as, 
  
𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1
|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

. (11) 

 
The loss function is simplified as,  
 
 𝑅𝑅𝑅𝑅𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),     (12) 
 
where R(T)- training data prediction error and |DT| 
is the complexity of the model. The penalty term 𝜌𝜌𝜌𝜌 
balances the complexity and prediction error of the 
model. Next, PCRFE is executed on various feature 
combinations. With the calculation of sum of its 
result coefficients, the score value of important 
feature is allotted and the best feature is added into 
the subset. Pearson Correlation (PC) is the 
association among the data within the range between 
-1 and 1 where +1 indicates the positive correlation 

(5)

where f and g are the ith and jth features. The condi-
tional entropy H (G|D) is the ambiguity of the random 
variable G under the condition D and it is computed 
as in Equation (6)

  

Step 5:else   
Step 6:Data cleaning, Log processing using Equation (1), 
Normalization using Equation (2) and One-hot encoding 
of categorical features. 
Step 7:End if 
Step 8: End for 
 
4.3 Feature Extraction Using Proposed Decision Tree 

With PCRFE (DT-PCRFE) 
 
Once the data preprocessing is over, it is difficult to give 
input directly to the learner due to the high dimensionality. 
Therefore, it is important to select relevant features to train 
the ML and DL models. The good feature selection 
approach selects the most relevant features which will 
improve the detection accuracy of the classifier. In this 
paper, a novel feature selection model called DT-PCRFE 
has been proposed. The PCRFE is an iteratively building 
model and selects the relevant as well as irrelevant features 
based on the coefficients. The recursive process is 
continued for all the features and selected features are 
grouped as a vector for further processing and the 
remaining features are eliminated.  If the relationship 
between the feature and its response variable is nonlinear 
then tree-based methods are used which do not requires a 
much-debugging process. In this work, the decision tree 
model has been used for this purpose.  
Decision Tree (DT) used the information entropy index for 
its feature selection. The tree computes the information 
entropy of the data and split it layer by layer. At last, each 
instance is separately divided. Entropy is a measure to 
determine the ambiguity of the random feature. For 
example, D is the random variable having a limited number 
of values and the probability distribution of D is denoted in 
Equation (3) 
 
 𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 ,                  (3) 
 
where ith feature 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is corresponding to the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  
as one by one. The random variable D, entropy is computed 
as in Equation (4) 
 

  𝐻𝐻𝐻𝐻(𝐷𝐷𝐷𝐷) = −∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 log 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖.   (4) 

While the entropy is greater, then it is not much difficult to 
search the variable ambiguity D is greater. That is, the 
probability of this value is less than 1 and the logarithm of 
the probability is less than 0.  The minus sign in the formula 
will frustrate the value which is negative that is produced 
by the log function. While the 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖difference corresponds to 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is greater than H is also greater. The joint probability 
distribution of two random variables D and G is denoted as 
in Equation (5) 
 
 𝑃𝑃𝑃𝑃�𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝐺𝐺𝐺𝐺 = 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,        (5) 
 
where f and g are the ith and jth features.  The conditional 
entropy H (G|D) is the ambiguity of the random variable G 

under the condition D and it is computed as in 
Equation (6)    
 

𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷) = ∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖).       (6) 

 
The information gain (IG) of A(feature) of X 
(training dataset) is denoted as IG(X|A) and it is 
computed as in Equation (7) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴) = 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋) − 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴).                 (7) 

 
The IG represents the degree of inaccuracy of G 
information minimized after the feature D 
information is educated.  Using IG (X|A) as a feature 
for dataset partition may cause the issue of selecting 
the features with more values. Hence, the IG is used 
here to correct the stated issue as in Equation (8) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴)

𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋)
.         (8) 

 
Suppose, the decision tree (DT) number of leaf 
nodes is |DT| and the leaf node is denoted as t, the 
number of samples in the node is Nt and the no. of 
sample points of k is Nk. The leaf node entropy is Ht 
and penalty term 𝜌𝜌𝜌𝜌 (≥ 0) is an optional parameter.  
The decision tree DT loss function L is denoted as in 
Equation (9) 
 

               𝐿𝐿𝐿𝐿𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1       (9) 

 
where the entropy calculation is in Equation (10) 
 
 𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑘𝑘𝑘𝑘

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

      (10)            
The loss function is responsible to find the difference 
quantity between the actual and predicted value. The 
learning goal is to minimizes the loss function.  So, 
in Equation (9), the first part is rewritten as, 
  
𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1
|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

. (11) 

 
The loss function is simplified as,  
 
 𝑅𝑅𝑅𝑅𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),     (12) 
 
where R(T)- training data prediction error and |DT| 
is the complexity of the model. The penalty term 𝜌𝜌𝜌𝜌 
balances the complexity and prediction error of the 
model. Next, PCRFE is executed on various feature 
combinations. With the calculation of sum of its 
result coefficients, the score value of important 
feature is allotted and the best feature is added into 
the subset. Pearson Correlation (PC) is the 
association among the data within the range between 
-1 and 1 where +1 indicates the positive correlation 

(6)

The information gain (IG) of A(feature) of X (training 
dataset) is denoted as IG(X|A) and it is computed as 
in Equation (7)

  

Step 5:else   
Step 6:Data cleaning, Log processing using Equation (1), 
Normalization using Equation (2) and One-hot encoding 
of categorical features. 
Step 7:End if 
Step 8: End for 
 
4.3 Feature Extraction Using Proposed Decision Tree 

With PCRFE (DT-PCRFE) 
 
Once the data preprocessing is over, it is difficult to give 
input directly to the learner due to the high dimensionality. 
Therefore, it is important to select relevant features to train 
the ML and DL models. The good feature selection 
approach selects the most relevant features which will 
improve the detection accuracy of the classifier. In this 
paper, a novel feature selection model called DT-PCRFE 
has been proposed. The PCRFE is an iteratively building 
model and selects the relevant as well as irrelevant features 
based on the coefficients. The recursive process is 
continued for all the features and selected features are 
grouped as a vector for further processing and the 
remaining features are eliminated.  If the relationship 
between the feature and its response variable is nonlinear 
then tree-based methods are used which do not requires a 
much-debugging process. In this work, the decision tree 
model has been used for this purpose.  
Decision Tree (DT) used the information entropy index for 
its feature selection. The tree computes the information 
entropy of the data and split it layer by layer. At last, each 
instance is separately divided. Entropy is a measure to 
determine the ambiguity of the random feature. For 
example, D is the random variable having a limited number 
of values and the probability distribution of D is denoted in 
Equation (3) 
 
 𝑃𝑃𝑃𝑃(𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 ,                  (3) 
 
where ith feature 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is corresponding to the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  
as one by one. The random variable D, entropy is computed 
as in Equation (4) 
 

  𝐻𝐻𝐻𝐻(𝐷𝐷𝐷𝐷) = −∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 log 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖.   (4) 

While the entropy is greater, then it is not much difficult to 
search the variable ambiguity D is greater. That is, the 
probability of this value is less than 1 and the logarithm of 
the probability is less than 0.  The minus sign in the formula 
will frustrate the value which is negative that is produced 
by the log function. While the 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖difference corresponds to 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 is greater than H is also greater. The joint probability 
distribution of two random variables D and G is denoted as 
in Equation (5) 
 
 𝑃𝑃𝑃𝑃�𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝐺𝐺𝐺𝐺 = 𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖� = 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,        (5) 
 
where f and g are the ith and jth features.  The conditional 
entropy H (G|D) is the ambiguity of the random variable G 

under the condition D and it is computed as in 
Equation (6)    
 

𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷) = ∑ 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 𝐻𝐻𝐻𝐻(𝐺𝐺𝐺𝐺|𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖).       (6) 

 
The information gain (IG) of A(feature) of X 
(training dataset) is denoted as IG(X|A) and it is 
computed as in Equation (7) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴) = 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋) − 𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴).                 (7) 

 
The IG represents the degree of inaccuracy of G 
information minimized after the feature D 
information is educated.  Using IG (X|A) as a feature 
for dataset partition may cause the issue of selecting 
the features with more values. Hence, the IG is used 
here to correct the stated issue as in Equation (8) 
 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴)

𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋)
.         (8) 

 
Suppose, the decision tree (DT) number of leaf 
nodes is |DT| and the leaf node is denoted as t, the 
number of samples in the node is Nt and the no. of 
sample points of k is Nk. The leaf node entropy is Ht 
and penalty term 𝜌𝜌𝜌𝜌 (≥ 0) is an optional parameter.  
The decision tree DT loss function L is denoted as in 
Equation (9) 
 

               𝐿𝐿𝐿𝐿𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1       (9) 

 
where the entropy calculation is in Equation (10) 
 
 𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑘𝑘𝑘𝑘

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

      (10)            
The loss function is responsible to find the difference 
quantity between the actual and predicted value. The 
learning goal is to minimizes the loss function.  So, 
in Equation (9), the first part is rewritten as, 
  
𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1
|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

. (11) 

 
The loss function is simplified as,  
 
 𝑅𝑅𝑅𝑅𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),     (12) 
 
where R(T)- training data prediction error and |DT| 
is the complexity of the model. The penalty term 𝜌𝜌𝜌𝜌 
balances the complexity and prediction error of the 
model. Next, PCRFE is executed on various feature 
combinations. With the calculation of sum of its 
result coefficients, the score value of important 
feature is allotted and the best feature is added into 
the subset. Pearson Correlation (PC) is the 
association among the data within the range between 
-1 and 1 where +1 indicates the positive correlation 

(7)
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The IG represents the degree of inaccuracy of G in-
formation minimized after the feature D information 
is educated. Using IG (X|A) as a feature for dataset 
partition may cause the issue of selecting the features 
with more values. Hence, the IG is used here to cor-
rect the stated issue as in Equation (8)

𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋𝑋𝑋|𝐴𝐴𝐴𝐴)
𝐻𝐻𝐻𝐻(𝑋𝑋𝑋𝑋)

. (8)

Suppose, the decision tree (DT) number of leaf nodes 
is |DT| and the leaf node is denoted as t, the number of 
samples in the node is Nt and the no. of sample points 
of k is Nk. The leaf node entropy is Ht and penalty term 
ρ ≥ 0 is an optional parameter.  The decision tree DT 
loss function L is denoted as in Equation (9)

    𝐿𝐿𝐿𝐿𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷),|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1 (9)

where the entropy calculation is in Equation (10)

𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑘𝑘𝑘𝑘

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

The loss function is responsible to find the difference 
(10)

The loss function is responsible to find the difference 
quantity between the actual and predicted value. The 
learning goal is to minimizes the loss function. So, in 
Equation (9), the first part is rewritten as,

𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷) = ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻𝑡𝑡𝑡𝑡(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = −∑ ∑ 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝐾𝐾𝐾𝐾
𝑘𝑘𝑘𝑘=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

|𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷|
𝑡𝑡𝑡𝑡=1

𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

. (11)(11)

The loss function is simplified as, 

𝑅𝑅𝑅𝑅𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝑅𝑅𝑅𝑅(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) + 𝜌𝜌𝜌𝜌(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷), (12)

where R(T)- training data prediction error and |DT| is 
the complexity of the model. The penalty term ρ bal-
ances the complexity and prediction error of the mod-
el. Next, PCRFE is executed on various feature com-
binations. With the calculation of sum of its result 
coefficients, the score value of important feature is 
allotted and the best feature is added into the subset. 
Pearson Correlation (PC) is the association among 
the data within the range between -1 and 1 where 
+1 indicates the positive correlation , 0 indicates no 
correlation and -1 indicates negative correlation of 
the data. while Compares to the existing ML based 
feature selection models [17], at each step it remove 
features various in PCRFE, irrelevant features are re-
moved at once. The features Correlation Coefficient is 
calculated using the Equation (13). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 = ∑ (𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖−𝐷𝐷𝐷𝐷�)(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖−�̅�𝐼𝐼𝐼)𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1

�∑ (𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖−𝐷𝐷𝐷𝐷�)2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1 �∑ (𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖−�̅�𝐼𝐼𝐼)2𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1

 , (13)

where fi, gi – features for correlation that is in consid-
eration. This result is close to the interval -1 and 1. The 
value closer to -1 or 1 relates the strong relationship 
of two features and 0 relates the weak relationship of 
two features. Then, threshold value has been used to 
rank the correlated features. The features with least 
amount of rank will be removed. The feature removal-
computation is denoted as Equation (14).
 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = ∑ �𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 − ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 × 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
𝑖𝑖𝑖𝑖=1 �

2𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 . (14)

Next, this paper introduced a feature fusion in feature 
extraction phase. The multimodal feature fusion ap-
proach efficiently combines the features selected from 
the feature selection process and assigns weights to 
the features which will useful for the neural network 
in classification process. The step by step procedure 
is stated in Algorithm 2. The feature pair are select-
ed as input for processing. Decision is trained which 
compute the ranking criterion. For all the feature pair 
in the dataset, the correlation is computed and based 
on the threshold the correlated features are selected 
and added to the subset R. The non-correlated fea-
tures are removed from the set. For selected features, 
weight set is created by assigning weight parameters 
to each feature. If the feature belongs to the selected 
feature then the weight is multiplied with optional 
parameter called. Or else the weight does not change. 
This weight parameter can be used for classification 
process. 

Algorithm 2: (DT-PCRFE Feature selection and Fea-
ture Fusion)
Input: preprocessed data set D, dataset size N and 
number of features n, feature pair S = {fi, gi}. 
Output:Selected feature subset R = {fi, i= 1, 2, ... r} with 
weights W = {wi, i= 1, 2, ... r} 
Step 1: Initialize W = Æ and feature order set R= Æ
Step 2: Fori =1 to N
Step 3: Decision tree is trained and calculates the 
ranking criterion 
Step 4: For each < fi, gi > ÎS do
Step 5: correlation coefficient of the feature is com-
puted using the Equation (13)
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Step 6: remove the features using the PCFSR Equa-
tion (14)
Step 7: if (PCFSR(fi) ≥threshold) then
Step 8: Add the features into the subset R
Step 9: Else
Step 10:remove the features
Step 11: End if
Step 12: End for
Step 13: for each fi ÎS do
Step 14: Weight calculation as 

 
 

 

, 0 indicates no correlation and -1 indicates negative 
correlation of the data. while Compares to the existing ML 
based feature selection models [17], at each step it remove 
features various in PCRFE, irrelevant features are removed 
at once. The features Correlation Coefficient is calculated 
using the Equation (13).  
 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 = ∑ (𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖−𝐷𝐷𝐷𝐷�)(𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖−�̅�𝐼𝐼𝐼)𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1

�∑ (𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖−𝐷𝐷𝐷𝐷�)2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1 �∑ (𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖−�̅�𝐼𝐼𝐼)2𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1

 ,                                   (13) 

 
where, 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 – features for correlation that is in 
consideration. This result is close to the interval -1 and 1.  
The value closer to -1 or 1 relates the strong relationship of 
two features and 0 relates the weak relationship of two 
features.  Then, threshold value has been used to rank the 
correlated features. The features with least amount of rank 
will be removed. The feature removalcomputation is 
denoted as Equation (14). 
 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) = ∑ �𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 − ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 × 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
𝑖𝑖𝑖𝑖=1 �

2
𝑀𝑀𝑀𝑀
𝑖𝑖𝑖𝑖=1 .         (14) 

 
Next, this paper introduced a feature fusion in feature 
extraction phase.  The multimodal feature fusion approach 
efficiently combines the features selected from the feature 
selection process and assigns weights to the features which 
will useful for the neural network in classification process. 
The step by step procedure is stated in Algorithm 2.  The 
feature pair are selected as input for processing. Decision 
is trained which compute the ranking criterion. For all the 
feature pair in the dataset, the correlation is computed and 
based on the threshold the correlated features are selected 
and added to the subset R.  The non-correlated features are 
removed from the set. For selected features, weight set is 
created by assigning weight parameters to each feature. If 
the feature belongs to the selected feature then the weight 
is multiplied with optional parameter called. Or else the 
weight does not change. This weight parameter can be used 
for classification process.  
 
Algorithm 2: (DT-PCRFE Feature selection and 
Feature Fusion) 
Input: preprocessed data set D, dataset size N and number 

of features n, feature pair𝑆𝑆𝑆𝑆 = {𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖}.  

Output:Selected feature subset𝑅𝑅𝑅𝑅 = {𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 , 𝑀𝑀𝑀𝑀 = 1,2, … 𝑃𝑃𝑃𝑃} with 

weights 𝑊𝑊𝑊𝑊 = {𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 , 𝑀𝑀𝑀𝑀 = 1,2, . . 𝑃𝑃𝑃𝑃} 

Step 1:  Initialize 𝑊𝑊𝑊𝑊 = ∅ and feature order set R=∅ 

Step 2:Fori =1 to N 

Step 3: Decision tree is trained and calculates the  

ranking criterion   

Step 4: For each < 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ,𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 >∈ 𝑆𝑆𝑆𝑆 do 

Step 5: correlation coefficient of the feature is  

computed using the Equation (13) 

Step 6:remove the features using the 

PCFSREquation (14) 

Step 7: if (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑅𝑅𝑅𝑅(𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖) ≥ 𝑡𝑡𝑡𝑡ℎ𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑜𝑜) then 

Step 8:Add the features into the subset R 

Step 9:Else 

Step 10:remove the features 

Step 11: End if 

Step 12: End for 

Step 13:  for each 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ∈ 𝑆𝑆𝑆𝑆 do 

Step 14:  Weight calculation as 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 =

� 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖     𝑀𝑀𝑀𝑀𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ∉ 𝑅𝑅𝑅𝑅 
𝜌𝜌𝜌𝜌 × 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  𝑀𝑀𝑀𝑀𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅

 

Step 15:  End for 
Step 16: Output the feature set R with Weight W
  
Using the proposed feature selection model, the 
dataset original feature set is reduced and the most 
important features are selected. Among the 42 
features, the redundant and superfluous features are 
removed in preprocessing phase.  With that reduced 
feature set of 19 features stated in Table 1, the most 
important and relevant features such as R={f3, f4, f7, 
f8, f12, f13, f16, f17 and f18} as a total of nine 
features has been selected for further processing. 
These selected feature subset is produced as input to 
the classifier for attack detection 

4.4 Classification – Optimized DNN 
This section discussed about the classification model 
called Deep neural network with optimized hyper 
parameter settings for the detection of attacks in IoT. 
Initially, the hyper parameters such as learning rate, 
epoch size, momentum, batch size, and dropout 
regularization and son on are selected to improve the 
model performance. Random Search approach has 
been used to select the hyper parameters for DNN. 
At each instance, the model is trained with the 
parameters selected by the random search. It can 
improve the model performance after fixed number 
of iterations execution. Deep Neural network is a 
kind of Artificial Neural network (ANN) with more 
hidden layers. Each DNN have input layer, multiple 
hidden layers and one output layer. Each hidden 
layer consists of more neurons. Based on the 
received inputs, each neuron is fired or retained.  
The DNN architecture is shown in Figure 2. The 
proposed model consists of one input layer, four 
hidden layers and one output layer. X denotes the 
input feature, w indicates the weight of the link 
between neurons from Layer i to Layer i+1, Y is the 
output and a is an activation function which is used 
to fire the neuron based on the forward propagation 

 
Step 15:  End for
Step 16: Output the feature set R with Weight W 
Using the proposed feature selection model, the data-
set original feature set is reduced and the most im-
portant features are selected. Among the 42 features, 
the redundant and superfluous features are removed 
in preprocessing phase. With that reduced feature set 
of 19 features stated in Table 1, the most important 
and relevant features such as R={f3, f4, f7, f8, f12, f13, 
f16, f17 and f18} as a total of nine features has been se-
lected for further processing. These selected feature 
subset is produced as input to the classifier for attack 
detection.

4.4. Classification – Optimized DNN
This section discussed about the classification mod-
el called Deep neural network with optimized hyper 
parameter settings for the detection of attacks in IoT. 
Initially, the hyper parameters such as learning rate, 
epoch size, momentum, batch size, and dropout regu-
larization and so on are selected to improve the mod-
el performance. Random Search approach has been 
used to select the hyper parameters for DNN. At each 
instance, the model is trained with the parameters se-
lected by the random search. It can improve the model 
performance after fixed number of iterations execu-
tion. Deep Neural network is a kind of Artificial Neu-
ral network (ANN) with more hidden layers. Each 
DNN have input layer, multiple hidden layers and 
one output layer. Each hidden layer consists of more 
neurons. Based on the received inputs, each neuron is 
fired or retained. 
The DNN architecture is shown in Figure 2. The pro-
posed model consists of one input layer, four hidden 
layers and one output layer. X denotes the input fea-
ture, w indicates the weight of the link between neu-

rons from Layer i to Layer i+1, Y is the output and a 
is an activation function which is used to fire the 
neuron based on the forward propagation computa-
tion. Each layer use different activation function for 
better computation. The hidden layer implements 
ReLu activation function and the output layer uses 
softmax activation function defined in Equation (15) 
and Equation (16)

𝑅𝑅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑅𝑅𝑅𝑅(𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖) = max (0, 𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖) (15)

𝑆𝑆𝑆𝑆𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖

∑ 𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1

, (16)

where, ai - obtained output from neuron i in the out-
put layer and n – number of classes in the output layer.
The DNN comprised of two stages such as forward 
propagation and backward propagation. In forward 
propagation, the inputs are multiplied with the 
weights and bias which is assigned to each neuron 
travel towards hidden layer. The final predicted out-
put is Y. Each hidden layer ‘L’ neuron calculates the 
following 

  𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙 = 𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙𝐿𝐿𝐿𝐿 .𝐻𝐻𝐻𝐻𝑙𝑙𝑙𝑙−1 + 𝑏𝑏𝑏𝑏𝑙𝑙𝑙𝑙 (17)

𝐻𝐻𝐻𝐻𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀(𝐻𝐻𝐻𝐻𝑙𝑙𝑙𝑙), (18)

where a – activation function, H - hidden layer, w  – 
weight and b – bias. The DNN has been trained by 
backpropagation which employs gradient descent 
(GD)method for its weight updation. This will re-
duce the error between actual and predicted results. 
The gradient calculation computes the changes in the 
weight with respect to its expected output. The error 
between predicted and actual output stated in the 

 

 
 

The DNN comprised of two stages such as forward 

Figure 2
Architecture of Optimized DNN
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output layer is computed and backpropagated to the 
preceding hidden layers. Based on gradient values, the 
weight and bias are updated. The GD method is opti-
mized using Adam optimizer which is the combina-
tion of gradient descent with momentum and RMS 
(Root Mean Square) prop approach. In Momentum 
approach, the velocity and the gradient is calculated 
and RMSP use weighted average method on second 
gradient moment (dw2). The Adam optimizer em-
ploys both past squared gradient (U), past momentum 
(V) computed using Equation (19) and (20). The bias 
is added to U and V using Equation (21) and (22) and 
the weights are updated using Equation (23)

𝑅𝑅𝑅𝑅 = 𝛽𝛽𝛽𝛽1𝑉𝑉𝑉𝑉 + (1 − 𝛽𝛽𝛽𝛽1)𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 (19)

𝑉𝑉𝑉𝑉 = 𝛽𝛽𝛽𝛽2𝑉𝑉𝑉𝑉 + (1 − 𝛽𝛽𝛽𝛽2)𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2 (20)

𝑅𝑅𝑅𝑅 = 𝑈𝑈𝑈𝑈
1−𝛽𝛽𝛽𝛽1

𝑖𝑖𝑖𝑖  (21)

𝑉𝑉𝑉𝑉 = 𝑉𝑉𝑉𝑉
1−𝛽𝛽𝛽𝛽2

𝑖𝑖𝑖𝑖  (22)

𝑤𝑤𝑤𝑤′ = 𝑤𝑤𝑤𝑤 − 𝛼𝛼𝛼𝛼 𝑈𝑈𝑈𝑈
√𝑉𝑉𝑉𝑉+𝜖𝜖𝜖𝜖

, (23)

where α - learning rate and β - average parameter [0,1]. 
The DNN is trained and tested using the BoT-IoT 
dataset with the hyper parameters selected from the 
optimization approach. 

5. Experimental Results and 
Discussions
The proposed efficient feature selection based attack 
detection model is implemented using Scikit learn li-
brary of python. This section discusses about the ex-
perimented results using the evaluation metrics such 
as Accuracy, Recall, Precision, Recall and AUC. 

5.1. Evaluation Metrics
The Proposed Model attack detection results is eval-
uated in terms of four categories includes True_Pos-
itive (TP), True_Negative (TN), False_Positive (FP) 
and False_Negative (FN) which is denoted as a confu-
sion matrix [27] as shown in Table 3.

True_Positive (TP): The network correctly detects 
the number of instances belongs to desired class. 
True_Negative (TN):The network incorrectly de-
tects the number of instances that are not belongs to 
the desired class.
False_Positive (FP):The network not detects the 
number of instances that are belongs to the desired 
class. 
False_Negative (FN):The network correctly detects 
the number of instances are not belongs to the desired 
class. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(%) = 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷+𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷+𝐹𝐹𝐹𝐹𝐷𝐷𝐷𝐷+𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇

 (24)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇
𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇

 (25)

𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃)𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑜𝑜𝑜𝑜𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑜𝑜𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑜𝑜 𝑃𝑃𝑃𝑃𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟(𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = 𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇
(𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁) (26)

𝑃𝑃𝑃𝑃 −𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 2∗𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑒𝑒𝑒𝑒𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀∗𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑒𝑒𝑒𝑒𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀+𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

 (27)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟) = 𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇
𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇+𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 (28)

𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 1
2

(  𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇
𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁

+ 𝐷𝐷𝐷𝐷𝑁𝑁𝑁𝑁
𝐷𝐷𝐷𝐷𝑁𝑁𝑁𝑁+𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇

) (29)

LogLoss: It measures the accuracy of the method 
with the probabilistic value as output. The log value 
of 0 is the perfect and it will increase as per the likeli-
hood of the differed real label. 
Training time: The a1mount of time needed to build 
the classification model. 

5.2. Hyper Parameter Settings of Proposed 
Attack Detection Model for IoT
The proposed efficient feature selection with DL 
based attack detection model is evaluated with ReLU 
and Soft max activation functions with the learning 

Table 3
Confusion matrix

Actual 
class

Predicted class

Normal Attack

Normal True_negative (TN) False_positive (FP)

Attack False_negative (FN) True_positive (TP)
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rate from 0 to 1 and number of epoch.The learning 
rate is important and highest range leads loss and 
lowest range leads overfitting issues. 
Hence, the proposed model is evaluated in terms 
of various range of learning rate and best learning 
rate is fixed based on the detection result. Figure 3 
shows the execution of proposed model with differ-
ent learning rate and improved accuracy of 99.2% 
is secured with the learning rate as 0.0015. While 
increasing the learning rate, the accuracy get de-
creased. Hence, the optimal learning rate for our 
model is 0.0015. in terms of number of epochs, at 
the maximum of 100 epochs, the model gets train-
ing loss. After 60 epochs, the loss is not changed. 
Therefore, the epoch is set as 60 for our proposed 
model. 

Figure 3
Accuracy changes based on various Learning rate

 
The proposed efficient feature selection with DL based 
attack detection model is evaluated with ReLU and Soft 

Table 5
model

Datasets

TP rate

FP rate

Precision

Recall

F-Measure

 
Table 6 demonstrates the proposed model evaluation 
results in terms of accuracy, false prediction rate, log 
loss and traini
the accuracy of 99.2% and false positive rate of 
99.5%. 
time
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5.3. Result Analysis
The confusion matrix for the proposed model is show 
in Table 4. Based on these, the metrics are evaluated 
and the results of the proposed attack detection mod-
el are shown in Table 5 using BoT-IoT datasets. The 
secured results show the effectiveness of proposed 
model which is efficient in detecting the attacks in 
IoT environment. 

Table 4
Confusion matrix evaluation

Actual class
Predicted class

Normal Attack

Normal 99.2 0.8

Attack 1.1 98.9

Table 5
Evaluation of proposed Attack Detection model

Datasets BoT-IoT

TP rate 0.989 0.0989

FP rate 0.01 0.001

Precision 0.984 0.991

Recall 0.991 0.987

F-Measure 0.991 0.985

ROC 0.993 0.992

Class Attack Normal

Table 6 
Proposed model evaluation in terms of accuracy and log loss

Datasets Accuracy FPR Log 
loss

Training time 
(ms)

BoT-IoT 99.2 99.5 0.091 149

Table 6 demonstrates the proposed model evalua-
tion results in terms of accuracy, false prediction 
rate, log loss and training time. The proposed model 
secured the accuracy of 99.2% and false positive rate 
of 99.5%. It also obtained reduced log loss and train-
ing time

For the considered dataset, Figure 4 illustrates the 
detection rate of the records that are belongs to the 
attack classes such as Reconnaissance (98.6%), DoS 
(98.7%), DDoS (96.7%), Information theft (98.8%) 
and Normal (99.1%) which proves that the proposed 
model is efficient on detecting the attacks and normal 
classes.
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5.4. Comparative Analysis of Proposed 
Attack Detection Model with Conventional 
Systems
The performance of the proposed model DTP-
CRFE-ODNN is compared with the various feature 

Table 7
Comparative analysis of proposed vs existing algorithms

Feature selection 
model

BoT-IoT

Phase Accuracy (%) FPR (%) F-Score (%) Recall (%) Precision (%)

Wrapper -Neurotree
Training 93.31 1.81 95.62 94.53 92.83

Testing 93.12 1.72 95.18 94.34 92.78

Knowledge Graph
Training 96.41 1.63 96.72 96.46 94.81

Testing 96.71 1.62 96.61 96.51 94.53

Improved PCA
Training 96.42 1.91 97.13 96.72 95.91

Testing 96.81 1.98 97.25 97.67 95.83

Modified kNN
Training 94.21 1.53 96.21 96.31 94.91

Testing 94.39 1.54 96.36 96.06 94.29

Proposed DT-
PCRFE

Training 99.01 1.02 98.82 98.91 98.62

Testing 99.19 1.01 98.91 98.62 98.46

selection model such as Wrapper based Neuro Tree 
[29], Knowledge graph [31], Improved Principal Com-
ponent Analysis [27] and Modified kNN [21]. The an-
alyzed results are shown in Table 7. 
The proposed efficient feature selection model se-
cured the accuracy of 99.2% which is higher than the 
traditional feature selection models. The measures 
are computed in both training and testing phase. 
There is a slight variance in testing and training 
phase results. Compared to traditional approach-
es, the proposed model secured improved accuracy, 
false prediction rate, F-score, recall and precision 
values. 
Likewise, the proposed feature selection with clas-
sification model is compared with other classifiers 
such as CNN-BiLSTM [31], CNN-DBN [26] and Auto 
Encoder with DNN [8] in order to prove the efficien-
cy of the complete system. The results are compared 
in terms of detection rate and AUC and results are 
shown in Figures 5-6. The proposed model secure the 
detection rate and ROC as 99.1% and 0.99 respective-
ly which is optimum, best compared to other detec-
tion systems. 
The existing approaches such as CNN-BiLSTM se-
cured 98.3% and 0.976 as detection rate and ROC, 
CNN-DBN obtained the detection rate as 98.6% and 

Figure 4 
Detection rate of BoT-IoT dataset classes
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Figure 5
Detection rate comparison of Proposed vs Traditional 
algorithms

Figure 6
AUC-ROC comparison of proposed vs Existing approaches
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ROC as 0.98 and AE-DNN secured the detection rate 
of 97.3% and ROC as 0.97. Due to the efficient imple-
mentation of feature selection and feature fusion 
model with optimized DNN, the proposed attack de-
tection system performance is superior to other at-
tack detection systems and it is suggested to identify 
the attacks in the IoT environment.

5. Conclusion
The security threats to IoT-enabled systems suf-
fered from severe security risks due to the inherent 
characteristics of advanced technologies. These 
characteristics make the IoT environment efficient, 
functional, and versatile but it is vulnerable to the 
threat to use the information for the wrong purpose. 
This paper introduced an efficient feature selection 
and detection system for IoT environments using 
ML and DL approaches. Initially, the input data is 
preprocessed using four approaches such as data 
cleaning; Log processing, Normalization, and One-
hot encoding to make the data balanced for further 
processing. Second, the efficient feature selection 

model using Decision Tree with Pearson Correlation 
based Recursive Feature Elimination has been pro-
posed which selects the most relevant and correlat-
ed features. The feature fusion approach will assign 
a weight to the selected features which will use for 
neural network training at the initial stage. The 
proposed model selects nine relevant features from 
the BoT-IoT dataset. Next, an optimized Deep Neu-
ral network (DNN) has been used with the selected 
number of features for the detection of attacks in the 
BoT-IoT dataset. The proposed model is evaluated in 
terms of the evaluation metrics and compared with 
the conventional feature selection and classification 
system to prove the proposed system performance. 
Using the BoT-IoT dataset, the proposed model se-
cured 99.2% of accuracy on the detection of attacks 
and normal transmission in IoT environment which 
shows the efficiency and effectiveness of the pro-
posed model. In future, the proposed feature selec-
tion model is enhanced with hybrid classification 
system optimized by swarm intelligence approaches 
and edge computing will be introduced to enhance 
energy and resource utilization of the attack detec-
tion system. 
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