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Deep learning-based image processing algorithms have developed rapidly in the past decade and have shown 
significant improvements to extract image features when both sufficient computing power and big data are ac-
cessible. Thus, rapid advances in applications such as facial recognition and autonomous driving have been 
one of the implementation areas. On the other hand, edges as a low-level prevalence feature in images with in-
dependent semantics are practically adapted to attain better outcomes. However, neural network-based image 
feature extraction focusing on texture rather than shape leads to insufficient accuracy. To address this issue, 
an edge feature extraction method utilizing both conventional operators such as HDE and Sobel and a deep 
learning-based method is proposed to classify and retrieve images with better accuracy outcomes. By doing so, 
a large amount of data needed to conduct deep learning-based methods is decreased, the transferability of the 
model is achieved, classification and retrieval accuracies are enhanced, and the data is compressed. All these 
better results are attained with benchmark data sets. As a result, all these are achieved by proposing a novel 
method. 
KEYWORDS: Edge Detection, HED, Image Classification, Image Retrieval, Mean Shift, Otsu.

1. Introduction
When compared with structured data, unstructured 
data, for instance, images are more intuitive, informa-
tive, and user-friendly. However, the semantic infor-
mation in images is highly abstract since both under-
standing and managing them with computers need 
more comprehensive methods. Typically, images are 
managed manually by giving tags based on the usual 

processing of structured data. With the development 
of the Internet and the Internet of Things, the amount 
of data generated has increased considerably, and 
manual markings have been impractical to keep up 
with. Thus, there has been compulsory action needed 
to conduct automatic identification and management 
of attributes for image contents. Thus, extracting 
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image features is described as the first step in their 
representation of them. In conventional feature ex-
traction methods, researchers typically utilize man-
ual-based models to extract image features. Those 
are called the Harris corner detection operator [26], 
features from accelerated segment test (FAST) [31, 
8] Laplacian of Gaussian (LoG) [11], and difference 
of Gaussian (DoG) [38]. In addition, other commonly 
utilized and similar methods are called scale-invari-
ant feature transform (SIFT) [14, 44] histogram of 
oriented gradient (HOG) [41], and local binary pat-
tern (LBP) [1]. Eventually, all methods serve in vari-
ous image processing and comprehension tasks and 
have achieved remarkable results.
Since Alexnet [12] won the ImageNet large-scale vi-
sual recognition challenge (ILSVRC) in 2012, deep 
learning-based research has attracted considerable 
attention. Even though deep learning dealing with 
manual-based low-level feature descriptors is in-
clined to lead to losses of useful information prema-
turely, it is more effective to find out task-specific 
feature descriptions from image pixels directly rather 
than using manual features (Figure 1). Hence, more 
effective feature extraction methods promote the 
progress of related tasks such as image classification 
and retrieval, target location, and instance segmen-
tation, thus achieving unprecedented success. For 
image classification, some models [22, 33, 10] have 
outperformed when compared with manual testing. 
On the other hand, Neural Networks tend to extract 

textures rather than shape features [25], which is 
quite different from the way humans perceive things. 
A similar problem was found in the implementation 
of the image classification algorithms. Moreover, 
positive samples that are significant to human vision 
tend to be misclassified, which led to grave deviation.
Early image feature extraction algorithms, for exam-
ple, a bag of words [34,6], exhibited better interpret-
ability. However, due to the insufficient characteriza-
tion ability of manually established features at pixel 
levels, they are assessed as not efficient for specific 
tasks. Currently, the deep learning framework has re-
ceived widespread attention, ensures complete end-
to-end learning, and has strong representability for 
the extracted features. However, the efficiency of deep 
learning can only be improved through larger data 
sets and requires models to be trained as comprehen-
sively as possible, which is difficult to apply in some 
situations. For example, when there are annotated 
data, training would still be cumbersome. Moreover, 
interpretability still becomes an issue.
Deep learning-based methods still try to overcome 
some issues that have been researched by scholars [7, 
4, 36, 23, 9] which are regularization, overfitting, and 
generalizability issues of the models. While regular-
ization generally deals with reducing the complexity 
of the models, generalizability copes with generat-
ing predictions based on unobservable data, which 
is called the robustness of the studied model. Some 
effective regularization approaches are called reduc-

Figure 1
High-quality image features extracted by deep learning
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ing the complexity of the networks, generating new 
samples by utilizing new operations such as flipping, 
and transforming, employing ensembled models, and 
employing different training approaches such as ear-
ly stopping criteria and picking better initialization 
points. On the other hand, generalizability is a sig-
nificant issue that needs to be tackled since it means 
that while the constructed models work well on the 
training partition, it does not function as successfully 
as on the test partition. Thus, its prediction capability 
would become weak.
Moreover, several types of research have been re-
cently conducted in various disciplines [37, 39, 30, 29, 
2]. Therefore, its implementations can be expanded 
broadly. 
Edges are called low-level feature that is often uti-
lized for contour extraction, segmentation, and image 
sharpening. When compared with the original image, 
edge images only retain boundary information of an 
object, providing a small amount of data, having a 
strong generalization ability though, and are closely 
resembled the shapes of original objects. For example, 
night vision and infrared images have significant edge 
information. For images with specific shapes, the 
main content of the image can be accurately judged 
only by relying on edge features. 
Conventional edge detection methods mainly employ 
edge detection operators, which depict clear physi-
cal boundaries and retain much of the original image 
information. The relative significance of edge detec-
tion results is consistent with human vision. Due to 
the lack of high-level mathematical models to extract 
semantic features of images, it is challenging to im-
plement these methods to eliminate the interferenc-
es led by both noise and texture. Thus, deep learning 
methods to detect edges can be utilized to address 
these issues. However, in the case of images deprived 
of training, deep learning-based edge detection meth-
ods, whose performance is unstable, may easily lose 
significant features. Thus, it is essential to ensure the 
efficient use of the respective advantages of conven-
tional edge detection and intelligent edge detection 
approaches concurrently to improve the feature ex-
traction of images. 
Since edges generally provide a limited amount of 
data, the methods such as deep learning-based mod-
els cannot generate robust models to make predic-
tions due to not having a large training partition so 

auxiliary approaches should be employed to remedy 
the issues of those models.
By doing so, a method extracting edge features is com-
bined with conventional edge detection operators, 
and the deep learning method is proposed. Thus, it 
fuses general image and edge image features for such 
tasks of image classification and retrieval, which 
leads to generating better interpretability. Therefore, 
better semantics are ensured. Experimental results 
show that the proposed method can significantly im-
prove the accuracy and transferability of image clas-
sification along with both the accuracy and robust-
ness of image retrieval.
Therefore, the extracted edge features of images 
when combined with deep learning-based methods 
utilizing suitable fusion methods could lead to ap-
proaches that resolve the issues and generate better 
outcomes for image classification and retrieval tasks. 
The proposed method is a novel method whose main 
contributions are listed as follows: 
 _ The mean shift filtering is used to preprocess the 

data set to eliminate interferences.
 _ For image classification and retrieval tasks, an 

edge detection method combining the HED [3] 
and Sobel operators [18] is proposed to enable the 
fusion of extracted edge features and general image 
features.

 _ The proposed method improves both the accuracy 
and robustness of both image classification and 
retrieval.

 _ Samples are sorted according to the relative value 
of the probability of image classification to ensure 
that they are more suitable for calculating and 
analyzing the performance of the algorithm.

 _ Noise reduction is conducted by utilizing 
morphological processing.

 _ The transferability of the proposed method 
with a higher average value is achieved so the 
generalization ability is increased too.

2. Preliminary
2.1. Edge Detection
Edge detection is one of the major challenges in im-
age processing. Edges generally provide underlying 
features that are necessary for other tasks. Decades of 
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research have led to several achievements in the ex-
traction of edge features. Edge features are different 
from the extracted features when neural networks 
are conducted. Although edge images contain only a 
small amount of data, they provide independent se-
mantic meanings of original images. The results of 
edge image classification can be fused with those of 
original image classification at the semantic level, 
which can improve the classification accuracy as well 
as increase interpretability. In image retrieval tasks, 
the similarity of edge features can improve accuracy 
and provide better retrieval results that are more con-
sistent with subjective human feelings.
Conventional edge detection methods mainly rely 
on manually designed operators for extraction, such 
as Sobel [42], Robert [35], LoG [4], and Prewitte op-
erators [15]. Several improved algorithms have also 
emerged, such as Canny [32] and Susan [28]. Such 
operators employ the first and second derivatives of 
image data to extract edges and are useful in various 
optimization methods. In addition, these operators 
enable fast calculation and clear physical meaning 
but have some disadvantages since noises corrupt 
their performances so internal and external edges 
cannot be separated properly. Snake [13] utilized 
some control points to form a specific shape as a 
template called contour lines and achieved harmo-
ny through the elastic deformation of the template 
itself to match the local features of the image. Thus, 
a complete detection of the object contours in imag-
es is realized. However, this method is constrained 
by its mathematical model and has poorer inter-
pretability for complex shapes. Conventional edge 
detection operators and their improved algorithms 
rely on manually constructed rules, which are intu-
itive and stable. However, it is challenging to imple-
ment manually constructed rules to make full use of 
different types of changes in images, resulting in is-
sues of edge loss, inability to distinguish texture and 
contour, and imbalance between edge detection and 
noise resistance. The emergence of deep learning 
algorithms has provided novel ideas and helps deep 
neural network models achieve excellent detection 
effects [3, 45] by learning manually annotated edge 
image data sets. Thus, edge detection methods based 
on deep learning have small training sets due to the 
difficulty in labeling the edges and larger subjec-
tive differences among different taggers. When the 

brightness or texture type in the test image differs 
greatly from the training set, the generalization abil-
ity would become weak.

2.1.1. The Sobel Operator
Sobel edge detection operators include detection 
templates in x and y directions. Let the original image 
be defined as I. If Gx is the convolution of the original 
image in the x-direction, and Gy is the convolution of 
the original image in the y-direction, then both are 
represented by

(1)

(2)

Therefore, the edge image G is defined by 

. (3)

When a threshold T is given, binarized edge images 
can be represented by

, (4)

where the sign function assigns a value to G regard-
ing the threshold value T. Although there have been 
many edge detection algorithms in the literature, 
Sobel operators are one of the widely implemented 
ones due to their simple, fast, and effective features. 
When compared with other edge detection operators, 
Sobel operators are more suitable for providing edge 
information for deep learning when clear images are 
readily available because they are simple and retain 
considerable information in original images. 

2.1.2. The Detection Algorithm of the HED Edge 
The HED edge detection method (Figure 2) utilizes 
the convolutional neural network (CNN) VGG [16] 
to train the standard data set BSDS500 for edge de-
tection [40] (500 images in the form of typical size for 
edge detection algorithms having manually labeled 
edges by 5 persons). The HED proposed the concept 
of side output (Figure 2) and derived features of dif-
ferent scales at different convolutional layers. All side 
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Figure 2
The HED algorithm [17]

outputs were fused to obtain edge features, leading to 
excellent performance. This study was published in 
ICCV2015 and was nominated for Marr Prize.
The HED detects edges employing deep learning, 
enabling it to distinguish between textures and con-
tours, and the detected edges are significantly resem-
bling the shape of the object. However, because it uti-
lizes deep learning to detect edges, the generalization 
ability of the algorithm depends on the size of the 
training data. The training set BSDS500 has only 500 
images, which is a relatively small one, and its gener-
alization ability is weak when encountering different 
types of images.

2.1.3. The Selection Method of the Otsu [27] 
Threshold 
In the case of continuous brightness values, the edge 
detection results do not directly indicate the exact po-
sition of the edge, and generally, binarization opera-
tion is required after a given threshold. The maximum 
inter-class variance method, referred to as the Otsu 
method, was proposed by Otsu in 1979, which is an 
adaptive threshold determination method. The Otsu 

method divides an image into two parts, the back-
ground, and the target according to its gray character-
istics. A larger interclass variance between the back-
ground and the target implies a greater difference 
between the two parts of the image. When a part of the 
target is misclassified into the background or a part of 
the background is misclassified into the target, the 
resulting interclass variance would become smaller. 
Therefore, a segmentation that maximizes the vari-
ance between classes implies the smallest probability 
of misclassification. The principle of the algorithm is 
expressed as follows:
If threshold T exists, all pixels can be divided into two 
types, C1 and C2. The mean values of these two types 
of pixels are denoted m1 and m2, respectively. The 
global mean value of the image is denoted by m. The 
probability of a pixel being classified as C1 and C2 is 
denoted by p1 and p2, respectively. The relations are 
expressed by

(5)

. (6)
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The interclass variance σ2 can be expressed by 

. (7)

Substituting (5) and (6) into (7), we rearrange them as 
follows:

. (8)

T, which can maximize the variance in (8) between 
classes, is called the optimal threshold. 

2.1.4. The Mean Shift Filtering [5]
Conventional edge detection operators as well as deep 
learning-based edge extraction methods are easily 
corrupted by noises. Therefore, edge detection should 
typically be combined with both image filtering and 
morphological processing in practical applications.
Conventional filtering methods include averaging, 
median, and Gaussian filtering operations, which can 

aid the removal of noises but lead to the loss of use-
ful information in the images. Researchers have also 
proposed many nonlinear filters, such as bilateral fil-
tering [43] and mean shift filtering, which can retain 
information in the original image while filtering out 
the noise. Thus, these have been increasingly imple-
mented in various applications of image analysis.
The mean shift filtering algorithm was first proposed 
by Fukunage in 1975, which is a clustering algorithm 
replacing the RGB values of all pixels into a class with 
the center value of the class to achieve data compres-
sion and noise reduction. As shown in Figure 3, an 
initial point is randomly selected (a) to calculate the 
current point in the filter radius offsetting averag-
es (b, c), and then, a new starting point (d) is select-
ed, and the operation is continued until certain final 
conditions are met (e). The final mean value is called 
the clustering center of this class (f ), and the sample 
points utilized in the calculation are marked within 

(a) (b) (c)

(d) (e) (f )

Figure 3
The mean shift filtering
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this class. Then, unlabeled sample points are selected 
as starting points. Afterward, the process is repeated 
until all sample points are fully labeled. The final class 
of the sample point is called the class with the most 
marks, and the RGB values of the point are replaced 
by the RGB values of the cluster center of the class to 
which it belongs. The mean shift operator is widely 
utilized in image clustering, smoothing, segmenta-
tion, and tracking. In this study, it is employed for im-
age preprocessing before conducting edge detection, 
reducing interferences caused by high-frequency 
components in images.

2.2. Image Classification 
Image classification has been developed over many 
years, and several well-adapted methods [12, 33, 10] 
have been presented for object recognition in static 
images. For large data sets, better classification results 
can be obtained by employing various classification 
models based on neural networks to train all param-
eters. Hence, a larger data set implies comprehensive 
knowledge of image features. For instance, Vit [22] 
used 300 million images for pre-training, combined 
these with the attention mechanism, and achieved 
better results than do CNNs. However, for small data 
sets, good performances cannot be achieved by train-
ing all parameters, and there could exist a chance of 
overfitting. Transfer learning [24] employs image 
features learning in large data sets and does fine-tune 
them in small data sets, achieving satisfactory results, 
which has been widely implemented.
However, in industrial applications, the main prob-
lem is relatively low accuracies, which is less than 
100%, that is. It is expected that an obvious positive 
sample should not be misclassified. The results of 
the classification should be as close as to human sub-
jective feelings. In other terms, images with obvious 
features should not be misclassified. However, deep 
learning frameworks are aimed at improving the clas-
sification accuracy of whole training sets rather than 
single images. Therefore, this problem cannot be re-
solved effectively in the theoretical framework.

2.3. Image Retrieval 
Image retrieval can be split into two classes, which 
are called text-based image retrieval (TBIR) and con-
tent-based image retrieval (CBIR). The TBIR search-
es mainly for transforming an image search into a 

text search and builds structured labels based on im-
age content depending upon label text. However, the 
TBIR has poorer scalability and requires considerable 
manual interventions. On the other hand, in the early 
stage of the CBIR development, researchers mostly 
employed the global features of images. Since 2003, 
due to the excellent performance of the SIFT [14,44] 
features in image transformation (scale and direction 
change), image retrieval methods based on local de-
scriptors have been widely researched. In addition, in 
recent years, CNN-based image representation meth-
ods [21, 17] have attracted increasing attention and 
shown satisfactory performance. The excellent per-
formance of CNNs in image retrieval and other im-
age-processing tasks is mainly attributed to the pow-
erful feature extraction capability of convolutional 
layers. More effective feature extraction methods 
can further improve the performance of CNNs. Deep 
CNN models are employed to extract underlying fea-
ture vectors of images, transforming image retrieval 
into similar vector retrieval. By doing so, strong scal-
ability and high processing efficiency are reached.

3. Method
The Overall Method
The proposed method is illustrated in Figure 4. The 
edge image is obtained by edge detection of the orig-
inal image. CNN is employed to convert the original 
image and edge image into respective feature vectors. 
Finally, the two features are fused for different tasks, 
leading to improved performance for the classifica-
tion and retrieval of images.
The novelty of this paper is mainly depicted in the 
two expressions presented inside of the orange frame, 
that is, extracting edge images and fusing both edge 
and general features for image classification and re-
trieval tasks.

3.1. An Edge Detection Method Based on Both 
HED and Sobel Detectors
1 Sobel operators employ the information in neigh-

borhoods of a pixel to detect edges, and the edge de-
tection results reflect the changes in local gray lev-
els, providing rich image details. The HED method 
obtains the overall cognition of the image through 
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deep learning, thus combining the HED and Sobel 
operators brings their respective advantages con-
currently to attain better results for edge detec-
tions. In addition, some shortcomings of the HED 
method are addressed in the combination. It shows 
excellent performance in the training phases, but 
there exist still some issues when the HED in other 
images that differ greatly from those in BSDS500 is 
utilized. Those are expressed as follows: 
I. The edge pixel values are continuous, and the 
data volume of edge images is large, which easily 
leads to overfitting and weak generalization ability 
in subsequent deep learning tasks.
II. When the image quality is very high, and the 
edge is very clear, the detected edge is not suffi-
ciently accurate.
III. The HED method is not affected by dark lines 
on a bright background.
IV. It is influenced by noise interference.

2 This manuscript proposes a method that improves 
the effect of edge detection by utilizing mean shift 
filtering, image inversion, quantization of edge 
brightness, and morphological processing com-

bined with the HED and Sobel edge detection oper-
ators to resolve the above problems, 
As a result, the generalizability of the edge detec-
tion algorithm and the accuracy of edge position is 
enhanced concurrently. Thus, the data amount of 
the edge image is compressed, and the robustness 
is improved.
In terms of morphological processing, 

3 We propose a new method that utilizes broken line 
elements to carry out corrosion calculations.
The broken line template unit consists of two end-
to-end connected three-pixel short lines either 
with an angle of 180° or 135° since a rotation free-
ly rotated around the center point is conducted. 
Overall, there exist 24 specific forms, 3 of which 
are listed in Figure 5. For the edge image, all tem-
plates are utilized for convolution. When the re-
sult of the convolution of any template is equal to 
5, the edge pixel corresponding to the center point 
is retained. Otherwise, the edge pixel is discarded. 
This process is repeated three times to effectively 
remove noise points in the edge image.

Figure 4
Feature extraction and fusion

As shown in Figure 6, the original image set is de-
noted by I (w, h, 3), and I’ is obtained after conduct-
ing mean shift filtering. 

4 Then, both Sobel and HED methods are employed 
to generate edge images ESobel and EHED, respective-
ly. Four-edge images, namely ESobelL, ESobelH, EHEDL, 
and EHEDH, are obtained after running a quantiza-
tion by the Otsu method. 

5 After conducting both summation operation and 
broken line corrosion, the final edge image E is ob-
tained. The steps of the algorithm are presented as 
follows: 

Figure 5
A broken line template
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Figure 6
Edge detection method based on both HED and Sobel detectors

Edge Detection Algorithm

Input: I (w, h, 3)
Output: E (w, h, 1)
1.   I’ = Mean shift (I, sp=15, sr=20) #” sp” is the physical 
radius of Mean Shift, “sr” is the RGB radius. 
2.    # First calculate the left branch. 
3.    ESobel = max (Sobel (I’[:, :, 0]), Sobel (I’[:, :, 1]), Sobel (I’[:, :, 2]))
4.    TSobel = Otsu (ESobel)
5.    ESobelL = BW (ESobel, 0.5TSobel)#The ESobel was binarized 
with a threshold of 0.5TSobel. 
6.    ESobelH = BW (ESobel, TSobel)

7.    #Then calculate the right branch. 
8.    EHED=Max ( HED(I’), HED (255-I’) )
9.    THED = Otsu (EHED)
10.  EHEDL = BW (EHED, 0.25T HED)
11.  EHEDH = BW (EHED, T HED)
12.  EL = ESobelL.&& EHEDL
13.  EL = Erode (EL)
14.  EH = ESobelH.&& EHEDH
15.  EH = Erode (EH)
16.  E = 0.5 * (EL + EH)
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3.2. The Feature Fusion Method Based on 
Both Edge and General Features
By employing the deep learning framework, two clas-
sification models, Model, and Modele are trained to 
utilize the original image and the edge image data sets, 
respectively. The classification task utilizes these two 
models to discriminate the original and edge images. 
Finally, the outcomes are fused. The retrieval task 
employs the fully connected (fc) layer features of 
the Model, and then, utilizes the fc layer features of  
Modele to reorder the retrieval results. Research [18] 
has shown that features of different layers of neural 
networks have specific complementary features, and 
the accuracy of image retrieval can be improved by 
the fusion of features. The proposed fusion method 
utilizes complementary edge features and general 
features too. The performances of both image classifi-
cation and retrieval tasks are improved concurrently.

3.2.1. The Envelope Fusion Method for the Image 
Classification Task 
When deep learning is used for image classification 
with correctly predicted outcomes, the maximum 
probability of all classes (the probability of true clas-
sification) is generally high. However, when the cor-
rectly predicted outcomes are low, the probability of 
false classification is large. Two classification models 
corresponding to general image features and edge fea-
tures are utilized to predict image classification. When 
the two predictions are inconsistent, the classification 
accuracy can be improved by judging the classification 
according to the prediction probabilities.
The original image set is denoted by I, and the classi-
fication model called Model is implemented to attain 
the class probability vector v defined by 

, (9)

where softmax is a normalized exponential function.
The corresponding class label is denoted by Ci and is 
defined by

, (10)

where argmax is a function that gives the maximum 
value of domain x for the function attaining the maxi-
mum value in the range.
For edge image E, the classification model represent-

ed by Modele is employed to attain classification prob-
ability ve and is defined by 

. (11)

The corresponding class label is denoted by Ce and is 
defined by 

. (12)

For the probabilities v[j] and ve[j] of each class, the 
maximum value is taken to obtain the fused probabil-
ity vector V represented by

. (13)

The final class label is denoted by C and is expressed 
by 

. (14)

When probabilities of the classes need to be obtained, 
V is normalized so that the summation of the proba-
bilities of the classes is equal to 1 and is expressed by

. (15)

3.2.2. The Redundant Reordering Fusion Method 
for the Image Retrieval
Contemporary applications utilize general image re-
trieval methods [21] to attain the convolutional layer 
output of the classification model to extract features 
from the original image data set, establish the vector 
database, and Collection. To retrieve image I, the cor-
responding feature vector is denoted by f. The pre-
defined distance called cosine distance is employed in 
Collection to identify the most similar vector, and the 
image corresponding to the vector is the most similar 
image. The performance index, called average preci-
sion (AP), of image retrieval, is defined by 

, (16)

where N denotes the total number of related images, 
and position(i) represents the position of the ith re-
lated image in the list of retrieval results. Mean aver-
age precision (MAP) is called the average of the AP of 
multiple queries defined by 
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(18)

(19)

2 The divergence (Div) of I and top+ (Equation (20)) 
is calculated, where ve is obtained from Equation 
(11), and max(i)th represents the (i)th largest value 
in all dimensions of the vector. The complementar-
ity between edge features and general features is 
more significant when the discrete degree of class 
probability is large. Then, the value of Div can be 
utilized to decide whether to carry out feature fu-
sion.

. (17)

Increasing the number of retrieval images is typical-
ly utilized to increase the accuracy of the retrieval 
by further combining it with other information. As 
shown in Figure 7, the query image is set to I. When 
the most similar image of the top(k) is needed to be 
retrieved, the following calculations are carried out 
as follows:
1 The general feature vector f (Equation (18)) is em-

ployed to retrieve the top(⌊1.2k⌋) that shows the 
number of the most similar images, denoted by 
top+(k).

Figure 7
Redundant reorder image retrieval
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(20)

3 When both Div(I) and max (Div(top+)) are greater 
than the threshold L (set as 0.5 herein), top+(k) is 
reordered. The corresponding edge image is cal-
culated, and the edge feature vector fe is obtained 
(Equation (21)). Afterward, the edge feature vec-
tors are utilized to calculate the similarity value 
with the query image I. The images are finally reor-
dered.

(21)

(22)

4 top(k) is extracted from top+(k) as the final retrieval 
result.

. (23)

4. Experiments
4.1. Edge Detection
The proposed method is employed to detect image 
edges, and the experimental results are presented be-
low.
As shown in Figure 8, images with many dark lines 
are selected to detect edges using the HED and the 
proposed methods. The edge detection method has 
an image color reversal step. The problem could not 
be resolved to utilize the HED since the difficulty in 
detecting dark lines on a bright background is ad-
dressed.
As shown in Figure 9, an image is randomly selected 
from the VOC2012 data set, and edge detection is per-
formed utilizing the Canny operator, the Sobel opera-
tor, the HED, and the proposed method. 
When compared with both Canny and Sobel opera-
tors, the proposed method is corrupted less by noise 
and high-frequency components while fully retaining 
image edge information. When compared with the 
HED method, the position of the edges is more accu-
rate, and the amount of data is less (only three bright-
ness levels: 0, 0.5, 1.)

Figure 8
When compared with the HED, the proposed method 
exhibits better performance to detect dark lines on a 
bright background (Original image (top), the HED method 
(middle), and the proposed method (bottom))

Original

Canny Sobel Proposed

Mean Shift HED

Figure 9
Edge detection effects
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4.2. The Accuracy Experiment of the Image 
Classification 
Resnet50 [33] was utilized to conduct image clas-
sification on the Office-Caltech 10 data set, which 
contains four different domains, namely, Amazon, 
Caltech, DSLR, and Webcam. Each domain contains 
10 types of images. This data set can not only verify 
the accuracy of image classification but also reflect 
the performance of transferring the model trained in 
one domain to other domains. 

4.2.1. The Experiment of the Image Classification 
The training was conducted on each domain and clas-
sification tests were performed on all four domains. 
We implement this method to employ only general 
image features as a baseline. Then, we replaced the 
general features with edge features and repeated the 
experiment by utilizing the proposed method. The 
classification results are presented in Table 1.

Training 
Domain Feature Amazon Caltech DSLR Webcam

Amazon

Baseline 99.37 60.28 52.87 38.31

Edge (3.1) 98.54 59.57 55.41 50.84

The Proposed 99.69 65.45 61.78 48.14

Caltech

Baseline 81.73 97.95 71.34 65.76

Edge (3.1) 73.38 95.10 61.15 58.64

The Proposed 84.86 98.93 73.25 69.15

DSLR

Baseline 32.25 32.06 99.36 82.71

Edge (3.1) 32.67 34.82 97.45 76.61

The Proposed 41.75 39.54 100 88.14

Webcam

Baseline 25.89 27.87 79.62 99.32

Edge (3.1) 47.08 37.40 94.90 100

The Proposed 44.47 38.11 97.45 100

Table 1
The image classification results of four different data 
domains (%)

Table 1 shows that when only proposed edge images 
(Edge Image E in 3.1) are utilized to classify, the accu-
racy is slightly lower than that of the baseline. How-
ever, due to the complementarity of edge features and 
general features, the fusion results based on the pro-
posed method demonstrated significantly improved 
accuracy, which are 7.88%, 5.97%, 7.32%, and 4.83% 
on Amazon, Caltech, DSLR, and Webcam, respec-
tively, with an average of 6.5%. Thus, it showed better 
transferability in all cases.

4.2.2. The Comparison of the Proposed Edge 
Detection Method and Sobel Detector for the 
Image Classification
The proposed edge detection method is replaced by 
the Sobel operator, and the corresponding experi-
mental results are shown in Figure 10.
The edge image obtained employing the Sobel de-
tector retains considerable information from the 
original image, while in the case of the edge obtained 
utilizing the proposed method, some non-object con-
tour edges are lost. Thus, it also has fewer data but a 
stronger generalization ability. As shown in Figure 
10, when the Sobel operator is implemented to detect 
edges, the classification accuracy increases slightly 
after running fusion. That the edge image features ob-
tained utilizing the proposed method are more com-
plementary to the general image features presented 
(Figure 11), which is more effective for improving the 
classification outcomes.

4.2.3. Experimental Analysis of the Image 
Classification
As shown in Figure 12, the class probability is ana-
lyzed. While the horizontal axis represents the sam-
ples intercepted by the black horizontal line in the 
left figure, the vertical axis represents the class prob-
ability. When the classification model called Model is 
implemented to predict the class label of a sample, a 
probability vector V is obtained, in which the proba-
bility of true classification is indicated by a red line 
(S), and the other dimensions represent the probabil-
ity of a false classification, and the green line (N) in 
the figure indicates the maximum probabilities of all 
false classifications. When S/N>1, it implies that the 
model can correctly classify the samples (i.e., the part 
between two points A and B on the graph).
To obtain the sample distribution as shown in Figure 
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Figure 10
The comparison of the proposed method and use of the Sobel detectors (accuracy (%))

Figure 11
Effective improvement of the accuracy of image classification using 
the proposed method

12, all samples are arranged according to the 
value of S/N. First, the image to the left of the 
dashed line in Figure 12 is calculated, and 
all samples to be measured (ILSVRC2012 is 
utilized here, class=0 (tench)) are random-
ly divided into two groups. For groups 1 and 
2, Model (Resnet50) is utilized to classify 
some (≤ 10%) randomly selected samples 
from group 1 and arrange them in the as-
cending order of S/N (the horizontal axis in 
Figure 13 (a) representing the sorted sam-
ples). Both S and N show some fluctuations. 
After conducting 5000 experiments and av-
eraging S and N (Figure 13 (b)), it is shown 
that the images of S and N are smoother, 
and the monotonicity is opposite. Group 1 
is changed to Group 2, and the ascending 
order of S/N is altered to descending order. 
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Figure 12
When S/N>1, the correct classification of the samples (|AB|)

(a) S and N (b) Average of Multiple Experiments

Figure 13
Samples sorted in ascending order of S/N (model=Resnet50, data set=ILSVRC2012, class=0 (label=” tench”))

The image to the right of the dashed line in Figure 12 
is obtained utilizing the same method.
The analysis of the proposed method is shown in Fig-
ure 14. When compared with Figure 12, the classifica-
tion probability of Modele is found to be higher. The 
red and green dashed lines indicate the probability of 
true classes and the maximum probabilities of false 
classes, respectively. According to Equation (13), both 
A and B move to the right to reach A’ and B’ after run-

ning the fusion method. In deep learning-based image 
classification, the decline of S is steep while the in-
crease of N is smooth. They are presented by expres-
sions as follows:

(24)

. (25)
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Figure 14
Increased accuracy of classification using the proposed fusion method

(a)

(c) (d)

(b)

Figure 15
The backpack images of the Office-Caltech 10 data set used for the classification experiment
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Therefore, the accuracy of the classification in-
creases. 
Figure 15 shows the results of the classification ex-
periment, which is Experiment 4.2.1 utilizing the 
backpack images from the Office-Caltech 10 data set, 
where the red and green lines represent S and N, re-
spectively. Subscripts 0 and 1 indicate classifications 
using Model and Modele (the two features), respec-
tively. When S0>S1, images are assigned to group 1 and 
the remaining images are assigned to group 2, and 
then, the method shown in Figure 13 is adopted where 
(a) represents the result of classification utilizing 
Model (baseline), (b) depicts the result of classifica-
tion employing Modele, (c) presents the complemen-
tarity of Model and Modele based on the classification 
results, and (d) adds red and green solid lines based 
on the outcomes of (c) to represent the values of S and 
N after running the fusion of (a) and (b), respectively. 
After conducting fusion, the intersection points of S 
and N in (d) are observed on the outside of the graph, 
and the final classification accuracy rate would be-
come significantly higher, which is almost 100% and 
is greater than that of A or B.

4.3. The Accuracy Experiment of the Image 
Retrieval 
The pascal-VOC2012 data set is utilized to conduct 
experiments, and the retrieval results are the top (5) 
ones. As query images are to be retrieved, 1000 im-
ages are randomly selected, and the remaining im-
ages are utilized to obtain vector sets via the feature 
extraction model called Modelfc. The image retrieval 
method is also implemented by employing only gen-
eral image features as the baseline. To test the ro-
bustness of the image retrieval method, adversarial 
perturbation [19] and Gaussian noise are added to 
the query images to be tested. The experimental re-
sults are shown in Table 2. 

Experimental results show that the proposed method 
can improve the accuracy of image retrievals. When 
Gaussian noise and adversarial perturbation [20] are 
added to the images, the image retrieval is corrupted 
and the accuracy decreases. However, the proposed 
edge detection method employs both quantization 
and broken line corrosion operation, thus greatly lim-
iting the depth pattern structure in Gaussian noise 
and adversarial perturbation. Therefore, the robust-
ness of the image retrieval method is improved.
Even though better outcomes are attained by con-
ducting the proposed method, there exist some lim-
itations stemming from the implemented methods 
that are the building blocks of the proposed method. 
1. We did not study the impact of other operators on 
the proposed method to make a comparison. 2. Since 
the proposed method is based on data, the superiority 
cannot be generalized. 

5. Conclusion
The complementarity of features has always been a 
popular research topic. In addition to semantically 
separable features, spatially separable features also 
have complementarity features. 
In this research, an edge detection method combin-
ing the HED and Sobel detectors is proposed. To ob-
tain better performances in deep learning tasks, the 
proposed method employs mean shift filtering, color 
reversal, quantization of edge brightness, broken line 
corrosion, and morphological processing. By doing so, 
the effect of edge detection is improved when com-
bined with the HED and Sobel edge detection opera-
tors. 
Thus, the two issues, called the generalizability and 
the accuracy of edge position, underlined in the litera-
ture are resolved considerably. Moreover, the amount 
of the edge image data is compressed and resulted in 
better robustness.
The proposed edge detection method outperforms 
the methods of Canny, Sobel, and HED. While the 
proposed method is better than both Canny and Sobel 
concerning being affected less by noise and high-fre-
quency components and completely fully retaining 
image edge information, it outperforms the HED re-
garding having the more correct position of the edges 
with less amount of data. 

Table 2
The image retrieval utilizing the Pascal-VOC2012 data set 
(MAP) 

Clear Gaussian Noise 
(σ2=0.02)

Adversarial Pertur-
bation (l∞=0.05)

Baseline 0.8392 0.8413 0.6941

The 
Proposed 0.8530 0.8422 0.7013
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For image classification and retrieval tasks, the edge 
features and general image features are fused. Exper-
imental results suggest that the proposed method can 
reduce the amount of edge data and increase the com-
plementarity of features while providing sufficient 
shape information. The accuracy and robustness of 
image classification and retrieval are improved by 
fusing general image and edge image features. 
Different from the end-to-end paradigm of deep 
learning, the proposed method utilizes the fusion of 
semantically separable features. After reordering the 

samples, monotonic and stable probability graphs are 
obtained, which facilitate further analysis and better 
understanding. 
In future studies, the fusion method dealing with spa-
tially separable features and its application in both 
target detection and instance segmentation will be 
investigated based on the proposed method. 
Funding: This study did not receive any funding.
Data availability: Data will be provided upon request 
to the authors.
Conflict of Interest: None.
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