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In digital manipulation, creating fake images/videos or swapping face images/videos with another person is 
done by using a deep learning algorithm is termed deepfake. Fake pornography is a harmful one because of the 
inclusion of fake content in the hoaxes, fake news, and fraud things in the financial. The Deep Learning tech-
nique is an effective tool in the detection of deepfake images or videos. With the advancement of Generative ad-
versarial networks (GAN) in the deep learning techniques, deep fake has become an essential one in the social 
media platform. Fake faces may threaten the public, therefore detection of deepfake images/videos is needed. 
For detecting the forged images/videos, many research works have been done and those methods are inefficient 
in the detection of new threats or newly created forgery images or videos, and consumption time is high. There-
fore, this paper focused on the detection of different types of fake images or videos using Fuzzy Fisher face with 
Capsule dual graph (FFF-CDG). The data set used in this work is FFHQ, 100K-Faces DFFD, VGG-Face2, and 
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WildDeepfake. The accuracy for FFHQ data sets, the existing and proposed systems obtained the accuracy of 
81.5%, 89.32%, 91.35%, and 95.82%, respectively.
KEYWORDS: Deep fake, deep learning, forgery face detection on image/video, generative adversarial net-
works, capsule dual graph, fake face detection.

1. Introduction
Manipulating the face refers to the swapping of the 
source face with the target face, which includes the 
concept of both identity exchange and expression 
exchange. The concept of identity exchange form is 
swapping the whole face of the source image or vid-
eo and the target image or video with the change of its 
identity. However, in the expression change form, it 
can change only facial expressions, not its identity. In 
the development of manipulating the facial image or 
video, its result produces fake images or videos that 
are becoming realistic. To prevent this generation of 
fake image or videos effective and timely counter-
measures is required. To manage the threat of facial 
manipulating image or videos number of manipulat-
ing detectors is implemented. For these various deep 
learning techniques are used [21, 15, 9, 6].
By using deep learning techniques like GAN and CNN 
are used to swap face images or videos and it is a more 
challenging task to preserve the pose, lighting of the pho-
tograph, and expressions in the facial image or videos 
[17]. In the GAN model of training images or videos in the 
large data set which has high fidelity of synthesis of im-
age or video. To generate fake images/videos in the size 
of 128 × 128, self-attention GAN and spectral normaliza-
tion GAN [5, 32, 24] are used. Many research works have 
been done and applying these techniques will inevitably 
risk and insecure in detecting the fake image or videos. 
Therefore, to improve the security and reduce the high 
inevitably risks this paper proposed Fuzzy Fisher face 
with a Capsule dual graph (FFF-CDG).
The author introduced the AlexNet convolutional neu-
ral network model, which would be regarded as a firm 
grounding for creating an item testing method based 
on deep learning in 2012 [9]. Deep learning-based 
object detection methods are now classified into two 
types. One is the Two-Stage method, built on R-CNN 
[6, 17, 5] and TridenNet [32], among other algorithms. 
The next is the SSD [24, 26, 16] and YOLO-based One-
Stage method, which has excellent actual improve-
ment in multi-scale object recognition. 

Recent day fake face detection algorithm attains hard 
challenges in detection and classification. It is a diffi-
cult task to isolate the real eye from fake in the face. A 
variety of multimedia data content is used to tamper 
with cyber crime applications. Some crimes like false 
news publishing, digital kidnapping, disinformation, 
and Ransom ware attacks are very challenging in de-
tecting fake faces. Mostly multimodal techniques are 
used in the detection of deepfake. Results are evaluat-
ed by identifying whether the target data is modified 
or not. The existing fake face detection model uses AI 
techniques like two-stream neural network modal, vi-
sion transformer, mesonet, etc. The major drawback 
is important to image regions are less focused and 
manual image processing is paid less attention. 
Deep fake detection is a classification problem where 
classifiers detect all tempered and genuine videos. Af-
ter 2017, when the deepfake is used, more algorithms 
are identified and implemented. Some work classifies 
manipulated videos and frames with artifacts using 
neural network techniques. Still, now these research-
es do not concentrate on effective feature extraction 
techniques. In this proposed work, features are ex-
tracted using a k-mean algorithm with efficient im-
plementation of dimensionality reduction of features 
using a fuzzy-based fisher face algorithm. The main 
contribution of this work is:
1 To improve the accuracy of pre-processing in this 

work, we implement a bilateral filter and by using 
a k-mean algorithm for extracting features of the 
image or video.

2 For detecting the fake image or video or real image 
or video using capsuled dual graph methods accu-
rately.

The paper has been organized as follows: Section 2 
describes the review of the literature, Section 3 in-
troduces deepfake detection using FFF-CDG, Section 
4 discusses the experimented results and Section 5 
concludes the paper with future directions.
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2. Review of Literature
Generating face synthesis images or videos required 
only editing skills and a lot of time to implement this 
tool in the swapping of face images or videos like 
deepfakes [26]. The significant techniques of deep 
learning have got in the various applications of com-
puter vision. The advances in the deep generative 
models and analysis of realistic content of fake im-
ages or videos are also referred to as deepfakes. The 
current deepfake detection techniques are imple-
mented using binary classification problems in which 
authentic images or videos are distinguished from 
fake images or videos using two-class CNN [16]. The 
binary classifier needs a large volume of the database 
for detecting fake and real images or videos and train-
ing the network model. A huge number of fake images 
or videos is available, but the limitations are in terms 
of assigning the benchmark for justifying the differ-
ent detection of fake images or videos. To address this 

issue [18] proposed a GAN model based on Faceswap-
GAN with the deepfake data set of 620 videos. In the 
forensics model, swapping Face images or video is a 
challenging task for preserving the pose, lighting of 
the photographs, and expressions in the face of the 
image or video [33]. This paper [4] proposed the con-
cept of a bag of words technique for extracting the fea-
tures and these extracted features are fed into the dif-
ferent classifiers like random forest [28], SVM [34], 
and multi-layered perceptron [31].
A face detection system using the fisher face algo-
rithm is specifically designed to recognize the face 
image or video by matching the results of its feature 
extraction. This paper proposed a model for detect-
ing the deepfake concept using the technique of the 
head’s position inconsistently. The algorithms are 
used for creating the face of various persons without 
modifying their originality in the aspect of expres-
sion. Hence, it creates mismatched facial landmarks. 
The location of the landmark varies from the fake face 

Table 1 
Survey on detection of fake images or videos

Author Input Data Type Type of Classifier Name of Data Set

Chintha et al.  (2020) [3] Video Bidirectional Convolutional 
recurrent LSTM network Face Forensics++, Celeb-DF  

Agarwal et al.  (2020) [11] Video CNN Instagram and  YouTube 

Fernandes et al.  (2020) 
[23] Video ResNet50 model  with pre-

trained on VGGFace2 VidTIMIT, COHFACE, Deepfake TIMIT

Mittal et al.  (2020) [2] Video Siamese network Deepfake TIMIT  and DFDC 

Agarwal et al.  (2020) [8] Video Rules-based extracting 
features and its behavior.

Face Forensics++, Google/Jigsaw deepfake 
detection data set DFDC and Celeb-DF.

Ciftci et al.  (2020) [14] Video CNN UADFV, Face Forensics , Face Forensics++ , 
Celeb-DF 

Hsu et al.  (2020) [12] Image CNN Celebi , and DUGAN, WGAN,  WGAN-GP 

Gandhi et al.  (2020) [13] Image VGG  and ResNet CelebA

Guarnera et al.  (2020) [19] Image KNN, SVM CelebA

Li et al.  (2020) [19] Image CNN Face Forensics++, Deepfake Detection (DFD), 
DFDC  and Celeb-DF.

Wang et al.  (2020) [28] Image ResNet-50 Face Forensics++

Li et al.  (2019)  [20] Video VGG16  ResNet50, UADFV, Deepfake TIMIT

Nguyen et al.  (2019) [34] Video/ Image Capsule networks Face Forensics

Yang et al.  (2019) [31] Video/ Image SVM UADFV, DARPA MediFor GAN Image/Video
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of the image or video to the real face of the image or 
video [10].
The concept of deepfake is super realistic, high in per-
vasive, providing authenticity of images or videos in 
trustworthiness has become a challenging task. Deep-
fakes are implemented by exploiting AI algorithms. In 
which images or videos are captured from the camera 
and detecting the image or videos using deep learning 
techniques [30]. Recently, many research works have 
been focused on the analysis of deepfake which shows 
that various artifacts in the concept of deepfake. De-
veloping the automated detection of deepfake images 
or videos using the AI model is developed [27, 22, 7]. 
The exsisting algorithms has tendency to predict the 
fake images, but major concern is how accurate the 
prediction is? Also sometimes training data accuracy 
is not high which leads test data in low performance. 
To ensure fake image, there is need of intelligent algo-
rithm for both training and testing. 

3. Proposed FFF-CDG Methodology
In this section, the architecture of FFF-CDG is given in 
Figure 1. In the pre-processing phase, Rescaling Image, 
noise removal, face image augmentation. The noises 
in the images are removed in the pre-processing stage. 
Pre-processed images are given as input to the feature 
extraction stage. The k-mean technique is used in clus-
tering related features. Further extracted features are 
processed with dimensionality reduction techniques 
with fuzzy fisher face algorithms. Finally, fake detec-
tion is done by a capsuled dual graph algorithm.

Figure 1
Framework of FFF-CDG

  

 

 
 

 

Figure 2
Pre-processing

hances the image for further processing. The steps 
involved in pre-processing are given in Figure 2.

3.1. Pre-Processing
For classifying the deepfake of the image in an effi-
cient manner pre-processing is needed which en-

  

 

 

 
 3.1.1. Rescaling Image or Video

The image or video form data set contains RGB band 
values of 0 to 255. Processing the image in this band 
value is not an applicable one for applying directly to 
the proposed work of FFF-CDG. Therefore, rescaling 
the input image between 0 and 1 using the scaling fac-
tor of 1/255 is done.

3.1.2. Noise Removal
To improve the efficiency in the detection of fake im-
ages and real images or video, the noise is reduced 
from raw input face images by using a bilateral filter. 
A bilateral filter is a technique of spatial smoothing. 
It is a kind of nonlinear filter. It is a collection of spa-
tial information of the image, the similarity of color 
information, and has a similarity of the image with its 
pixel values. It reduces the noise and smoothening of 
the image but maintains the details of the edge in the 
image. The formula used for this is given below:

  

 

𝑖𝑖𝑖𝑖𝑖𝑖(",$) =
∑(',()∈'(",$)*(',()+(".$,',()

∑(',()∈'(",$)+(".$,',()
,			

 

(1)

where, (i, j) is the position of pixel, img(i, j) denotes the 
output image, f(p, q) is input image and w(i. j, pin, q) 
is the calculation of two gaussian function value. In 
the bilateral filter, using spatial proximity weight is 
calculated and similarity pixel value is multiplied and 
weight of pixels is convolved in the image. In this way 
noise will reduce in the image with keeping the edges 
of the image. 

3.1.3. Face Image or Video Zooming Augmentation
To detect the face in the image effectively, zooming 



567Information Technology and Control 2022/3/51

augmentation is needed. The zooming range of the 
image is 0.2 parametric values. The parametric range 
will be 1- value to 1+ value.

3.2. Face Feature Extraction
Feature extraction is the main component in the de-
tection of face. To achieve a high level of detection of 
face extracting features like the position of nose, eyes, 
chin, and mouth. In this work k-mean algorithm is 
used. It is a classical distance-based algorithm. Cal-
culate the distance between two points if it is smaller 
then it shows the similarity of pixel values. Finally, 
get one class of the face image or video. Divide any g 
group of objects into p point groups. To get a high sim-
ilarity of pixels by calculating the average of data ob-
jects near p point groups. It is calculated by using

  

 

 

𝜇𝜇' =
∑ -.!/'01!"
!#$
∑ -.!/'0"
!#$

 ,  ,
(2)

where ci denotes the nearest point group in all data-
points. i and p. 

  

 

 

𝜇𝜇' =
∑ -.!/'01!"
!#$
∑ -.!/'0"
!#$

 ,   is the centre point in point group.

3.3. Proposed Face Detection Using FFF-CDG
3.3.1. Fuzzy Fisher Face
In order to evaluate the detection of fake image or vid-
eos in this work Fuzzy Fisher faces an algorithm with 
Convolutional long short-term memory (FFF-CDG).
The detection of fake face images or videos by eval-
uating within-class and between-class pixels in the 
image. In the fuzzy-based concept of the fisher face 
algorithm, which partitions the fake image [1, 29] and 
real image or video using a given set of feature vector 
values. These feature vector values are transformed 
by principal component analysis (PCA).  Let feature 
set of values are Y = {y1, y2, y3, ..., yn} Fuzzy C-Means 
partition these vector values which specify the de-
grees of membership of each vector values to the 
classes. Then the partition matrix is represented by  
P = [μij] for i=1,2,…,m and j=1,2,…n which satisfy the 
two properties like

∑
c
i = 1  μij = 1 (3)

0 < ∑n
j = 1  μij < n. (4)

The membership values are close to 0.5 which exhib-
its the vector values of high membership vector val-
ues. For computing the membership degree by using 

the following steps:
Step 1: In the training process calculate the matrix 
of Euclidean distance between pair of two features of 
vector values.
Step 2: Assign infinity to all entries in the matrix. 
Step 3: Sort them in ascending order.
Step 4: Gather all class labels for the nearest neigh-
bor’s pattern.
Step 5: Calculate the membership grade to class “ i for  
jth pattern by using:

𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =

�
0.51 + 0.49�𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗/𝑘𝑘𝑘𝑘� 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡ℎ𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎ 𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝′𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙

0.49�𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗/𝑘𝑘𝑘𝑘� 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≠  𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎ 𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝′𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙
(5)

where nij the number is neighbours in the jth pattern of  
ith class. By this way, we have applied fuzzified to the 
membership grade for all label patterns.

3.3.2. Deepfake Detection Using Capsule Dual 
Graph (CDG)
The proposed detection system of deepfake de-
tection using Capsule dual graph CNN consists of 
three capsules. To detect fake and real face image 
or videos two capsules are needed. The dual graph 
CNN is represented in one capsule to perform the 
detection. The features extracted from Section 3.2 
are given as input to this detection model. The dual 
graph neural network is the variance of traditional 
neural network with graph. Each node of the graph 
represents the features of the face image or vid-
eo. Dual graph consists of two CNN and the input 
data is represented as matrix Y ∈ Rm×n with the data 
points points Y= {d1, d2, ... di, di+1, dn}. The structure of 
the graph is denoted as an adjacency matrix called  
Adj ∈ Rn×n. Vector features and adjacency matrix Adj 
are the DGCNN model inputs. Output of local consis-
tency for hidden layer i  is declared in j Equation (6).
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where, 

 
 

 

or video using a given set of feature vector values. 
These feature vector values are transformed by 
principal component analysis (PCA).  Let feature set of 
values are 𝑌𝑌𝑌𝑌 = {𝑦𝑦𝑦𝑦1, 𝑦𝑦𝑦𝑦2, 𝑦𝑦𝑦𝑦3, … . ,𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛} Fuzzy C-
Means partition these vector values which specify the 
degrees of membership of each vector values to the 
classes. Then the partition matrix is represented by 
𝑃𝑃𝑃𝑃 = �𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗� for i=1,2,…,m and j=1,2,…n which satisfy 
the two properties like 

                ∑ 𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 1𝑐𝑐𝑐𝑐
𝑖𝑖𝑖𝑖=1                   (3) 

                0 < ∑ 𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 < 𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛
𝑗𝑗𝑗𝑗=1 .                               (4) 

The membership values are close to 0.5 which exhibits 
the vector values of high membership vector values. 
For computing the membership degree by using the 
following steps: 
Step 1: In the training process calculate the matrix of 
Euclidean distance between pair of two features of 
vector values. 
Step 2: Assign infinity to all entries in the matrix.  
Step 3: Sort them in ascending order. 
Step 4: Gather all class labels for the nearest 
neighbor’s pattern. 
Step 5: Calculate the membership grade to class “  for 

 pattern by using: 
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where 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗the number is neighbours in the 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎpattern of  
𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡ℎ class. By this way, we have applied fuzzified to the 
membership grade for all label patterns. 

3.3.2 Deepfake Detection Using Capsule Dual Graph 
(CDG) 

 
The proposed detection system of deepfake detection 
using Capsule dual graph CNN consists of three 
capsules. To detect fake and real face image or videos 
two capsules are needed. The dual graph CNN is 
represented in one capsule to perform the detection. 
The features extracted from Section 3.2 are given as 
input to this detection model. The dual graph neural 
network is the variance of traditional neural network 
with graph. Each node of the graph represents the 
features of the face image or video. Dual graph consists 
of two CNN and the input data is represented as matrix 

 with the data points𝑌𝑌𝑌𝑌 =
{𝑑𝑑𝑑𝑑1,𝑑𝑑𝑑𝑑2, . .𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 ,𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖+1, …𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛} The structure of the graph is 
denoted as an adjacency matrix called 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ∈ 𝑅𝑅𝑅𝑅𝑛𝑛𝑛𝑛×𝑛𝑛𝑛𝑛.   
Vector features and adjacency matrix are the 
DGCNN model inputs. Output of local consistency for 

hidden layer  is declared in Equation (6). 
 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 (𝑃𝑃𝑃𝑃) = 𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎 �𝑃𝑃𝑃𝑃−
1
2𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴�����𝑃𝑃𝑃𝑃−

1
2𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖−1𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖�   (6) 

 
where, 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴����� = 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗′ × 𝐼𝐼𝐼𝐼𝑛𝑛𝑛𝑛,, I- identity 
matrix,𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴�����      – adjacency matrix with self-loops, 
P- is the adjacency matrix in normalized form, z- 
output, r-parametric value for training and - 
activation function (ReLU).  Figure 3 shows that 
work flow of capsule dual graph in CNN. 

 
Figure 3 Capsule dual graph of CNN 

 

 
 
This Figure 3 contains three main capsules and 
produces two output capsules for real image and 
fake image or videos. Features extracted from k-
means algorithm are fed as input and it is distributed 
to three main capsules. In the three main capsules 
includes statistical pooling which is mainly used for 
detecting the forgery image or videos. The outputs 
of three main capsules are dynamically routing to 
output capsules. This output capsules are detecting 
the image or video is real or fake. The Algorithm 1 
describes the capsule dual graph. 
 
Algorithm 1 Dynamic Routing Capsules Dual 
Graph  
Step 1: Procedure Dynamic Routing (𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖 ,𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡, 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡) 
Step 2: for 𝑖𝑖𝑖𝑖 in range do     // DGCNN 
Step 3: 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡�   ← 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡 +  𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑧𝑧𝑧𝑧𝑚𝑚𝑚𝑚(𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡)) 
Step 4: 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡� 𝑗𝑗𝑗𝑗 ← 𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡�𝑗𝑗𝑗𝑗 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖ℎ�𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖�    𝑤𝑤𝑤𝑤ℎ𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖  ∈

                 𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛 
Step 5: For all input 𝑖𝑖𝑖𝑖 capsules and output capsule 𝑗𝑗𝑗𝑗  

do 
Step 6: 𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 ← 0 
Step 7: End For 
Step 8: For 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 iterations do 
Step 9: For all input capsules 𝑖𝑖𝑖𝑖 do 
Step 10: 𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ← 𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) 
Step 11: For all output capsules 𝑗𝑗𝑗𝑗 do 
Step 12: 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 ← ∑ 𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡� 𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖 
Step 13: For all output capsules 𝑗𝑗𝑗𝑗 do 
Step 14: 𝑐𝑐𝑐𝑐𝑗𝑗𝑗𝑗 ← 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖ℎ(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗)  = ‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖2

1+‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖2
× 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖

‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖
  

Step 15: for all input 𝑖𝑖𝑖𝑖 capsules and output capsules 

, I- identity matrix, 

 
 

 

or video using a given set of feature vector values. 
These feature vector values are transformed by 
principal component analysis (PCA).  Let feature set of 
values are 𝑌𝑌𝑌𝑌 = {𝑦𝑦𝑦𝑦1, 𝑦𝑦𝑦𝑦2, 𝑦𝑦𝑦𝑦3, … . ,𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛} Fuzzy C-
Means partition these vector values which specify the 
degrees of membership of each vector values to the 
classes. Then the partition matrix is represented by 
𝑃𝑃𝑃𝑃 = �𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗� for i=1,2,…,m and j=1,2,…n which satisfy 
the two properties like 

                ∑ 𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 1𝑐𝑐𝑐𝑐
𝑖𝑖𝑖𝑖=1                   (3) 

                0 < ∑ 𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 < 𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛
𝑗𝑗𝑗𝑗=1 .                               (4) 

The membership values are close to 0.5 which exhibits 
the vector values of high membership vector values. 
For computing the membership degree by using the 
following steps: 
Step 1: In the training process calculate the matrix of 
Euclidean distance between pair of two features of 
vector values. 
Step 2: Assign infinity to all entries in the matrix.  
Step 3: Sort them in ascending order. 
Step 4: Gather all class labels for the nearest 
neighbor’s pattern. 
Step 5: Calculate the membership grade to class “  for 

 pattern by using: 
 
𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =

�
0.51 + 0.49�𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗/𝑘𝑘𝑘𝑘� 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡ℎ𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎ 𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝′𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙

0.49�𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗/𝑘𝑘𝑘𝑘� 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≠  𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎ 𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝′𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙
(5) 

 
where 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗the number is neighbours in the 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎpattern of  
𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡ℎ class. By this way, we have applied fuzzified to the 
membership grade for all label patterns. 

3.3.2 Deepfake Detection Using Capsule Dual Graph 
(CDG) 

 
The proposed detection system of deepfake detection 
using Capsule dual graph CNN consists of three 
capsules. To detect fake and real face image or videos 
two capsules are needed. The dual graph CNN is 
represented in one capsule to perform the detection. 
The features extracted from Section 3.2 are given as 
input to this detection model. The dual graph neural 
network is the variance of traditional neural network 
with graph. Each node of the graph represents the 
features of the face image or video. Dual graph consists 
of two CNN and the input data is represented as matrix 

 with the data points𝑌𝑌𝑌𝑌 =
{𝑑𝑑𝑑𝑑1,𝑑𝑑𝑑𝑑2, . .𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 ,𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖+1, …𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛} The structure of the graph is 
denoted as an adjacency matrix called 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ∈ 𝑅𝑅𝑅𝑅𝑛𝑛𝑛𝑛×𝑛𝑛𝑛𝑛.   
Vector features and adjacency matrix are the 
DGCNN model inputs. Output of local consistency for 

hidden layer  is declared in Equation (6). 
 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 (𝑃𝑃𝑃𝑃) = 𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎 �𝑃𝑃𝑃𝑃−
1
2𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴�����𝑃𝑃𝑃𝑃−

1
2𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖−1𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖�   (6) 

 
where, 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴����� = 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗′ × 𝐼𝐼𝐼𝐼𝑛𝑛𝑛𝑛,, I- identity 
matrix,𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴�����      – adjacency matrix with self-loops, 
P- is the adjacency matrix in normalized form, z- 
output, r-parametric value for training and - 
activation function (ReLU).  Figure 3 shows that 
work flow of capsule dual graph in CNN. 

 
Figure 3 Capsule dual graph of CNN 

 

 
 
This Figure 3 contains three main capsules and 
produces two output capsules for real image and 
fake image or videos. Features extracted from k-
means algorithm are fed as input and it is distributed 
to three main capsules. In the three main capsules 
includes statistical pooling which is mainly used for 
detecting the forgery image or videos. The outputs 
of three main capsules are dynamically routing to 
output capsules. This output capsules are detecting 
the image or video is real or fake. The Algorithm 1 
describes the capsule dual graph. 
 
Algorithm 1 Dynamic Routing Capsules Dual 
Graph  
Step 1: Procedure Dynamic Routing (𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖 ,𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡, 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡) 
Step 2: for 𝑖𝑖𝑖𝑖 in range do     // DGCNN 
Step 3: 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡�   ← 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡 +  𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑧𝑧𝑧𝑧𝑚𝑚𝑚𝑚(𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡)) 
Step 4: 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡� 𝑗𝑗𝑗𝑗 ← 𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡�𝑗𝑗𝑗𝑗 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖ℎ�𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖�    𝑤𝑤𝑤𝑤ℎ𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖  ∈

                 𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛 
Step 5: For all input 𝑖𝑖𝑖𝑖 capsules and output capsule 𝑗𝑗𝑗𝑗  

do 
Step 6: 𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 ← 0 
Step 7: End For 
Step 8: For 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 iterations do 
Step 9: For all input capsules 𝑖𝑖𝑖𝑖 do 
Step 10: 𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ← 𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) 
Step 11: For all output capsules 𝑗𝑗𝑗𝑗 do 
Step 12: 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 ← ∑ 𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡� 𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖 
Step 13: For all output capsules 𝑗𝑗𝑗𝑗 do 
Step 14: 𝑐𝑐𝑐𝑐𝑗𝑗𝑗𝑗 ← 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖ℎ(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗)  = ‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖2

1+‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖2
× 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖

‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖
  

Step 15: for all input 𝑖𝑖𝑖𝑖 capsules and output capsules 

 – ad-
jacency matrix with self-loops, P- is the adjacency 
matrix in normalized form, z- output, r-parametric 
value for training and σ - activation function (ReLU).  
Figure 3 shows that work flow of capsule dual graph 
in CNN.
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This Figure 3 contains three main capsules and pro-
duces two output capsules for real image and fake 
image or videos. Features extracted from k-means al-
gorithm are fed as input and it is distributed to three 
main capsules. In the three main capsules includes 
statistical pooling which is mainly used for detecting 
the forgery image or videos. The outputs of three main 
capsules are dynamically routing to output capsules. 
This output capsules are detecting the image or video 
is real or fake. The Algorithm 1 describes the capsule 
dual graph.

Algorithm 1. Dynamic Routing Capsules Dual Graph 
Step 1: Procedure Dynamic Routing (outj/i, Wt, it)
Step 2: for i in range do     // DGCNN
Step 3:  Wt ← Wt + rand(size(Wt))
Step 4: outj ← wtj  squash(outj/i)  where wti ∈ Rm×n

Step 5: For all input i capsules and output capsule j do
Step 6: biij ← 0
Step 7: End For
Step 8: For it iterations do
Step 9: For all input capsules i do
Step 10: inci ← softmax(bii)
Step 11: For all output capsules j do
Step 12: outsj ← ∑iincij outj/i

Step 13: For all output capsules j do
Step 14: 

 
 

 

or video using a given set of feature vector values. 
These feature vector values are transformed by 
principal component analysis (PCA).  Let feature set of 
values are 𝑌𝑌𝑌𝑌 = {𝑦𝑦𝑦𝑦1, 𝑦𝑦𝑦𝑦2, 𝑦𝑦𝑦𝑦3, … . ,𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛} Fuzzy C-
Means partition these vector values which specify the 
degrees of membership of each vector values to the 
classes. Then the partition matrix is represented by 
𝑃𝑃𝑃𝑃 = �𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗� for i=1,2,…,m and j=1,2,…n which satisfy 
the two properties like 

                ∑ 𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 1𝑐𝑐𝑐𝑐
𝑖𝑖𝑖𝑖=1                   (3) 

                0 < ∑ 𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 < 𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛
𝑗𝑗𝑗𝑗=1 .                               (4) 

The membership values are close to 0.5 which exhibits 
the vector values of high membership vector values. 
For computing the membership degree by using the 
following steps: 
Step 1: In the training process calculate the matrix of 
Euclidean distance between pair of two features of 
vector values. 
Step 2: Assign infinity to all entries in the matrix.  
Step 3: Sort them in ascending order. 
Step 4: Gather all class labels for the nearest 
neighbor’s pattern. 
Step 5: Calculate the membership grade to class “  for 

 pattern by using: 
 
𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝜇𝜇𝜇𝜇𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =

�
0.51 + 0.49�𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗/𝑘𝑘𝑘𝑘� 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡ℎ𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎ 𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝′𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙

0.49�𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗/𝑘𝑘𝑘𝑘� 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≠  𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎ 𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝′𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙
(5) 

 
where 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗the number is neighbours in the 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡ℎpattern of  
𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡ℎ class. By this way, we have applied fuzzified to the 
membership grade for all label patterns. 

3.3.2 Deepfake Detection Using Capsule Dual Graph 
(CDG) 

 
The proposed detection system of deepfake detection 
using Capsule dual graph CNN consists of three 
capsules. To detect fake and real face image or videos 
two capsules are needed. The dual graph CNN is 
represented in one capsule to perform the detection. 
The features extracted from Section 3.2 are given as 
input to this detection model. The dual graph neural 
network is the variance of traditional neural network 
with graph. Each node of the graph represents the 
features of the face image or video. Dual graph consists 
of two CNN and the input data is represented as matrix 

 with the data points𝑌𝑌𝑌𝑌 =
{𝑑𝑑𝑑𝑑1,𝑑𝑑𝑑𝑑2, . .𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 ,𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖+1, …𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛} The structure of the graph is 
denoted as an adjacency matrix called 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗 ∈ 𝑅𝑅𝑅𝑅𝑛𝑛𝑛𝑛×𝑛𝑛𝑛𝑛.   
Vector features and adjacency matrix are the 
DGCNN model inputs. Output of local consistency for 

hidden layer  is declared in Equation (6). 
 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 (𝑃𝑃𝑃𝑃) = 𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎 �𝑃𝑃𝑃𝑃−
1
2𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴�����𝑃𝑃𝑃𝑃−

1
2𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖−1𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖�   (6) 

 
where, 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴����� = 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑗𝑗𝑗𝑗′ × 𝐼𝐼𝐼𝐼𝑛𝑛𝑛𝑛,, I- identity 
matrix,𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝐴𝐴�����      – adjacency matrix with self-loops, 
P- is the adjacency matrix in normalized form, z- 
output, r-parametric value for training and - 
activation function (ReLU).  Figure 3 shows that 
work flow of capsule dual graph in CNN. 

 
Figure 3 Capsule dual graph of CNN 

 

 
 
This Figure 3 contains three main capsules and 
produces two output capsules for real image and 
fake image or videos. Features extracted from k-
means algorithm are fed as input and it is distributed 
to three main capsules. In the three main capsules 
includes statistical pooling which is mainly used for 
detecting the forgery image or videos. The outputs 
of three main capsules are dynamically routing to 
output capsules. This output capsules are detecting 
the image or video is real or fake. The Algorithm 1 
describes the capsule dual graph. 
 
Algorithm 1 Dynamic Routing Capsules Dual 
Graph  
Step 1: Procedure Dynamic Routing (𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖 ,𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡, 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡) 
Step 2: for 𝑖𝑖𝑖𝑖 in range do     // DGCNN 
Step 3: 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡�   ← 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡 +  𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑧𝑧𝑧𝑧𝑚𝑚𝑚𝑚(𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡)) 
Step 4: 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡� 𝑗𝑗𝑗𝑗 ← 𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡�𝑗𝑗𝑗𝑗 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖ℎ�𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖�    𝑤𝑤𝑤𝑤ℎ𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖  ∈

                 𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛 
Step 5: For all input 𝑖𝑖𝑖𝑖 capsules and output capsule 𝑗𝑗𝑗𝑗  

do 
Step 6: 𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 ← 0 
Step 7: End For 
Step 8: For 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 iterations do 
Step 9: For all input capsules 𝑖𝑖𝑖𝑖 do 
Step 10: 𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ← 𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) 
Step 11: For all output capsules 𝑗𝑗𝑗𝑗 do 
Step 12: 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 ← ∑ 𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡� 𝑗𝑗𝑗𝑗/𝑖𝑖𝑖𝑖 
Step 13: For all output capsules 𝑗𝑗𝑗𝑗 do 
Step 14: 𝑐𝑐𝑐𝑐𝑗𝑗𝑗𝑗 ← 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖ℎ(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗)  = ‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖2

1+‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖2
× 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖

‖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖‖
  

Step 15: for all input 𝑖𝑖𝑖𝑖 capsules and output capsules Step 15: for all input i capsules and output capsules  do
Step 16: biij ← biij + outj/i.oj   
Step 17: End For
Step 18: return oj

Step 19: End For

Figure 3 
Capsule dual graph of CNN

 
 

 

       

                

 

 

 

					

In the Algorithm 1, the dynamic routing three main 
output capsules outj/i for it iterations are evaluated. 
To improve the efficiency of the algorithm by slightly 
add Gaussian noise to the 3-D weight value of tensor  
Wt and implementing the squash as in Equation (7) 
before process the routing by all iterations. This add-
ed Gaussian noise helps to reduce over-fitting of the 
graph. The outputs of main capsules are calculated as:

L = –(xlog(x̂) + (1 – x)  log(1 – x̂)),              (9)

where, x is the ground truth value of label and x̂  is the 
predicted label calculated using Equation (9). The 
output capsule oj by using:

  

 

𝑥𝑥) = !
"
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(10)

By using Equation (10) the output capsules length 
separates the two output capsules like detection of 
real image and fake image or video for all dimensions.

4. Experimental Result and 
Discussions
The proposed deep learning based deepfake detection 
system with efficient feature extraction and detection 
process is experimented with fake and real image or 
videos of public data sets such as FFHQ, 100K-Faces, 
VGGFace2 and WildDeepfake.  The proposed system 
is implemented using the machine learning library 
called PyTorch.

4.1. Data Set Description
4.1.1. Flickr-Faces-HQ, FFHQ
Flickr-Faces-HQ, FFHQ data set contains a group 
of 70,000 face images with a high-quality resolution 
generated by generative adversarial networks (GAN). 

4.1.2. 100K-Faces
100K-Faces data set contains 100,000 unique human 
face images generated using StyleGAN

4.1.3. VGGFace2
The data set VGGFace2 contains large amount of face 
images or videos from various types of nearly nine 
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thousand different subjects, with an average of more 
than 300 images or videos per subject. Image or vid-
eos were collected from the Google search engine 
with information of illumination, ethnicity, age, and 
occupation. 

4.1.4. WildDeepfake
It is a deepfake detection real world data set collected 
from internet. This data set subjects of real and fake 
are collected from internet sources and consists of 
diverse scenes, each scene consists of more persons 
with rich facial expressions. 

4.2. Evaluation Metrics
The proposed FFF-CDG based Capsule Dual graph 
deep fake detection is evaluated with various evalua-
tion metrics such as Accuracy, Sensitivity, Specificity, 
ROC and error detection rate. The Deep Fake detection 
system is compared with standard deep fake detection 
approaches such as VGG19, ResNet and MobileNet.
Accuracy

  

 
 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 9:;9<

9:;9<;=:;=<
𝑋𝑋100 

 

 

 
 

(11)

Sensitivity

  

 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 9:

9:;=<
𝑋𝑋100  

 
(12)

Specificity
It is used to evaluate the rate between True 
Negative (TN) and True Positive (TP)

  

 
 

 

 
 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 9<

9<;=:
𝑋𝑋100  

 
(13)

Half Total Error Rate (HTER)

  

 
=>>;=?>

3
    (14)

where, FRR is False Rejection Rate and FAR is False 
Acceptance Rate.
The Accuracy comparison of the proposed FFF-CDG 
deepfake detection is shown in Table 2 for various 
data sets. With the baseline of various approaches 
such as VGG1 face2, ResNet, Mobile Net and exper-
imented with proposed efficient deep fake image or 
video feature extraction with capsule dual graph for 
various data sets.

For FFHQ data sets, the existing and proposed sys-
tem obtained the accuracy of 81.5%, 89.32%, 91.35% 
and 95.82%, respectively. For 100K faces data sets, the 
approaches obtained the accuracy of 74.78 %, 79.13%, 
90.21% and 96.34% sequentially. For VGGFace 2 data 
set, accuracy values are 87.43%, 89.78%, 90.01%, 97.12% 
and for WildDeepfake data set, 89.25%, 86.52%, 96.75% 
and 98.91%, respectively. The analyzed results proves 
that the proposed system acquired improved percent-
age than the traditional baseline deep fake detection 
systems. The sensitivity, specificity, ROC comparison 
of various deep fake detection system using four differ-
ent data sets are evaluated and the results are shown in 
Table 3 and Figure 8.

Table 2 
Accuracy comparison of proposed vs traditional baseline 
system for various data sets

Methods

Data sets

FFHQ 100K
Faces 

VGG 
face2

Wild 
Deep Fake

VGG19 81.5 74.78 87.43 89.25

ResNet 89.32 79.13 89.78 86.25

Mobile Net 91.35 90.21 90.01 96.75

Proposed FFF-CDG 95.82 96.34 97.12 98.23

Table 3 
Sensitivity and Specificity analysis of proposed system in 
different data sets

Methods
Sensitivity %

VGG
19

Res
Net

Mobile
Net

Proposed 
FFF-CDG

FFHQ 81.5 74.78 87.43 89.25

100K-Faces 89.32 79.13 89.78 86.25

VGG -FACE2 91.35 90.21 90.01 96.75

WildDeepfake 95.82 96.34 97.12 98.23

Methods
Specificity %

VGG
face2

Res
Net

Mobile
Net

Proposed 
FFF-CDG

FFHQ 80.34 83.15 85.28 93.34

100K-Faces 84.2 86.2 89.54 94.67

VGG -FACE2 87.1 87.1 89.1 95.16

WildDeepfake 86.1 89.4 86.3 96.32
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Table 3 shows that sensitivity, specificity analysis 
of proposed FFF-CDG compared with existing algo-
rithms and various data sets of FFHQ, 100K-Faces, 
VGG-face 2, WildDeepfake. The proposed FFF-CDG-
got sensitivity score as 91.14 % in FFHQ data set, 
89.85% in 100K-Faces data set, 88.13 % in VGG-
FACE2 data set and 93.15% in WildDeepfake data set. 
Similarly, for Specificity of proposed work FFF-CDG 
got 93.34% in FFHQ data set, 94.67% in 100K-Faces 
data set, 95.16% in VGG-FACE2 data set and 96.32% 
in WildDeepfake data set. The analysis of training 
and testing of data set in the face image or video and 
produce the validation face input data in the terms of 
accuracy and loss metric information for the deep-
fake face image or video data set. Our proposed work 
FFF-CDGmodel in epochs is shown in Figure 4.
It is observed from Figure 4 that in our FFHQ, 
100K-Faces, DFFD, CASIA-webface data set gives 
less validation loss and good validation accuracy for 
FFF-CDGmodel. Figure 5 shows the AUROC value 
comparison of various Deepfake detection system 
with various data sets.

Figure 4 
Training and Validation Accuracy and Loss in FFF-CDG

 

 

Figure 5 
AUROC

  

 

 

 



571Information Technology and Control 2022/3/51

From the analysis, the proposed system obtained im-
proved ROC value of 84.2% for FFHQ data set, 84.1% 
for 100K-faces data set, 86.12% for VGG-FACE2 data 
set and 86.74% for WildDeepfake data set. Various 
baseline VGG19 systems were obtained for the data 
sets such as FFHQ, 100K-Faces, VGG-FACE2 and 
WildDeepfake as 82.1%, 83.1%, 85.53% and 81.12%. 
Baseline ResNet approach secured 89.2%, 83.3%, 
81.47% and 82.78%. Baseline MobileNet approach ob-
tained 81.21%, 82.1%, 81.72% and 81.54% correspond-
ingly. With the comparison, the proposed DF detec-
tion system secured improved ROC value compared 
to traditional baseline systems. Table 4 presents the 
performance of proposed methods with different data 
sets in terms of error detection rate.

Table 4 
Error detection rate

DF 
detection 
methods

Data sets

FFHQ 100K-Faces VGG-Face2 Wild Deep 
Fake

VGG19 12.41 17.32 15.33 14.42

ResNet 13.45 15.23 12.15 11.23

MobileNet 11.25 13.22 12.65 12.21

Proposed 
FFF-CDG 5.34 6.45 6.12 5.78

The proposed approach obtained minimum error rate 
of 5.34 for the data set FFHQ data set, 6.12 for VGG-
Face2, 6.45 for 100K-faces and 5.78 for WildDeepfake 
data sets. The error rate is minimum compared to the 
baseline deepfake detection methods such as VGG19, 
ResNet and MobileNet. Figure 6 illustrates the half 
total error rate (HTER) of various approaches with 
respect to various data sets.
The proposed DF detection system secured minimum 
HTER of 1.89 for FFHQ data set, 2.67 for 100K-faces 
data set, 2.8 for VGG-FACE 2 data set and 3.0 for the 
WildDeepfake data set. These HTER are minimum 
compared to traditional baseline systems such as 
VGG19, ResNet and MobileNet.  Figure 7 shows the 
computational time comparison.
The proposed system secured 9.2 ms for VGG-Face2 
data set, 10.89 ms for FFHQ, 11.44 ms for wild deep-
fake data set and 12.42 ms for 100K-Faces data set.  
This is minimum compared to other traditional base-

Figure 6 
HTER comparison of DF detection systems
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Figure 7 
Computation time
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line DF detection system where VGG19 secured the 
computational time for the data sets as 15.2 ms, 16.4 
ms, 10.45 ms and 12.56 ms. ResNet obtained 16.5 ms, 
18.76 ms, 11.65 ms and 13.33 ms and MobileNet se-
cured 14.8 ms, 16.55 ms, 10.56 ms and 12.21 ms, re-
spectively. Hence, all the kind of evaluation results 
proves that proposed FFF-CDG obtained improved 
sensitivity, specificity, accuracy and minimum error 
rate, EER and computation time. This proves that 
proposed system is efficient detection of DF image or 
videos with improved accuracy and minimum error.
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5. Conclusion
This paper demonstrated the deep learning method 
for Deep Fake detection of image or videos in an ef-
fective way. From the extracted features, face image 
or videos are used for DF detection in a fine-tuned 
structure. The features from the face image or vid-
eos are extracted using proposed k-mean algorithm. 
The most relevant features are extracted by enhanc-
ing the k-mean based feature extraction with near-
est point group approach. These relevant extracted 
features are then fed as input into the capsule net-
work for deepfake detection. There are five capsules 
which include three for input capsule and two output 
capsules to represent the fake and real image or vid-
eo. Experimental analysis with various baseline DF 
detection approaches such as VGG19, ResNet and 
MobileNet using the benchmark DF image or video 
data sets includes FFHQ, 100K-faces, VGG-Face2, 
WildDeepfake demonstrated that the proposed DF 
detection approach secures improved accuracy for 
FFHQ data sets, the existing and proposed system 
obtained the accuracy of 81.5%, 89.32%, 91.35% 

and 95.82% respectively. For 100K faces data sets, 
the approaches obtained the accuracy of 74.78 %, 
79.13%, 90.21% and 96.34% sequentially. For VGG-
Face 2 data set, accuracy values are 87.43%, 89.78%, 
90.01%, 97.12% and for WildDeepfake data set, 
89.25%, 86.52%, 96.75% and 98.91%, respectively. In 
terms of half total error rate, the proposed DF de-
tection system secured minimum HTER of 1.89 for 
FFHQ data set, 2.67 for 100K-faces data set, 2.8 for 
VGG-FACE 2 data set and 3.0 for wild deepfake data 
set. The proposed system secured 9.2 ms for VGG-
Face2 data set, 10.89 ms for FFHQ, 11.44 ms for wild 
deepfake data set and 12.42 ms for 100K-Faces data 
set. Hence, all evaluation proves that proposed DF 
detection method is general and effective to detect 
wide range of fake image or video attacks. In future, 
the proposed system is extended up to classifiers 
in a different network for the analysis of fake and 
real image or video in the data set. Limitation of the 
study is used ML techniques is not up to 100 percent 
accuracy in fake detection.
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