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The Internet of Medical Things (IoMT) has subsequently been used in healthcare services to gather sensor 
data for the prediction and diagnosis of cardiac disease. Recently image processing techniques require a clear 
focused solution to predict diseases. The primary goal of the proposed method is to use health information and 
medical pictures for classifying the data and forecasting cardiac disease. It consists of two phases for categoriz-
ing the data and prediction. If the previous phase’s results are practical heart problems, then there is no need for 
phase 2 to predict. The first phase categorized data collected from healthcare sensors attached to the patient’s 
body. The second stage evaluated the echocardiography images for the prediction of heart disease. A Hybrid 
Lion-based Butterfly Optimization Algorithm (L-BOA) is used for classifying the sensor data. In the existing 
method, Hybrid Faster R-CNN with SE-Rest-Net-101 is used for classification. Faster R-CNN uses areas to 
locate the item in the picture. The proposed method uses Improved YOLO-v4. It increases the semantic knowl-
edge of little things. An Improved YOLO-v4 with CSPDarkNet53 is used for feature extraction and classifying 
the echo-cardiogram pictures. Both categorization approaches were used, and the results were integrated and 
confirmed in the ability to forecast heart disease. The LBO-YOLO-v4 process detected regular sensor data with 
97.25% accuracy and irregular sensor data with 98.87% accuracy. The proposed improved YOLO-v4 with the 
CSPDarkNet53 method gives better classification among echo-cardiogram pictures.
KEYWORDS: YOLO-v4, CSPDarkNet53, heart disease, Internet of Medical Things (IoMT), Butterfly Optimi-
zation Algorithm, classification, prediction, sensor data, diagnosis.
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1. Introduction
Smart healthcare is competent healthcare for medi-
cal systems that use intelligent devices, the Internet 
of Things, and the Internet Service to access medi-
cal data directly and integrate services, persons, and 
organizations. Doctors, workers, institutions, and 
scientific institutions are just a few people involved 
in patient monitoring. Diseases identification and 
monitoring, decision-making, health administration, 
and clinical science are part of this dynamic setting. 
Automatic systems, including the Internet of Things 
(IoT), artificial intelligence (AI), Big Data, cloud net-
working, and 5G, as well as enhanced biotech, are all 
part of intelligent medicine [16].
The provision of medicine is a basic societal obliga-
tion [4]. In the medical industry, big data covers a wide 
range of topics. Any data explicitly or implicitly rele-
vant to health care falls into this category: biomedi-
cal data, global health information, health outcomes, 
medical insurance information, and health services 
data. Environmental parameters, administration, 
clinical science data, and community health improve-
ment data are among the most common groups. Var-
ious strategies are designed in this sector based on 
machine learning techniques commonly used to tack-
le issues, including prediction, extraction of features, 
and categorization.
The author introduced the AlexNet convolutional 
neural network model, which would be regarded as 
a firm grounding for creating an item testing meth-
od based on deep learning in 2012 [30]. Deep learn-
ing-based object detection methods are now classified 
into two types. One is the Two-Stage method, built on 
R-CNN [27, 3] and TridenNet [5], among other algo-
rithms. The next is the SSD [12, 8, 7] and YOLO-based 
One-Stage method, which has excellent actual im-
provement in multi-scale object recognition. 
The primary goal of this research is to construct a 
design for predicting cardiovascular problems. Ear-
lier studies relied on sensor-based data (healthcare 
signals) or imaging techniques for classification and 
prediction. Rather than employing sensor and picture 
data independently in the suggested method, sensors 
and picture information are integrated as two phases 
of input. Sensor information can be used for forecast-
ing and categorization during the first phase. At the 
same time, the first stage’s outcome is not suitable, 

depending on the severity of the sickness or the pro-
duced outputs. The second phase would be employed 
to classify and predict disease using medical image 
information accurately. Precision estimations can 
be developed to meet the needs between both pa-
tients and physicians by using this categorization 
technique. The main contribution of the proposed 
methodLBO-YOLO-v4 is given below:
 _ The first phase includes classifying sensor 

data collected by medical sensors attached 
to the patient’s body. The classification of 
echocardiography pictures follows next in the 
second phase.

 _ This work addresses the issue of training time by 
incorporating the upgraded CSPDark- Net53 into 
the core to achieve rapid modeling convergence 
and reduce development time costs.

 _ A Lion-based Butterfly Optimization Algorithm 
(L-BOA) is used for classifying the sensor data.

 _ Improved YOLO-v4 with CSPDarkNet53 is used 
for feature extraction and classifying the echo-
cardiogram pictures.

The remaining sections of this paper are structured 
as follows: Section 2 discusses the related research 
works, Section 3 describes the Lion-based Butterfly 
Optimization Algorithm (L-BOA), Improved YO-
LO-v4 with CSPDarkNet53, Section 4 presents the 
methods used to adopt the proposed model, Section 
5 discusses the experimented results and Section 6 
concludes the proposed system with future work. 

2. Related Works
The author [6] employed a modified deep convolu-
tional neural network (MDCNN) to forecast cardi-
ac illness. A wearable and an ECG gadget were used 
to monitor a patient’s blood pressure and ECG in 
that study. The MDCNN was utilized to categorize 
the sensing information recorded as healthy or un-
healthy. The efficiency of these models may have been 
enhanced by using a feature selection technique for 
greater benefits.
A smart healthcare model based on autoencoders for 
heart disease detection was suggested in [20]. Physio-
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bank-PhysioNet with PASCAL B-training AEN’s di-
agnostics system was built using training heart sound 
datasets. In [22] employed a learning-aided enhanced 
deep convolutional neural network (EDCNN) to im-
prove cardiovascular disease prognostics. The frame-
work, which combines an MLP concept with regu-
larization learning methods, was created with deep 
architecture in consideration. As just an outcome, 
the decrease in variables had an effect on the results 
of the classifier in terms of correctness and time con-
sumption.
The author [17] employed superior classifiers called 
optimum deep learning to categorize cancer, brain 
scans, and Alzheimer’s illness. By using a deep learn-
ing approach that included pretreatment, feature 
selection, and categorization, an optimized feature 
range of choice medical classification technique was 
achieved. To increase the classifier’s efficiency, the 
opposition-based crow search (OCS) technique was 
used. The OCS method selected the optimal qualities 
for research from pre-processed photos.

Table 1
Characteristics and Methodologies used for Disease Prediction

Author Methodologies Used Characteristics

Xiao et al. [28] MRLDC It detects diseases more quickly.
The importance of investigating implicit links is considerable.

Mohan et al. [18] HRFLM In terms of effectiveness, the performance level has improved.
Disease forecasting has great potential.

Vasquez-Morales 
Yang et al. [25] CBR

It is capable of accurately predicting the risk of CKD.
The accuracy of the prediction and the rate with which it converges has 
both been improved.

Yang et al. [29] EPDP
Depending on the communication and computation operating costs, it 
is more effective.
This method works well in real-time situations.

Hag et al. [2] SVM The estimated time is cut in half thanks to feature selection.
The general predictive performance of categorization has increased.

Sierra-Sosa et al. [24] Traditional Machine 
Learning

The patient information is quickly evaluated, and predictive 
performance is increased.
Flexibility is possible for large data sets.

Karim et al. [11] Deep-Sparse 
Autoencoder structure

During training, SAE eliminates aspects that are not needed.
ESD offers quick extraction of features and sustained success.

Liu et al. [13] WOA It’s simple to use.
The calculation cost is really minimal.

In [1], a convolutional neural network (CNN) was uti-
lized to diagnose cardio-vascular illness in patients. 
The suggested methodology was first centered on spa-
tial representing data with CNN for the prediction of 
heart disease. To improve performance, extraction 
of features and feature selection techniques could be 
used. A mixed fuzzy-based decision tree approach for 
earlier diagnosis of heart illness was suggested in [26] 
employing a continuous and distant patient surveil-
lance system. 
The collection of RGB color data has been employed by 
some researchers in conducting face mask recognition 
[9]. Moreover, because the paper does not really ad-
dress the issue of non-standard mask-wearing, the sys-
tem’s flexibility has to be enhanced. The researchers in 
[23] achieved face mask identification using YOLO-v2 
and ResNet50, with DarkNet-19 as the backbone net-
work. According to the authors of [10], the mixture of 
ResNet50 and SVM can recognize face masks with an 
accuracy of up to 99.64 percent. The method, on the 
other hand, has high computational complexity.
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3. Proposed Methodology
Artificial intelligence and machine learning methods 
are used in the suggested way for health information 
prediction and classification. The proposed study 
relies heavily on sensors (wearables) and databases. 
There are two phases to the recommended method. 
Healthcare sensors placed on a person’s body produce 
sensor information in the first phase. This would be 
followed by categorizing echocardiography pictures 
in the second phase. Sensor information was record-
ed and sampled in this investigation, with ECG sensor 
data at 100 Hz. Data was supplied through Bluetooth 
to the device and saved as binary and comma-sepa-
rated value (.csv) formats. The image analysis testing 
was performed using tailored echocardiogram imag-
ing data collected confidentially under the observa-
tion of a physician. Those documents were saved in 
a cloud-based database. Sensor methods are catego-
rized using the Hybrid Lion-based Butterfly Optimi-
zation Algorithm (L-BOA) to classify the sensor data. 
Improved YOLO-v4 with CSPDarkNet53 is used for 
feature extraction and organizing the echocardio-
gram pictures.
Medical information was analyzed using ECG, pulse 
oximeter, temperatures, and blood pressure sensors 
in the type of wearables. By placing such devices on 
the human body, they were capable of recording ECG 
data, heart rate, blood pressure, and even body tem-
perature. This study was carried out in two phases, ev-
ery one with its unique set of difficulties. The results 
of the two phases were found to be accurate in heart 
disease prediction. From the results of phase 1, users 
would be able to measure the effects of the disease 
[21, 14, 15] by measuring ECG, heart rate, and blood 
pressure. A physician will assess the initial phase 
outcomes and inform patients of any diagnostic tests 
needed in phase 2. The information can be analyzed 
mainly by the physician and the users from afar. Users 
have to go to the hospital for healthcare assistance in 
case of emergencies.
The suggested methodology is depicted in Figure 1, 
and it works as follows: To begin, medical data is mea-
sured using sensors (ECG, BP, and pulse oximeter) 
attached to the patient’s body. The information taken 
by patients’ sensors is significant to cardiovascular 
disease. The path of electric signals when they flow 

 

Figure 1
The architecture of Proposed LBO-YOLO-v4

through the cardiac muscle is detected by the ECG 
sensors. A heart rate from outside ranges from 60 to 
100 beats per minute is considered abnormal.

3.1. Input Dataset

The initial phase is collecting the input data from the 
cloud storage. Herewith the help of the oximeter sen-
sor the echocardiogram images were collected and 
stored in the cloud. These data were stored in .csv 
format. This data is given as input for heart disease 
prediction.

3.2. Pre-processing

Pre-processing is the next phase in the classification 
process, it helps to identify the elimination of redun-
dancy, replacement of lacking characteristics, and di-
vision. Moreover, it removes unwanted noises in the 
images.
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3.3. Phase 1 Feature Selection and 
Classification Using L-BOA 
3.3.1. Butterfly Optimization Algorithm
The behavior of BOA [4] is similar to that of butter-
flies when they are looking for food and breeding. The 
ability of such butterflies to survive for several years 
is related to their abilities. They use their sense of vi-
sion, feel, scent, hearing, and tasting to find a mate and 
prey. These abilities are in handy when moving from 
one location to another. The fragrance is the most dis-
tinctive of all the organs since it aids the butterflies in 
seeking nutrition, usually pollen, also at long ranges. 
The overall procedure of the butterfly is based on two 
fundamental issues: the construction of Fr and the 
modification of AS. The letter Fr stands for aroma, 
and the phrase AS stands for stimulation strength.
The stored optimization problem is connected to the 
intensity of the actual stimulus AS of the butterflies. 
On the other hand, the scent Fr is relative and is detect-
ed by the surviving butterfly. The odor is considered 
a function of stimulus intensity in this BOA method, 
which would be formally expressed in Equation (1).
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storage. Herewith the help of the oximeter sensor the 
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3.3.1 Butterfly Optimization Algorithm 
The behavior of BOA [4] is similar to that of butterflies 
when they are looking for food and breeding. The ability 
of such butterflies to survive for several years is related to 
their abilities. They use their sense of vision, feel, scent, 
hearing, and tasting to find a mate and prey. These abilities 
are in handy when moving from one location to another. 
The fragrance is the most distinctive of all the organs since 
it aids the butterflies in seeking nutrition, usually pollen, 

also at long ranges. The overall procedure of the 
butterfly is based on two fundamental issues: the 
construction of Fr and the modification of AS. The 
letter Fr stands for aroma, and the phrase AS stands 
for stimulation strength. 
The stored optimization problem is connected to the 
intensity of the actual stimulus AS of the butterflies. 
On the other hand, the scent Fr is relative and is 
detected by the surviving butterfly. The odor is 
considered a function of stimulus intensity in this 
BOA method, which would be formally expressed in 
Equation (1). 
 
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃.                                                      (1) 
 
In the classic BOA method, the terms Sm and Pe are 
frequently between 0 and 1. Sm represents the 
perceptual modalities in Equation (1), and the energy 
exponential depending on modalities is represented 
by Pe, which indicates the variable absorbing 
degrees. The qualities of butterflies are glorified in 
the following areas. 
• The optimization problem controls the system 

increase of the butterflies. The butterfly would 
be capable of attracting one another due to the 
fragrance released by all of them. 

• Every butterfly would migrate randomly and 
towards the most incredible butterflies in an 
attempt to remove the scent. 

 
The beginning process, Iterative process, and Final 
process" are the three processes of traditional BOA. 
Every repetition begins with the initial stages, 
followed by repeated searches, and finally, the 
method is completed until the best answer is found. 
The optimal solution and objective function are 
defined at startup. In addition, the variables which 
are employed are allocated. Then, for effectiveness, 
build the butterfly's initial solution. The butterfly's 
positions are produced randomly in the search 
process, together with their smell and fitness values, 
calculated and saved. The total number of butterflies 
stays constant throughout simulations, and the 
information is stored in a set system memory. 
The traditional BOA method is used to number 
repetitions throughout the multiple examples. Every 
cycle computes the fitness values of all the 
butterflies available in the optimal solution for 
traveling to new areas. The method calculates the 
fitness values f the entire butterfly in distinct places 
initially in the optimal solution. Equation (1) will 
later generate the smell in these butterflies' sites. The 
model's two main stages are the local and globally 
searching cycles. The butterflies make a point in the 
development of the optimization technique, P, and 
the corresponding formula is Equation (2). 

 

(1)

 _ In the classic BOA method, the terms Sm and Pe 
are frequently between 0 and 1. Sm represents 
the perceptual modalities in Equation (1), and 
the energy exponential depending on modalities 
is represented by Pe, which indicates the variable 
absorbing degrees. The qualities of butterflies are 
glorified in the following areas.

 _ The optimization problem controls the system 
increase of the butterflies. The butterfly would 
be capable of attracting one another due to the 
fragrance released by all of them.

 _ Every butterfly would migrate randomly and 
towards the most incredible butterflies in an 
attempt to remove the scent.

The beginning process, Iterative process, and Final 
process” are the three processes of traditional BOA. 
Every repetition begins with the initial stages, fol-
lowed by repeated searches, and finally, the method is 
completed until the best answer is found. The optimal 
solution and objective function are defined at startup. 
In addition, the variables which are employed are al-
located. Then, for effectiveness, build the butterfly’s 

initial solution. The butterfly’s positions are produced 
randomly in the search process, together with their 
smell and fitness values, calculated and saved. The 
total number of butterflies stays constant throughout 
simulations, and the information is stored in a set sys-
tem memory.
The traditional BOA method is used to number repe-
titions throughout the multiple examples. Every cycle 
computes the fitness values of all the butterflies avail-
able in the optimal solution for traveling to new areas. 
The method calculates the fitness values f the entire 
butterfly in distinct places initially in the optimal 
solution. Equation (1) will later generate the smell in 
these butterflies’ sites. The model’s two main stages 
are the local and globally searching cycles. The but-
terflies make a point in the development of the opti-
mization technique, P, and the corresponding formula 
is Equation (2).

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+       𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 = 𝑖𝑖𝑖𝑖𝑣𝑣𝑣𝑣
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(2)

The answer vectors for the Ith butterflies in their rep-
etitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butter-
flies is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+       𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 = 𝑖𝑖𝑖𝑖𝑣𝑣𝑣𝑣
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(3)

Butterflies are seen mating with each other and hunt-
ing for nourishment on a national and global level. 
The switching probability sp is often used in BOA to 
switch between common international and intense 
search engines.

3.3.2. Conventional Lion Algorithm
The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its 
main impetus from the environment, where typical 
lion behaviors include regional conquest and territo-
ry protection. The standard LA method has six pro-
cess steps briefly detailed below.
a Generation of Pride
The territory lions as well as its lioness are referred to 
as LIMa and LIFm, respectively, whereas the migratory 
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lion is referred to as LI Nom. These wandering lions 
is not a member of the proud generations. The lion’s 
and lioness’s vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the no-
madic lion, which are the random numbers amongst 
bounds if A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to ex-
press the lion’s length.

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
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                             (6) 
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There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(4)

The variables A and B in the preceding formula are 
the numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the compo-
nents of the vector to be constructed as 1 or 0 Equa-
tion (5).

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
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                             (6) 
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There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
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d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
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In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(5)

b Evaluation of Fertility
Following the pride formation process, a reproduc-
tive assessment is carried out. The laggard in this 
case is the lion, and the laggardness ratio is referred 
to as LagRt, which would be increased via one. When 
ft(LIMa) improves, the standard fitness is referred to 
as ft ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, the 
lioness’ productivity is regulated by the sterilization 
ratio strRt, which is increased once when strRt reaches 
strmax

Rt. In this scenario, Equations (6)-(8) are used to 
modify the lioness.
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The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 
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Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
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The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
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b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
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There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
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d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
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In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 
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The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 
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Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
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The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
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b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
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𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(7)

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+       𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 = 𝑖𝑖𝑖𝑖𝑣𝑣𝑣𝑣
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(8)

There are two basic phases and one additional phase 
in this process. The major processes in this process 
are mutations and crossovers, with gender grouping 
as a secondary phase.
c Territory Defense
It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the locally 
optimum solution and locating distinct options with 

equal fitness values. Whenever the criteria indicated 
in Equations (9)-(11) are met, the nomadic lion LINom 
is chosen.

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
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                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(9)

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
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                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
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𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(10)

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+       𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 = 𝑖𝑖𝑖𝑖𝑣𝑣𝑣𝑣
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(11)

d Ending Process
One of the formulas in Equations (12)-(13) must be 
achieved for the algorithms to be completed.

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+       𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 = 𝑖𝑖𝑖𝑖𝑣𝑣𝑣𝑣
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(12)

 
 

 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2 × 𝑃𝑃𝑃𝑃∗ − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖.            (2) 
 
The answer vectors for the Ith butterflies in their 
repetitions are provided by LIit

I the current best answer 
from all of the answers in the current round would be 
provided by p, the random variable among 0 and 1 is 
provided by Rd, as well as the smell of the Ith butterflies 
is provided by Fri in Equation (2). Equation (3) 
expresses the math problem for the localized search 
stage. The jth and kth butterfly in repetition is provided 
by LIit

j and LIit
k, correspondingly, from the optimal s 

 
= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖                                       (3) 
 
Butterflies are seen mating with each other and hunting 
for nourishment on a national and global level. The 
switching probability sp is often used in BOA to switch 
between common international and intense search 
engines. 

3.3.2Conventional Lion Algorithm 

The suggested L-BOA technique for hidden neuron 
improvement in both NN and DBN. LA [2] gets its main 
impetus from the environment, where typical lion 
behaviors include regional conquest and territory 
protection. The standard LA method has six process 
steps briefly detailed below. 

a. Generation of Pride 

The territory lions as well as its lioness are referred to as 
LIMa and LIFm, respectively, whereas the migratory lion 
is referred to as LI Nom. These wandering lions is not a 
member of the proud generations. The lion's and 
lioness's vectors components are provided by 
LIMa

El,LIFm
El, and the word LINom

El symbolizes the 
nomadic lion, which are the random numbers amongst 
bounds if  A<1, where ElLng. Furthermore, Lng, which 
would be represented in Equation (4) is used to express 
the lion's length. 
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = � 𝐴𝐴𝐴𝐴;          𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴𝐴𝐴 > 1
𝐵𝐵𝐵𝐵;        𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.                                        (4) 

 
The variables A and B in the preceding formula are the 
numbers used to calculate the lengths of the lions. 
Whenever a=1 occurs, the method must explore to use 
of the binary digitized lion, which causes the 
components of the vector to be constructed as 1 or 0 
Equation (5). 
 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑂𝑂𝑂𝑂𝑣𝑣𝑣𝑣(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∈ �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 , 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�.                                (5) 

b. Evaluation of Fertility 

Following the pride formation process, a reproductive 
assessment is carried out. The laggard in this case is the 
lion, and the laggardness ratio is referred to as LagRt, 

which would be increased via one. When ft(LIMa) 
improves, the standard fitness is referred to as ft 
ref. The territory defense occurs whenever the 
laggardness ratio increases Lagmax

Rt. Furthermore, 
the lioness' productivity is regulated by the 
sterilization ratio strRt, which is increased once 
when strRt reaches strmax

Rt. In this scenario, 
Equations (6)-(8) are used to modify the lioness. 
 

     𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = �
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+       𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 = 𝑖𝑖𝑖𝑖𝑣𝑣𝑣𝑣
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃         𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                             (6) 

 
                  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃+ = min [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , max (𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚 ,∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸)       (7) 
 
                    ∆𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸= [𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸−𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 + (0.1 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅2 − 0.05)(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅1𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃)] .  (8) 

 
There are two basic phases and one additional 
phase in this process. The major processes in this 
process are mutations and crossovers, with gender 
grouping as a secondary phase. 

c. Territory Defense 

It is a simple approach for exploring the optimum 
solution, so it aids the method in avoiding the 
locally optimum solution and locating distinct 
options with equal fitness values. Whenever the 
criteria indicated in Equations (9)-(11) are met, the 
nomadic lion LINom is chosen. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚                                 (9) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                              (10) 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚) < 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖−𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚).                            (11) 

 

d. Ending Process 

One of the formulas in Equations (12)-(13) must 
be achieved for the algorithms to be completed. 
 
𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 > 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚                                                       (12) 
 

  𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚) − 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖)| ≤ 𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖ℎ𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟            (13) 
 
In the preceding formulas, the number of iteration 
is represented by it, which starts at zero and 
increases by one whenever territory domination is 
achieved. The error threshold is denoted by the 
phrase errthres. 
 
3.4 Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA) 
In previous studies, many optimization methods 
were combined to create a novel hybrid 
optimization technique. For certain searching 
difficulties, these offer the best outcomes. The 

(13)

In the preceding formulas, the number of iteration is 
represented by it, which starts at zero and increases 
by one whenever territory domination is achieved. 
The error threshold is denoted by the phrase errthres.

3.4. Proposed Lion-based Butterfly 
Optimization Algorithm (L-BOA)
In previous studies, many optimization methods were 
combined to create a novel hybrid optimization tech-
nique. For certain searching difficulties, these offer 
the best outcomes. The approach takes into account 
the benefits of enhancing performance. As compar-
ison to other meta-heuristic algorithms, the hybrid 
optimization approach appears to have the best con-
vergence behavior [4]. The traditional BOA algorithm 
is capable of properly tackling the issue. Moreover, 
that has numerous drawbacks, including convergence 
rate, a proclivity for local optimization, and reduced 
performance. The LA method is combined with the 
BOA algorithm to solve the BOA difficulties, and the 
result is known as the L-BOA method.
The traditional LA method has had the advantages of 
becoming exceedingly efficient, having a higher prob-
ability of obtaining the globally or adequate optimal 
solutions, becoming well suited to high-dimensional 
issues, while being expandable. If (Rd<sp), the up-
dating operation is controlled by Equation (1) in the 
standard BOA method; alternatively, it is handled by 
Equation (2). The standard BOA update procedure is 
used in the suggested L-BOA if the sequence of num-
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bers rd is less than the switching frequency sp. The 
female lion, on either hand, performs the updating 
process using Equation (3). 

3.5. Improved YOLO-v4 with CSPDarkNet53 
The thickness of the networks develops as the 
amount of layers of the convolutional neural net-
work increases, and the deeper network structure is 
useful for extracting object information. As a result, 
little items’ important information is enhanced. The 
following are the primary YOLO-v4-based enhance-
ments reported in this paper: The CSPDarkNet53 
has been enhanced into CSP1 X and CSP2 X, result-
ing in fewer network modules and lower extract-
ing features variables in the network structure. By 
using CSP2 X device in Neck can enhance data fu-
sion, as well as the adaptive image scaling model has 
been used to substitute the image scaling model in  
YOLO-v4.

3.5.1. Extracting Features in Backbone Network
The residue layer in YOLO-v4 was included to im-
prove the program’s learning capacity and decrease 
the amount of variables. The residual network’s oper-
ation method and the set of parameters are reduced. 
The residue component’s (Res-unit) function can be 
summarized in the following points. Execute 1×1 con-
volution initially, then 3×3 convolution, and finally 
weighing the component’s two outcomes. The goal of 
weighing is to improve the characteristic layer’s data 
without modifying its information’s in the dimension. 
The picture’s collection of element that links is sent 
into CSPDarkNet53, which then performs continual 
convolution down-sampling to obtain more contextu-
al features.
Next, in order to obtain more semantic features, con-
tinual convolution down-sampling is conducted. As a 
result, the greatest meaningful information is found 
during last 3 layers of Backbone, and last three levels 
of characteristics are chosen as the inputs of SPPNet 
and PANet. The CSPDarkNet53 network structure is 
displayed in Figure 2.
Whereas YOLO-v4 employs to define the concept to 
lower the model’s computational energy demands, it 
still wants to upgrade its memory usage. As a result, 
the network topology of YOLO-CSPDarkNet53 v4’s 
modules is enhanced in this study to the CSP1 X mod-
ules, as seen in Figure 3.

The enhanced networks, as compared to CSPDark-
Net53 in Figure 2, employ the H-swish activation 
function, given in Equation (14):

  

approach takes into account the benefits of enhancing 
performance. As comparison to other meta-heuristic 
algorithms, the hybrid optimization approach appears to 
have the best convergence behavior [4]. The traditional 
BOA algorithm is capable of properly tackling the issue. 
Moreover, that has numerous drawbacks, including 
convergence rate, a proclivity for local optimization, 
and reduced performance. The LA method is combined 
with the BOA algorithm to solve the BOA difficulties, 
and the result is known as the L-BOA method. 
The traditional LA method has had the advantages of 
becoming exceedingly efficient, having a higher 
probability of obtaining the globally or adequate optimal 
solutions, becoming well suited to high-dimensional 
issues, while being expandable. If (Rd<sp), the updating 
operation is controlled by Equation (1) in the standard 
BOA method; alternatively, it is handled by Equation 
(2). The standard BOA update procedure is used in the 
suggested L-BOA if the sequence of numbers rd is less 
than the switching frequency sp. The female lion, on 
either hand, performs the updating process using 
Equation (3).  
 
3.5 Improved YOLO-v4 with CSPDarkNet53  
The thickness of the networks develops as the amount 
of layers of the convolutional neural network increases, 
and the deeper network structure is useful for extracting 
object information. As a result, little items' important 
information is enhanced. The following are the primary 
YOLO-v4-based enhancements reported in this paper: 
The CSPDarkNet53 has been enhanced into CSP1 X and 
CSP2 X, resulting in fewer network modules and lower 
extracting features variables in the network structure. 
By using CSP2 X device in Neck can enhance data 
fusion, as well as the adaptive image scaling model has 
been used to substitute the image scaling model in 
YOLO-v4. 
 
3.5.1 Extracting Features in Backbone Network 
The residue layer in YOLO-v4 was included to improve 
the program's learning capacity and decrease the amount 
of variables. The residual network's operation method 
and the set of parameters are reduced. The residue 
component's (Res-unit) function can be summarized in 
the following points. Execute 1×1 convolution initially, 
then 3×3 convolution, and finally weighing the 
component's two outcomes. The goal of weighing is to 
improve the characteristic layer's data without 
modifying its information’s in the dimension. The 
picture's collection of element that links is sent into 
CSPDarkNet53, which then performs continual 
convolution down-sampling to obtain more contextual 
features. 
Next, in order to obtain more semantic features, 
continual convolution down-sampling is conducted. As 
a result, the greatest meaningful information is found 
during last 3 layers of Backbone, and last three levels of 

characteristics are chosen as the inputs of SPPNet 
and PANet. The CSPDarkNet53 network structure 
is displayed in Figure 2. 
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The enhanced networks, as compared to 
CSPDarkNet53 in Figure 2, employ the H-swish 
activation function, given in Equation (14): 
 
 𝐻𝐻𝐻𝐻 𝐻 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ(𝑋𝑋𝑋𝑋) = 𝑋𝑋𝑋𝑋 𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑋𝑋𝑋𝑋𝑋𝑋)

6
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The computation costs of the Swish function [30], 
which includes the Sigmoid function, is greater 
than that of the ReLU method, however the Swish 
feature is much more efficient than ReLU feature. 
Howard employed the H-swish feature on portable 
devices to decrease the model's memory usage, 
lowering the runtime costs even more. As a result, 
the benefits of the H-swish functions are exploited 
in this study to lower the model's operating 
completion times while assuring there's no 
gradients inflation, vanishing, or other difficulties. 
Simultaneously, the model's detection 
performance has improved. 
The original input layers of a residual block in 
CSP1 X are broken into 2 parts. Again for 
convolution procedure, the first is being used as 
the remaining edges. Another is the trunks portion, 

(14)

The computation costs of the Swish function [30], 
which includes the Sigmoid function, is greater than 
that of the ReLU method, however the Swish feature 
is much more efficient than ReLU feature. Howard 
employed the H-swish feature on portable devices 
to decrease the model’s memory usage, lowering the 
runtime costs even more. As a result, the benefits of 
the H-swish functions are exploited in this study to 
lower the model’s operating completion times while 
assuring there’s no gradients inflation, vanishing, or 
other difficulties. Simultaneously, the model’s detec-
tion performance has improved.
The original input layers of a residual block in CSP1 X 
are broken into 2 parts. Again for convolution procedure, 
the first is being used as the remaining edges. Another is 
the trunks portion, which executes a 1×1 convolution 
operation initially, then a 1×1 convolution to modify the 
channels after reaching the residue blocks, and finally 
3×3 convolution operations to improve extraction of 
features. Finally, the two phases are combined, combin-
ing the streams to acquire further data about the set of 
feature. The enhanced Backbone in this study uses three 

Figure 2 
Module structure of CSPDarkNet53

 

Figure 3 
Module Structure of CSP1_X
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CSP1 X modules, while X specifies the amount of resid-
ual weighing procedures in the remaining architecture. 

Neck Network
The input pictures must be a fixed size for the convo-
lutional neural network to operate. In the previous, 
the constant inputs for a convolution neural network 
was acquired via trimming and bending procedures, 
however these techniques frequently resulted in is-
sues such as item absence or distortion. Authors cre-
ated SPPNet to solve these issues by removing the 
ability for a constant input capacity. YOLO-v4 devel-
oped the SPPNet structure and management on YO-
LO-v3 to obtain multi-scale spatial information. They 
add the CSP2 X modules to the PANet architecture of 
YOLO-v4 to improve extraction of features and fu-
sion multi-scale local image data with global image 
data. This enables faster the stream of featured data 
to improve the accurateness. 
In YOLO-v4, the Neck network uses the common con-
volution technique, but the CSPNet has the benefit of 
large academic abilities, decreased CPU bottleneck, 
and limited memory costs. Applying the upgraded 
CSPNet networking higher unit on YOLO-v4 can in-
crease network convolution layer even more. Such a 
merged function allows again for top-down transmit-
ting of deeper high - level features in PANet while also 
fusing the bottom-up deep placement characteristics 
from of the SPPNet system, allowing for feature engi-
neering among different backbone layer upon layer and 
recognition layers in the Neck network and much more 
advanced functions for the Prognostication system.

3.5.2. Adaptive Image Scaling
The picture information provided by the input source 
inside the high detection rate has a consistent correct 
size. The writing number identification set of data 
MNIST, for instance, has a typical image size of 28×28 
pixels. ResNet, on the other hand, fixes the input pic-
ture to 224×224 because various data collections had 
various image dimensions. Just at YOLO-v4 detect-
ing network’s input source, 2 known dimensions of 
416×416 and 608×608 are available. Reducing, bend-
ing, extending, resizing, and other traditional proce-
dures for reaching correct size are common, but they 
can easily result in missing items, a loss of detail, and 
a drop in correctness. 
The picture data had to be manually unified to the 

standard size in the earlier convolutional neural net-
work, but YOLO-v4 standardized the size of an image 
immediately utilizing the information generators 
and afterwards inputs the picture into the system to 
accomplish the end-to-end learning experience. The 
input image sizes in the training and testing phases of 
YOLO-v4 are 416×416 and 608×608. The actual pic-
tures are sized initially, then grey pictures with sizes 
of 416×416 or 608×608 are produced, and lastly the 
scaling picture is layered on the grey image to gener-
ate visual information of normal size.

4. Result Analysis
4.1. Simulation Environment
The planned project was carried out on Amazon’s 
cloud. The MATLAB Simulink software, versions 
2019a, was used to evaluate the proposed approach. 
The tests were conducted on a PC with just an Intel 
Core i7-10700 CPU operating at 2.9 and 4.8 GHz, 8 GB 
of RAM, and a 64-bit version of Windows 10. The main 
aim of this analysis was to classify and predict heart 
disease information, which was crucial in this study. 
The suggested classifications categorized the informa-
tion as suggesting the presence of cardiac disease.
a Descriptions of Dataset
The proposed method was assessed using the Cleve-
land dataset from the UCI repository, which can be 
found at http://archive.ics.uci.edu/ ml /datasets.php 
(accessed on July 21, 2021). Every set of data has its 
unique subset of features and qualities; the Cleveland 
database, for instance, contains 76 features and 303 
entries. Just 14 variables from the Cleveland dataset, 
have been used for training and validation. The sug-
gested model was trained using the whole dataset, 
and the sensor data acquired was utilized to evaluate 
the system. All of knowledge was acquired by using 
sensors, which was used for validation, depending on 
the characteristics of the training data. In the testing 
data, the features that were employed in the training 
examples were also examined.
Figure 4 shows a selection of photos from of the data-
base. The training / testing operations followed this 
pattern. The photographs from the UCI dataset were 
utilized for training, while the images captured in real 
- time basis were used for testing.
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To evaluate the performance of metric measures 
are using accuracy, specificity, Precision, recall and 
F-score, values for proposed work LBO-YOLO-v4 is 
given below.
The LBO-YOLO-v4 method was used to evaluate the 
experimental assessments of the dataset’s healthy 
and unhealthy type of cases. In the health information 
categorization, Table 1 shows the accuracy, precision, 
recall, specificity, and F-score values again for differ-
ent normal and abnormal classes. Two unique catego-
ries of information were reviewed for categorization 
as normal (healthy) or aberrant in this stage 1 investi-
gation (unhealthy)

Depending on the data, the suggested model was eval-
uated for accuracy, precision, recalls, specificity, and 

Figure 4 
Pictures from the dataset as examples 

 

Fig 04 

Table 1
Phase 1 output with L-BOA technique was used to compare normal and abnormal class subjects

Dataset Class Used Precision Recall Accuracy F-Score Specificity

Sensor
Abnormal

97.32 % 98.90 % 98.91 % 98.32 % 97.85 %

Cleveland Dataset 96.15 % 98.65 % 98.53 % 97.85 % 97.15 %

Sensor  (Collected)
Normal

96.45 % 97.95 % 97.67 % 96.85 % 95.40 %

Cleveland Dataset 97.85 % 98.97 % 98.75 % 98.78 % 96.70 %

F-score. In this evaluation the phase 1, L-BOA meth-
od is used it works with Sensor dataset and Cleveland 
Dataset. The suggested L-BOA method achieved 97.67% 
accuracy, 96.45% precision, 97.95% recall, 95.40% spec-
ificity, and a 96.85% F-score in normal class categoriza-
tion utilizing smart sensor data received by detectors. 
Mostly on Cleveland dataset, the L-BOA technique 
achieved 98.75 % accuracy, 97.85% precision, 98.97% 
recall, 96.69% specificity, and a 98.79% F-score. The 
graphic plots for such quality of medical classification 
process are shown in Figures 5-6. 

Figure 5 
Phase 1- Normal Classification of Sensor dataset

Figure 6 
Phase1-Normal Classification of Cleveland dataset
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Figure 7 
Phase 1-Abnormal Classification of Sensor and Cleveland 
Dataset

The suggested L-BOA method achieved 98.91% accu-
racy, 97.32% precision, 98.90% recall, 97.85% speci-
ficity, and 98.32% F-score in abnormal class categori-
zation using clinical signal data collected by sensors. 
On the Cleveland d, the L-BOA strategy scored 98.53% 
accuracy, 96.15% precision, 98.65% recall, 97.15% 
specificity, and a 97.85% F-score. The graphic plots 
for such quality of medical classification process for 
Cleveland dataset are shown in Figures 7-8.

Table 2 
Output with Phase -2 Comparison of Different algorithms 
used for image classification

Methods Used Precision Recall Specificity F-Score

ResNeXt-101 94.00 95.42 92.98 95.99

Inception-
ResNet-v2 94.07 96.14 94.11 96.04

SE-ResNet-101 95.18 97.31 95.03 98.25

Faster R-CNN-
SE-ResNeXt-101 98.06 98.95 96.32 99.02

Proposed 
YOLO-v4 with 
CSPDarkNet53

98.75 99.15 97.05 99.45
 

 

Fig 07 
Figure 8 
Evaluation of Accuracy

In this evaluation, it works on Phase 2, Improved 
YOLO-v4 with the CSPDarkNet53 method. Table 2 
presents the performance analysis and comparison 
of the Improved YOLO-v4 with the CSPDarkNet53 
medical image classification algorithm with sever-
al other existing transfer learning methods. With 

98.75% precision, 99.15% recall, 97.05% specificity, a 
99.45% F-score, and 99.60% maximum accuracy, the 
Proposed Improved YOLO-v4 with CSPDarkNet53 
outperforms better in other models in all parameters.
As demonstrated in Figure 9, the suggested LBO-YO-
LO-v4 algorithm has greater classification accuracy 
for classifying echocardiogram images for heart dis-
ease prediction.

4.2. Comparison of Phase 1 (L-BOA) 
and Phase 2 (Improved YOLO-v4 with 
CSPDarkNet53)
In heart disease prediction both phase 1 and phase 2 is 
used for classifying and predicting. 
While comparing Phase 1 with Phase 2, the Phase 
2-(Improved YOLO-v4 with CSPDarkNet53) is im-
proved in all the parameters. In phase-2, it predicts 
the echocardiogram images. It increases the accuracy 
level into 1.75%, recall level into 0.18%, precision lev-
el into 0.9%, specificity level into 0.35% and F-score 

Table 3 
Comparison of Phase 1 and Phase 2

Methods 
Used Accuracy Precision Recall Specificity F-Score

Phase 1 
(L-BOA) 97.85 97.80 98.9 96.70 98.78

Phase 2 
(Improved 
YOLO-v4 
with CSP
DarkNet53)

99.60 98.75 99.2 97.05 99.45
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level into 0.67%. In phase 1 it uses IoMT sensor data 
for predicting the heart disease. It does not give more 
efficient outcomes. But in phase 2, it uses echocar-
diogram images for prediction. It gives more efficient 
outcomes while compared with phase 2. Table 3, 
shows the comparison of phase 1 and phase 2.

Figure 9 
Comparisons of Phase 1 and Phase 2

 
 

5. Conclusion
This study presented an IoMT-based cardiac disease 
prediction model based on machine learning tech-
niques. The developed framework was truly tested 
twice. Phase 2 is unneeded if the findings of the over-
all phase are effective and precise in predicting cardi-
ac disease.Medical information received from body of 
the patient through sensors (wearable’s) was utilized 
for categorization in first phase; echocardiography 
images have been used for classification in the sec-
ond phase. Many of these classification systems were 
used, and the classification methods for prediction of 
heart disease were confirmed.To identify sensor data, 
a Hybrid Lion-based Butterfly Optimization Algo-
rithm (L-BOA) approach was applied. For echo image 
classification, an Improved YOLO-v4 with CSPDark-
Net53 model was used. The classifiers are trained us-
ing heart disease datasets from the UCI repository, 
including the Cleveland dataset and the echocardi-
ography dataset.With 98.75% precision, 99.15% re-
call, 97.05% specificity, a 99.45% F-score, and 99.60% 
highest accuracy, the proposed scheme Improved 
YOLO-v4 with CSPDarkNet53 model outperforms 
conventional models in detecting echocardiography 
pictures.
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