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Deep Learning (DL) is becoming more popular in the healthcare sectors due to the exponential growth of data 
availability and its excellent performance in diagnosing various diseases. This paper has aimed to design a new 
possible brain tumor diagnostic model to improve accuracy and reliability of radiology. In this paper, an ad-
vanced deep learning algorithm is used to detect and classify brain tumors in magnetic resonance (MR) images. 
Diagnosing brain tumors in radiology is a significant issue, yet it is a difficult and time-consuming procedure 
that radiologists must pass through. The reliability of their assessment relies completely on their knowledge 
and personal judgements which are in most cases inaccurate. As a possible remedy to the growing concern in 
diagnosing brain tumors accurately, in this work a deep learning method is applied to classify the brain tumor 
MR images with very high performance accuracy. The research leveraged a transfer learning model known as 
AlexNet's convolutional neural network (CNN) to perform this operation. Our method helps to improve robust-
ness, efficiencies and accuracy in the healthcare sector with the ability to automate the entire diagnostic pro-
cess with the overall accuracy of 99.62%. Additionally, our model has the ability to detect and classify tumors at 
their different stages and magnitudes. 
KEYWORDS: Artificial neural networks, Image classification, Learning systems, Magnetic resonance imaging, 
Tumors.
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1. Introduction
Recent innovations, particularly in the areas of artifi-
cial intelligence (AI) and machine learning (ML), have 
had a considerable influence on radiology, serving as 
both a vital supportive approach and transformative 
solutions in this domain. In MR image processing, 
several machine-learning algorithms for the segmen-
tation and classifications of images are used to offer 
a rapid diagnosis in brain tumors with high accuracy 
to the radiologists. A brain tumor is the development 
of additional cells in the brain that is aberrant and af-
fects roughly 350,000 people globally annually. There 
are about 145 different varieties of brain tumors that 
have been discovered and are divided into two groups; 
primary brain tumors that develop in the brain tissue 
and spread to other areas of the body and secondary 
or metastatic brain tumors that start in other regions 
of the body and expand to the brain. This illness is fa-
tal and can prevent proper growth of the brain, mainly 
in people under the age of nine. The annual report of 
the National Cancer Institute in America shows that 
more than 30,500 brain tumor patients were identi-
fied of which 17,125 were males and 13,375 were wom-
en and 13,700 of these patients lost their lives in the 
year 2020 [3]. Moreover, evaluation and analysis of a 
massive MR image dataset is challenging for humans. 
The ability of radiologists to diagnose brain tumors at 
an early stage is solely dependent on their expertise. 
However, diagnosing brain tumors cannot be accom-
plished without determining, if the tumor is a benign 
or a malignant tumor prior to final surgery, unlike tu-
mors in other parts of the body [3]. Therefore, deep 
learning can be used to provide accurate diagnosis 
during surgical operations [12]. For image analysis 
and classification, different deep learning techniques 
and versions of transfer learning have been proposed 
in the literature [3, 8-12, 20, 30].
Several clinical datasets have been used to evaluate 
these alternative methods, including MRI scans of 
brain tumor and tumors from various regions of the 
human body. Cheng et al. [8] was the first present-
er of this dataset that we utilized in this study. Their 
feature extraction and classification techniques were 
based on the use of a pre-trained deep learning model 
and they achieved a performance accuracy of 91.28%. 
Deepak and Ameer [10] employed an already-trained 
GoogLeNet model to extract the most important fea-

tures from brain MR images using a Siamese Neu-
ral Network (SNN) and achieved 97.64% accuracy in 
classifying three kinds of brain tumors. Diaz-Pernas 
et al. [11] introduced a multi-scale CNN design for 
automated glioma, meningioma, and pituitary tumor 
segmentation. They tested their model against a pub-
licly accessible T1-weighted counterpoint MRI data-
set and found it to be 97.3% accurate. Adopting a ge-
netic algorithm and a support vector machine (SVM), 
Kharrat et al. [20] divided brain tumors into normal 
and pathological categories and they claimed an accu-
racy of 98.14%. Preethi and Aishwarya [30] suggested a 
strategy for categorizing brain tumors into phases. The 
feature matrix was created by combining the adaptive 
filtering-based gray-level co-occurrence matrix with 
GLCM, combined with deep neural network and they 
claimed an accuracy of 99.3%. To categorize the brain 
MR images, Cinar and Yildirim [9] employed several 
CNN architectures such as GoogLeNet, Inception-V3, 
DenseNet201, AlexNet and ResNet50 and obtained 
accurate results. They changed an already-trained 
ResNet50 CNN by eliminating its final five layers 
and adding new eight layers resulting in a model with 
97.2% accuracy, the best among all pre-trained mod-
els they used in their work. Using a dataset of 428 
brain MR images, Kumar and Vijayakumar [23] pro-
posed a method combined with a kernel-based SVM 
algorithm for detecting and segmenting tumors in the 
human brain, achieving 95.98%, 95% overlap fraction 
and 0.025% additional fraction. AlexNet was the first 
transfer learning model which was created [4]. After 
that inspiring work researchers were motivated and 
other transfer learning models were invented such as 
ResNet50, VGG19, VGG16, GoogLeNet, Inception-V3. 
Geoffrey Hinton, who is the father of backpropagation, 
his idea of backpropagation led to the advancement of 
Deep Learning (DL) [25]. DL algorithms in radiology 
demonstrate excellent performance compared to Ma-
chine Learning (ML) algorithms due to the exponen-
tial growth in data [1, 5, 14, 27, 35]. The performance 
of deep learning algorithms increases as the amount 
of data increases, meanwhile the performance of ma-
chine learning algorithms almost stays steady.
Another reason of the popularity of DL is technolog-
ical advancement, which is critical because there is 
powerful hardware such as NVidia, GPUs, Jetson 
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Nano which allows us to easily train any type of deep 
learning model on a massive network. One of the most 
important factors that also led to the growth of deep 
learning is the technique of transfer learning. This is 
quite a useful technique in deep learning as it allows 
us to use the knowledge of a pre-existing model that 
has been trained on a massive dataset for our problem 
statement. This technique accelerates the process 
with less computational power required during train-
ing [18]. Essentially, deep learning is a subset of ma-
chine learning that enables machines or computers 
to mimic how human beings learn. It is an important 
feature of data science that encompasses statistical 
and predictive analytics to train a huge amount of 
data using deep layers. There are various radiograph-
ic techniques that DL uses to perform tumor diagnos-
tics. Some of these imaging techniques are; Magnetic 
Resonance Imaging scans (MRI), Computerized To-
mography scans (CT), Mammography Scans, Nuclear 
Medicine scans and Positron Emission Tomography 
(PET) among others [29]. There are many capital and 
human resources that have been invested in this area 
since its introduction in radiology. 
This paper proposes CNN architecture to detect and 
classify the brain tumors using MR images with high 
performance accuracy. The parameters of the AlexNet 
model were transferred to a new CNN model where 
the top layers were frozen and the new dense layers 
were added for the better classification. By modifying 
the CNN model, our new method has the capability 
to detect the number of unhealthy MR images among 
the healthy MR images in the dataset. This technique 
automates the entire diagnostic process and optimiz-
es the workflow of the radiologist. Detecting and clas-
sifying the brain tumors requires high level of human 
effort and it is almost impossible for a radiologist to 
correctly identify tumors in thousands of brain MR 
images at the same time [2]. In this study, the prime 
objective is to design a deep transfer learning model 
with an improved accuracy. 
The rest of the paper is organized as follows; Section 2 
elaborates the proposed method with the architectur-
al details. The information of the network parameters 
and the data set used in the experiments were men-
tioned in this section. Section 3 discusses the results 
of the several experimental studies of our model with 
some state-of-art algorithms in the literature fol-
lowed by a conclusion in Section 4. 

2. Methodology
Our aim is to analyze the entire diagnostic process 
in detecting and classifying the brain tumors in var-
ious stages and magnitudes. Figure 1 illustrates the 
entire process of the proposed technique for diag-
nosing brain tumors. The implementation starts 
with obtaining the brain MRI dataset. It is applied 
through some data preparation techniques such as 
exploratory data analysis, data wrangling and fea-
ture engineering in order to extract the necessary 
parts of the data and to observe the correlations 
between the data points. After this process, the 
pre-processed data is fed into the convolutional lay-
er of our network which extracts the important fea-
tures of the data. Some of the features of the data are 
reduced by the feature reduction layer known as the 
max-pooling layer [13], before they are flattened up 
into one-dimensional vectors by the flattening layer. 
Feature recognition is carried out by the fully-con-
nected dense layers during the training process. 
Classification is done at the last layer of the network 
which is known as the decision-making layer. This 
layer outputs the results of the prediction on the 
data, whereas in our case, 1 indicates that an image 
contains a tumor and 0 indicates that an image does 
not contain tumor. These results are matched with 
the ground truth labels for evaluation purposes.

Figure 1 
Flowchart of the overall classification design for the 
proposed model  
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The Kaggle database was used to collect the 
dataset (BraTS2020 Dataset) for this research [16]. 
The data consists of 3929 brain MR image samples 
where 2756 were identified as tumor-affected 
images and 1173 samples were identified as non-
tumor-affected. The dataset contains two tumor 
types. 1290 images are malignant tumors and 1466 
images are benign tumors. In all, 3929 patients' 
brain tumor images were collected between 2005 
and 2010 through MRI scan technology. It was 
initially released in 2015 on the Kaggle database 
and the most recent update was in 2021 [16]. This 
indicates that the classification task in this study 
was performed on an unbalanced dataset. 
Different types of tumors in different planes and 
magnitudes are shown in Figure 2 where the 
tumor is indicated by a dark-green edge. 
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Example MR images from the dataset used in 
experiments. 

 
 

B. Data Pre-processing and Augmentation 

MRI data samples from our database come in 
various sizes and are presented in 16-bit signed 
integer (int16) format. In order to match with the 
input of our CNN network, all the images in our 
dataset must be resized to 224 by 224 pixels. First, 

all the images are normalized and resized to 
meet the requirements of the input layer of 
our network to perform a possible feature 
extraction on our images. For possible data 
augmentation, we performed only one image 
transformation technique. The images were 
rotated by 90 degrees and we concatenated 
them to the original dataset, so the total 
images became 7858 samples. The augmented 
images are 3929 and the original images are 
also 3929. Concatenating them together 
resulted in 7858 image samples, which were 
used in our experiment. Image augmentation 
is an important technique in image pre-
processing and it enables us to acquire more 
data required for any deep and machine 
learning. It also helps to reduce the biasness 
of the model [28]. 

C. Network Architecture 

This paper proposes model that detects and 
classifies brain tumors with the help of a pre-
existing model known as AlexNet [4]. The 
detection and classification was done using 
Python with Google Colab as an Integrated 
Development Environment (IDE). AlexNet is 
a transfer learning with an input layer which 
is represented by an image dataset, 5-feature 
extraction blocks, 3-feature reduction layers 
and 3-fully-connected dense layers known as 
the classification block and finally 2-output 
layers. This architecture was initially 
designed by Alex Krizhevsky and supervised 
by Geoffrey Hinton [22]. The architecture has 
1000 outputs because it was initially designed 
on an ImageNet dataset which consists of 
1000 different categories and over 11 million 
image samples. This network was the first 
advanced CNN model to win the ImageNet 
competition with a top-5 error of 15.3% in 
2012. Figure 3 demonstrates the design of this 
network [33]. 

In this paper, the parameters of the AlexNet 
network were transferred to a new CNN 
network and the top layers were frozen, then 
new dense or full-connected layers were 
added. The reason for adopting this 
architecture is that its parameters were 
previously trained on millions of images and 
perform well on a similar task. Using these 
pre-trained parameters reduced training 
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indicates that the classification task in this study 
was performed on an unbalanced dataset. 
Different types of tumors in different planes and 
magnitudes are shown in Figure 2 where the 
tumor is indicated by a dark-green edge. 

Figure 2  

Example MR images from the dataset used in 
experiments. 

 
 

B. Data Pre-processing and Augmentation 

MRI data samples from our database come in 
various sizes and are presented in 16-bit signed 
integer (int16) format. In order to match with the 
input of our CNN network, all the images in our 
dataset must be resized to 224 by 224 pixels. First, 

all the images are normalized and resized to 
meet the requirements of the input layer of 
our network to perform a possible feature 
extraction on our images. For possible data 
augmentation, we performed only one image 
transformation technique. The images were 
rotated by 90 degrees and we concatenated 
them to the original dataset, so the total 
images became 7858 samples. The augmented 
images are 3929 and the original images are 
also 3929. Concatenating them together 
resulted in 7858 image samples, which were 
used in our experiment. Image augmentation 
is an important technique in image pre-
processing and it enables us to acquire more 
data required for any deep and machine 
learning. It also helps to reduce the biasness 
of the model [28]. 

C. Network Architecture 

This paper proposes model that detects and 
classifies brain tumors with the help of a pre-
existing model known as AlexNet [4]. The 
detection and classification was done using 
Python with Google Colab as an Integrated 
Development Environment (IDE). AlexNet is 
a transfer learning with an input layer which 
is represented by an image dataset, 5-feature 
extraction blocks, 3-feature reduction layers 
and 3-fully-connected dense layers known as 
the classification block and finally 2-output 
layers. This architecture was initially 
designed by Alex Krizhevsky and supervised 
by Geoffrey Hinton [22]. The architecture has 
1000 outputs because it was initially designed 
on an ImageNet dataset which consists of 
1000 different categories and over 11 million 
image samples. This network was the first 
advanced CNN model to win the ImageNet 
competition with a top-5 error of 15.3% in 
2012. Figure 3 demonstrates the design of this 
network [33]. 

In this paper, the parameters of the AlexNet 
network were transferred to a new CNN 
network and the top layers were frozen, then 
new dense or full-connected layers were 
added. The reason for adopting this 
architecture is that its parameters were 
previously trained on millions of images and 
perform well on a similar task. Using these 
pre-trained parameters reduced training 

B. Data Pre-processing and Augmentation
MRI data samples from our database come in various 
sizes and are presented in 16-bit signed integer (int16) 
format. In order to match with the input of our CNN 

network, all the images in our dataset must be resized 
to 224 by 224 pixels. First, all the images are normal-
ized and resized to meet the requirements of the in-
put layer of our network to perform a possible feature 
extraction on our images. For possible data augmen-
tation, we performed only one image transformation 
technique. The images were rotated by 90 degrees and 
we concatenated them to the original dataset, so the 
total images became 7858 samples. The augmented 
images are 3929 and the original images are also 3929. 
Concatenating them together resulted in 7858 image 
samples, which were used in our experiment. Image 
augmentation is an important technique in image 
pre-processing and it enables us to acquire more data 
required for any deep and machine learning. It also 
helps to reduce the biasness of the model [28].
C. Network Architecture
This paper proposes model that detects and classifies 
brain tumors with the help of a pre-existing model 
known as AlexNet [4]. The detection and classifica-
tion was done using Python with Google Colab as an 
Integrated Development Environment (IDE). Alex-
Net is a transfer learning with an input layer which is 
represented by an image dataset, 5-feature extraction 
blocks, 3-feature reduction layers and 3-fully-con-
nected dense layers known as the classification block 
and finally 2-output layers. This architecture was ini-
tially designed by Alex Krizhevsky and supervised by 
Geoffrey Hinton [22]. The architecture has 1000 out-
puts because it was initially designed on an ImageNet 
dataset which consists of 1000 different categories 
and over 11 million image samples. This network was 
the first advanced CNN model to win the ImageNet 
competition with a top-5 error of 15.3% in 2012. Fig-
ure 3 demonstrates the design of this network [33].

Figure 3 
AlexNet CNN architecture [33]

 
 

 

Figure 3  

AlexNet CNN architecture [33] 

 

In this architecture, each convolutional block has a 
feature extraction layer, a batch normalization 
layer, a rectified linear unit (ReLU) activation layer 
and a dropout layer [26]. With the exception of the 
third and fourth convolutional layers, each 
convolutional block is followed by a max-pooling 
or down-sampling layer.  

The convolutional or feature extraction layers 
execute convolution operations on the images by 
performing pixel-wise multiplications, extracting 
the most important features from the images with 
a given number of kernel filters, striding and 
padding [26]. Convolution is defined as follows; 

,            (1) 

where K is the convolution kernel in size (m,n), A 
is the image is size (i,j) and B is the output image 
of the convolution in size (i,j). Figure 4 shows the 
convolved features of the MR images after the 
convolutional layers. These layers have different 
kernel filters which have the ability to detect and 
extract the important features from the original 
images before down-sampling the images. By 
enabling the weights to be updated without 
encountering vanishing gradient issues during 
training, the ReLU activation layer provides an 
activation function that supports effective back-
propagation. The dropout layer is used to prevent 
the network from over-fitting by dropping some 
weights with their corresponding neurons [34]. 
ReLU activation function is defined as follows; 

  and ,                  (2) 

where w is the weight of the network in size, x is 
the input image, b is the bias term and Y is the 
ReLU activation function. 

The max-pooling layer samples the output features 
from the convolutional block and applies a 

pooling filter with a specified number of 
striding. This reduces the features by 
selecting the highest pixel values for 
optimization purposes [31]. An example of 
max pooling is shown in the Figure 5 where 
stride size is [2x2] and pooling size is [4x4]. It 
employs a location-invariant down-sampling 
process, where a pooling filter is applied to 
the convolved feature from the convolutional 
layer and the highest pixel value. Down-
sampling is defined as follows; 

 ,                               (3) 

where I is the down-sampled features, A is 
the convolved features with the coordinates x 
and y, P is pooling filter and S denotes the 
strides. Figure 6 shows the features of the MR 
images after the down-sampling process. 
After the convolved features were extracted 
from the images, the features were passed 
into a max-pooling layer which down-
sampled the images using pooling or down-
sampling filters. This reduces the size of the 
images by considering only the maximum 
pixel values as their output features. 

After the final max-pooling, the images are 
passed into a flatten layer which flattens the 
images into one-dimensional feature vectors 
before they are fed into the dense, fully-
connected network [7]. The second phase of 
the network’s architecture is the fully-
connected layer which is made up of nodes 
or neurons which are connected together by 
lines called weights.  

This layer receives the feature vectors from 
the corresponding flatten layer and it 
performs the classification on the images. It 
works based on two important principles 
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Table 2
Layer properties of our proposed network

Layer Name Layer Properties

Image Input 256 × 256 × 1 images

1st Convolutional Block
Convolutional Layer
Rectified Linear Unit layer
Batch Normalization

Kernel filter=96, Kernel 
size= [11x11], strides=[4x4], 
padding=’same’
ReLU activation function
Batch Normalization

Max-pooling Layer Pooling Size=[4 x4], 
stride=[2x2], padding=0

2nd Convolutional Block
Convolutional Layer
Rectified Linear Unit layer
Batch Normalization

Kernel filter=256, Kernel 
size= [5x5], strides=[1x1], 
padding=’same’
ReLU activation function
Batch Normalization

Max-pooling Layer Pooling Size=[4 x4], 
stride=[2x2], padding=0

3rd Convolutional Block
Convolutional Layer
Rectified Linear Unit layer
Batch Normalization

Kernel filter=384, Kernel 
size= [3x3], strides=[1x1], 
padding=’same’
ReLU activation function
Batch Normalization

4th Convolutional Block
Convolutional Layer
Rectified Linear Unit layer
Batch Normalization

Kernel filter=384, Kernel 
size= [3x3], strides=[1x1], 
padding=’same’
ReLU activation function
Batch Normalization

5st Convolutional Block
Convolutional Layer
Rectified Linear Unit layer
Batch Normalization

Kernel filter=256, Kernel 
size= [3x3], strides=[1x1], 
padding=’same’
ReLU activation function
Batch Normalization

Max-pooling Layer Pooling Size=[4 x4], 
stride=[2x2], padding=0

1st Classification Block
Fully-connected Layer
Activation layer
Dropout 

Hidden neurons=4096 
neurons
ReLU activation function
40 percent

2nd Classification Block
Fully-connected Layer
Activation layer
Dropout

Hidden neurons=4096 
neurons
ReLU activation function
40 percent

3rd Classification Block
Fully-connected Layer
Activation layer
Dropout

Hidden neurons=4096 
neurons
ReLU activation function
40 percent

Output Layer
Dense Layer
Activation layer

2 Neurons. These neurons 
gave us the predictive 
outputs.
Sigmoid 

In this paper, the parameters of the AlexNet network 
were transferred to a new CNN network and the top 
layers were frozen, then new dense or full-connected 
layers were added. The reason for adopting this archi-
tecture is that its parameters were previously trained 
on millions of images and perform well on a similar 
task. Using these pre-trained parameters reduced 
training time, computational power and improved 
model performance accuracy. After adding new dense 
layers, we achieved around 91 million trainable pa-
rameters, as shown in Table 1. These trainable param-
eters performed effectively on the dataset used in the 
experiment. The properties of the layers of our net-
work with their corresponding values are elaborated 
in Table 2.

In this architecture, each convolutional block has a 
feature extraction layer, a batch normalization layer, 
a rectified linear unit (ReLU) activation layer and a 
dropout layer [26]. With the exception of the third and 
fourth convolutional layers, each convolutional block 
is followed by a max-pooling or down-sampling layer. 
The convolutional or feature extraction layers exe-
cute convolution operations on the images by per-
forming pixel-wise multiplications, extracting the 
most important features from the images with a given 
number of kernel filters, striding and padding [26]. 
Convolution is defined as follows;

, (1)

where K is the convolution kernel in size (m,n), A 
is the image is size (i,j) and B is the output image of 
the convolution in size (i,j). Figure 4 shows the con-
volved features of the MR images after the convolu-
tional layers. These layers have different kernel fil-
ters which have the ability to detect and extract the 
important features from the original images before 
down-sampling the images. By enabling the weights 

Table 1
The number of parameters of the network

Parameters

Total Parameters 91,782,754

Trainable Parameters 91,761,614

Non-trainable Parameters 21,140
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to be updated without encountering vanishing gradi-
ent issues during training, the ReLU activation layer 
provides an activation function that supports effec-
tive back-propagation. The dropout layer is used to 
prevent the network from over-fitting by dropping 
some weights with their corresponding neurons [34]. 
ReLU activation function is defined as follows;

  and , (2)

where w is the weight of the network in size, x is the 
input image, b is the bias term and Y is the ReLU acti-
vation function.
The max-pooling layer samples the output features 
from the convolutional block and applies a pooling fil-
ter with a specified number of striding. This reduces 
the features by selecting the highest pixel values for 
optimization purposes [31]. An example of max pool-
ing is shown in the Figure 5 where stride size is [2x2] 
and pooling size is [4x4]. It employs a location-invari-
ant down-sampling process, where a pooling filter is 
applied to the convolved feature from the convolu-
tional layer and the highest pixel value. Down-sam-
pling is defined as follows;

, (3)

where I is the down-sampled features, A is the con-
volved features with the coordinates x and y, P is pool-
ing filter and S denotes the strides. Figure 6 shows the 
features of the MR images after the down-sampling 
process. After the convolved features were extract-
ed from the images, the features were passed into a 
max-pooling layer which down-sampled the images 
using pooling or down-sampling filters. This reduces 
the size of the images by considering only the maxi-
mum pixel values as their output features.

Figure 4 
Brain Tumor images using MRI scan. The original image is 
illustrated in (a) after converting it to one-dimension gray 
scale while in (b) convolved features after passing through 
the convolutional layers of our model

(a)

(b)

Figure 5 
Max pooling process using the pool size [4x4] and the stride 
[2x2]

  

which are forward and backward propagation. It 
is expressed as follows; 

 and ,            (4) 

where m1 and m2 are flatten feature vectors, 

 is the fully connected layer and w 
is the weight. This layer also tuned the weight 

parameters    in order to generate a stochastic 
probability representation of each class centered 
on the activation maps produced by the sum of 
convolutional, non-linearity, rectification and 
pooling layers. At the end of these processes, the 
output layer which provides the predictive 
analysis and evaluation of the model is achieved. 

Figure 4  

Brain Tumor images using MRI scan. The original image 
is illustrated in (a) after converting it to one-dimension 
gray scale while in (b) convolved features after passing 
through the convolutional layers of our model. 

 

 

 
 

 

 

 

Figure 5  

Max pooling process using the pool size [4x4] and 
the stride [2x2] 

 
D. Training the Network 

According to the previous research, when the 
training datasets are small, a difficulty arises 
on applying the deep learning and training 
CNN [36]. Moreover, splitting the datasets 
into multiple groups has a good impact on 
the performance and some researchers used 
this method in splitting the data into three 
sets [6, 17, 34]. The entire dataset is divided 
into 80% for training, 10% for testing and 10% 
for validation sets respectively before being 
fed to the model. In this way, it is ensured 
that the final model evaluation is performed 
using a test dataset which has not been used 
prior, either for training the model or tuning 
the model parameters [21, 32]. Considering 
the size of the data set, by using this 
approach, a good performance evaluation can 
be obtained at a low computational cost. 

By updating the model in response to the loss 
values, Adam optimizer was employed to 
help reduce the loss after each iteration or 
epoch [19]. Binary cross-entropy loss is used 
as a cost function which allows us to keep 
track of the model’s behavior throughout the 
training. It aids in determining the proximity 
of the model to the global minima point on 
the gradient descent curve by comparing 
each of the predicted. It aids in the 
understanding of the model’s nature by 
computing the model’s loss at each epoch. 
The binary cross-entropy loss function is 
described as follows; 

, (5) 

where   represents the actual values and  
represents the predicted values. 

 

 



Information Technology and Control 2022/2/51338

After the final max-pooling, the images are passed into 
a flatten layer which flattens the images into one-di-
mensional feature vectors before they are fed into the 
dense, fully-connected network [7]. The second phase 
of the network’s architecture is the fully-connected 
layer which is made up of nodes or neurons which are 
connected together by lines called weights. 
This layer receives the feature vectors from the cor-
responding flatten layer and it performs the clas-
sification on the images. It works based on two im-
portant principles which are forward and backward 
propagation. It is expressed as follows;

 and , (4)

where m1 and m2 are flatten feature vectors, 
 is the fully connected layer and w is the 

weight. This layer also tuned the weight parameters 
 in order to generate a stochastic probability repre-

sentation of each class centered on the activation maps 
produced by the sum of convolutional, non-linearity, 
rectification and pooling layers. At the end of these pro-
cesses, the output layer which provides the predictive 
analysis and evaluation of the model is achieved.
D. Training the Network
According to the previous research, when the train-
ing datasets are small, a difficulty arises on applying 

Figure 6 
The convolved features of the image are illustrated after the first pooling layer in (a) while in (b) after the second pooling 
layer and in (c) after the final pooling layer

(a) (b) (c)

the deep learning and training CNN [36]. Moreover, 
splitting the datasets into multiple groups has a good 
impact on the performance and some researchers 
used this method in splitting the data into three sets 
[6, 17, 34]. The entire dataset is divided into 80% for 
training, 10% for testing and 10% for validation sets 
respectively before being fed to the model. In this way, 
it is ensured that the final model evaluation is per-
formed using a test dataset which has not been used 
prior, either for training the model or tuning the mod-
el parameters [21, 32]. Considering the size of the data 
set, by using this approach, a good performance evalu-
ation can be obtained at a low computational cost.
By updating the model in response to the loss values, 
Adam optimizer was employed to help reduce the loss 
after each iteration or epoch [19]. Binary cross-en-
tropy loss is used as a cost function which allows us 
to keep track of the model’s behavior throughout the 
training. It aids in determining the proximity of the 
model to the global minima point on the gradient 
descent curve by comparing each of the predicted. 
It aids in the understanding of the model’s nature by 
computing the model’s loss at each epoch. The binary 
cross-entropy loss function is described as follows;

, (5)

where  represents the actual values and  represents 
the predicted values.
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This process is supported by backpropagation where 
a bunch of chain rules occur to find the global minima 
on the gradient curve. A learning rate of 0.001 is used 
to show the degree of the trend the model is learning 
and it also helps in updating the weights during back-
propagation. However, early-stopping was applied to 
stop the training process after 20 epochs, if the model 
was diverging from the global minima on the tangent 
line [7, 24]. In addition, we used a batch size of 100 im-
ages and 40 epochs for this training.

3. Experimental Results and 
Discussions
In this section, the results of the experiments and the 
performance of the model during and after the train-
ing are given. Upon completing the training process, 
the model was tested and evaluated on a test dataset 
where an effective performance was achieved with 
the accuracy 99.62%. This shows that the model has 
learned adequately without over-fitting or memorizing 
the training data. In another saying, during the learn-
ing process the model has gone through each and every 
data point without skipping any of the data points. The 
confusion matrix and its parameters which were  used 
to evaluate the model are shown in Figure 7 and Ta-
ble 3, respectively. According to the confusion matrix, 
True Positive (TP) and True Negative (TN) show the 
number of samples correctly classified by the model 
in both non-tumor affected and tumor-affected im-
age sets respectively, while the false positive and false 
negative indicate the number of samples misclassi-
fied by the model. All the tumor-affected images were 
correctly classified as tumor-affected and 2 samples 
from the non-tumor affected image set were classi-
fied as tumor-affected. In the same vein, 2744 samples 
were rightly classified as non-tumor affected out of the 
non-tumor affected image set.
This shows that, out of the 7858 image samples, only 
2 images were misclassified by the model, which indi-
cated that the model has learned extremely well and 
has an ability to classify any future dataset of this type 
and shape accurately. The classification report shown 
in Table 4 with the precision, recall and F1-score of 
the model tells more about its performance. 
According to Table 4, the model achieved 100% Preci-
sion, 100% Recall and 100% F1-score on the non-tu-

Figure 7 
Confusion matrix of the proposed network

 
 

 

 

Figure 6  

The convolved features of the image are illustrated after 
the first pooling layer in (a) while in (b) after the second 
pooling layer and in (c) after the final pooling layer. 

 

 

 
This process is supported by backpropagation 
where a bunch of chain rules occur to find the 
global minima on the gradient curve. A learning 
rate of 0.001 is used to show the degree of the 
trend the model is learning and it also helps in 
updating the weights during backpropagation. 
However, early-stopping was applied to stop the  
training process after 20 epochs, if the model was 
diverging from the global minima on the tangent 
line [7, 24]. In addition, we used a batch size of 100 
images and 40 epochs for this training. 

 

 

3. Experimental Results and 
Discussions 

In this section, the results of the experiments 
and the performance of the model during and 
after the training are given. Upon completing 
the training process, the model was tested 
and evaluated on a test dataset where an 
effective performance was achieved with the 
accuracy 99.62%. This shows that the model 
has learned adequately without over-fitting 
or memorizing the training data. In another 
saying, during the learning process the model 
has gone through each and every data point 
without skipping any of the data points. The 
confusion matrix and its parameters which 
were  used to evaluate the model are shown 
in Figure 7 and Table 3, respectively. 
According to the confusion matrix, True 
Positive (TP) and True Negative (TN) show 
the number of samples correctly classified by 
the model in both non-tumor affected and 
tumor-affected image sets respectively, while 
the false positive and false negative indicate 
the number of samples misclassified by the 
model. All the tumor-affected images were 
correctly classified as tumor-affected and 2 
samples from the non-tumor affected image 
set were classified as tumor-affected. In the 
same vein, 2744 samples were rightly 
classified as non-tumor affected out of the 
non-tumor affected image set. 

Figure 7  

Confusion matrix of the proposed network 

  

Table 3 
Confusion matrix of the proposed network

True Positive 
(TP)

False Positive 
(FP)

True Negative 
(TN)

False Negative 
(FN)

5112 
samples 0 samples 2744 

samples 2 samples

Table 4
Classification results of the proposed network

Precision Recall F1-score Support

0 1.00 1.00 1.00 502

1 1.00 0.99 0.99 278

Micro avg 1.00 1.00 1.00 780

Macro avg 1.00 1.00 1.00 780

Weighted avg 1.00 1.00 1.00 780
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mor affected images while it achieved 100%, 99% and 
99% Precision, Recall and F1-score on the tumor af-
fected images, respectively. The Precision shows that 
the model has an ability to identify only the relevant 
data points during training and Recall shows its abil-
ity to find relevant instances in the dataset. F1-score 
demonstrates the harmonic mean of precision and 
Recall taking both metrics into account. Support 
shows the actual frequency of a class or category in 
our dataset. The micro average (Micro avg) shows 
the average sum of the true and false predictions of 
different classes or categories in our dataset. While 
the macro average (Macro avg) indicates the simple 
average scores of each target classes independently. 
The weighted average (Weighted avg) is the average 
of each class in the dataset that corresponds to their 
proportion. The values 1 and 0 represent the two 
types of MR image in our dataset which are non-tu-
mor affected and tumor affected images respectively.
The accuracy and the loss plots given in the Figures 
8-9 show that the model was learning and had an ef-
fective training performance without encountering 
any kind of over-fitting problems. It can be seen clear-
ly in the Figure 9 that the model perfectly converged 
to the global minima on the gradient decent curve af-
ter going through all the epochs.
Figures 8-9 also show that the activation function 
used to prevent the vanishing gradient issue has 
worked adequately. A vanishing gradient is one of the 
major challenges when it comes to deep neural net-
works and it mainly occurs in a very important pro-
cess in deep learning known as backpropagation.

Figure 8
The accuracy plot

Backpropagation is the process where the weights of 
the network are updated in response to the output of 
the loss function after each epoch during the training 
of the model. Updating the weights helps to reduce the 
loss of the model in cooperation with the Adam opti-
mization algorithm.
A comparative study was conducted to show the per-
formance of our method over the recent methods in 
this topic using the similar data structure. This com-
parison is demonstrated in Table 5.

Figure 9
The loss plot

Table 5
Performance comparison of our method and the similar 
methods using MRI data set

Author Classified Method Accuracy

Deepak & Ameer, 
2020 [10]

Siamese Neural 
Network (GoogLeNet) 97.64%

Cinar & Yildirim, 
2020 [9] Hybrid CNN (Resnet50) 97.2%

Preethi & Aishwarya, 
2021 [30]

Optimal DNN and 
Spider Monkey 
Optimization

99.3%

Kharrat et al., 2011 
[20]

Wavelet Transform and 
Support Vector Machine 98.14%

Diaz-Pernas et al., 
2021 [11] Multiscale CNN 97.3%

Hemanth et al., 2018  
[15] Modified Deep CNN 96.4%

Paul et al., 2017 [29] Convolutional Neural 
Network 91.43%

Proposed method Deep Transfer Learning 
(AlexNet) 99.62%
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This shows that, out of the 7858 image samples, 
only 2 images were misclassified by the model, 
which indicated that the model has learned 
extremely well and has an ability to classify any 
future dataset of this type and shape accurately. 
The classification report shown in Table 4 with the 
precision, recall and F1-score of the model tells 
more about its performance.  

According to Table 4, the model achieved 100% 
Precision, 100% Recall and 100% F1-score on the 
non-tumor affected images while it achieved 100%, 
99% and 99% Precision, Recall and F1-score on the 
tumor affected images, respectively. The Precision 
shows that the model has an ability to identify 
only the relevant data points during training and 
Recall shows its ability to find relevant instances in 
the dataset. F1-score demonstrates the harmonic 
mean of precision and Recall taking both metrics 
into account. Support shows the actual frequency 
of a class or category in our dataset. The micro 
average (Micro avg) shows the average sum of the 
true and false predictions of different classes or 
categories in our dataset. While the macro average 
(Macro avg) indicates the simple average scores of 
each target classes independently. The weighted 
average (Weighted avg) is the average of each 
class in the dataset that corresponds to their 
proportion. The values 1 and 0 represent the two 
types of MR image in our dataset which are non-
tumor affected and tumor affected images 
respectively. 

The accuracy and the loss plots given in the 
Figures 8-9 show that the model was learning and 
had an effective training performance without 
encountering any kind of over-fitting problems. It 
can be seen clearly in the Figure 9 that the model 
perfectly converged to the global minima on the 

gradient decent curve after going through all 
the epochs. 

 

Table 4 

Classification results of the proposed network 
 Precision Recall F1-

score 

Support 

0 1.00 1.00 1.00 502 

1 1.00 0.99 0.99 278 

Micro avg 1.00 1.00 1.00 780 

Macro avg 1.00 1.00 1.00 780 

Weighted 

avg 

1.00 1.00 1.00 780 

 

Figures 8-9 also show that the activation 
function used to prevent the vanishing 
gradient issue has worked adequately. A 
vanishing gradient is one of the major 
challenges when it comes to deep neural 
networks and it mainly occurs in a very 
important process in deep learning known as 
backpropagation. 

Backpropagation is the process where the 
weights of the network are updated in 
response to the output of the loss function after 
each epoch during the training of the model. 
Updating the weights helps to reduce the loss 
of the model in cooperation with the Adam 
optimization algorithm. 
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A comparative study was conducted to show the 
performance of our method over the recent 
methods in this topic using the similar data 
structure. This comparison is demonstrated in 
Table 5. 

Table 5 

Performance comparison of our method and the 
similar methods using MRI data set 

Author Classified 
Method 

Accuracy 

Deepak & 
Ameer, 
2020 [10] 

Siamese 
Neural 
Network 
(GoogLeNet)  

97.64% 

Cinar & 
Yildirim, 
2020 [9] 

Hybrid CNN 
(Resnet50) 

97.2% 

Preethi & 
Aishwarya, 
2021 [30] 

Optimal DNN 
and Spider 
Monkey 
Optimization 

99.3% 

Kharrat et 
al., 2011 
[20] 

Wavelet 
Transform 
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al., 2021 
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CNN 
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Deepak and Ameer designed a Siamese 
Neural Network to represent GoogLeNet 
encodings via transfer learning and achieved 
97.64% mean average precision. Cinar and 
Yildirim obtained 97.2% accuracy using CNN 
and ResNet50 architecture. Preethi and 
Ashwarya used optimal deep neural network 
by applying Spider Monkey Optimization to 
optimally selecting the weights and obtained 
as high as 99.3% accuracy. Kharrat et al. 
obtained about 98% accuracy using wavelet 
transform and support vector machines. 
Diaz-Pernas et al. recently used multiscale 
CNN and obtained 97.3% accuracy. Hemanth 
et al. used modified deep CNN by obtaining 
96.4% accuracy. Paul et al. used neural 
networks and obtained 91.43% accuracy. As it 
can be seen from the classification methods, 
various techniques have been used for 
classifying the brain tumor images. The 
modifications or hybrid versions of CNN are 
the majority of these methods in the Table. 
Despite of these effective modifications 
applied on CNN, our AlexNet based-
modified CNN method stands out as being 
the efficient in terms of performance accuracy 
among the previous related works on this 
topic. Furthermore, a self-comparison was 
also performed where we trained and 
evaluated two different transfer learning 
models, namely, VGG16 and ResNet50 
alongside the proposed algorithm. The 
results of these two deep learning algorithms 
were compared to our proposed algorithm 
using their respective confusion matrices and 
their overall accuracy scores which are 
shown in Figures 10-11 with Tables 6-7. 
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Deepak and Ameer designed a Siamese Neural Net-
work to represent GoogLeNet encodings via transfer 
learning and achieved 97.64% mean average preci-
sion. Cinar and Yildirim obtained 97.2% accuracy 
using CNN and ResNet50 architecture. Preethi and 
Ashwarya used optimal deep neural network by ap-
plying Spider Monkey Optimization to optimally 
selecting the weights and obtained as high as 99.3% 
accuracy. Kharrat et al. obtained about 98% accura-
cy using wavelet transform and support vector ma-
chines. Diaz-Pernas et al. recently used multiscale 
CNN and obtained 97.3% accuracy. Hemanth et al. 
used modified deep CNN by obtaining 96.4% accu-
racy. Paul et al. used neural networks and obtained 
91.43% accuracy. As it can be seen from the classifi-
cation methods, various techniques have been used 
for classifying the brain tumor images. The modifi-
cations or hybrid versions of CNN are the majority 
of these methods in the Table. Despite of these ef-
fective modifications applied on CNN, our AlexNet 
based-modified CNN method stands out as being the 
efficient in terms of performance accuracy among the 
previous related works on this topic. Furthermore, 
a self-comparison was also performed where we 
trained and evaluated two different transfer learning 
models, namely, VGG16 and ResNet50 alongside the 
proposed algorithm. The results of these two deep 
learning algorithms were compared to our proposed 
algorithm using their respective confusion matrices 
and their overall accuracy scores which are shown in 
Figures 10-11 with Tables 6-7.
The accuracy score of VGG19 was 99.4%. This model 
performed sufficiently considering that only 5 of the 
images were misclassified out of 7858 images.
This algorithm classified 2 samples as tumor affected 
and 3 samples as non-tumor affected, while in fact it is 
the opposite in both cases. In addition, 2 of the image 
samples were skipped by the model during training 
and that is because the model could not classify those 
images, whether they belonged to the non-tumor af-
fected or tumor affected dataset.
Regarding the results obtained by ResNet50 model, 
the overall accuracy score was 98.09%. This indicat-
ed that this model performed well on the data set. The 
confusion matrix in Figure 11 shows that out of the 
entire dataset, this algorithm has only misclassified 
11 images. It indicated that 3 samples were classified 
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Regarding the results obtained by ResNet50 
model, the overall accuracy score was 98.09%. 
This indicated that this model performed well 
on the data set. The confusion matrix in Figure 
11 shows that out of the entire dataset, this 
algorithm has only misclassified 11 images. It 
indicated that 3 samples were classified as 
non-tumor affected and 8 samples were 
classified as tumor affected, while in reality, it 
is the opposite for these two scenarios. 
However, the same scenario happened in the 
ResNet50 model during the training as in the 
VGG19 model, where two of the image 
samples were skipped by the model because 
the model could not identify whether they 
belonged to the non-tumor affected or tumor-
affected dataset. As an overall observation we 
can say that the proposed model performed 
better than these two models. Although 
VGG19 and ResNet50 performed well for the 
same data set, in such critical problems like 
brain tumor classification, accuracy is one of 
the most decisive performance scale. 
Considering this, it can be said that our model 
performed better than the compared models 
significantly. 

4. Conclusions 
This paper introduced a new model derived by 
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Table 7
ResNet50 Confusion Matrix Parameters
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(TP)
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(FP)

True Negative 
(TN)

False 
Negative (FN)

5109 
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3
samples

2736 
samples

8 samples

as non-tumor affected and 8 samples were classified 
as tumor affected, while in reality, it is the opposite for 
these two scenarios. However, the same scenario hap-
pened in the ResNet50 model during the training as 
in the VGG19 model, where two of the image samples 
were skipped by the model because the model could 
not identify whether they belonged to the non-tu-
mor affected or tumor-affected dataset. As an over-
all observation we can say that the proposed model 
performed better than these two models. Although 
VGG19 and ResNet50 performed well for the same 



Information Technology and Control 2022/2/51342

data set, in such critical problems like brain tumor 
classification, accuracy is one of the most decisive 
performance scale. Considering this, it can be said 
that our model performed better than the compared 
models significantly.

Figure 11
The confusion matrix for ResNet50
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affected and 3 samples as non-tumor affected, 
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addition, 2 of the image samples were skipped by 
the model during training and that is because the 
model could not classify those images, whether 
they belonged to the non-tumor affected or tumor 
affected dataset. 
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2736 
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Regarding the results obtained by ResNet50 
model, the overall accuracy score was 98.09%. 
This indicated that this model performed well 
on the data set. The confusion matrix in Figure 
11 shows that out of the entire dataset, this 
algorithm has only misclassified 11 images. It 
indicated that 3 samples were classified as 
non-tumor affected and 8 samples were 
classified as tumor affected, while in reality, it 
is the opposite for these two scenarios. 
However, the same scenario happened in the 
ResNet50 model during the training as in the 
VGG19 model, where two of the image 
samples were skipped by the model because 
the model could not identify whether they 
belonged to the non-tumor affected or tumor-
affected dataset. As an overall observation we 
can say that the proposed model performed 
better than these two models. Although 
VGG19 and ResNet50 performed well for the 
same data set, in such critical problems like 
brain tumor classification, accuracy is one of 
the most decisive performance scale. 
Considering this, it can be said that our model 
performed better than the compared models 
significantly. 

4. Conclusions 
This paper introduced a new model derived by 

4. Conclusions
This paper introduced a new model derived by the 
combination of CNN and AlexNet for detecting and 
classifying brain tumors in an enhanced MR image 
dataset. The proposed algorithm has demonstrated 
excellent performance in extracting the most import-
ant features of the images as well as identifying the 
key relevant points on the images before they are fed 
into the fully-connected network for classification. 
The proposed architecture is important in classifying 
tumors in brain MR images since it enables radiolo-
gists to make quicker and more accurate decisions in 
diagnosing a patient. When the predicted labels were 
compared with the ground truth labels, we observed 
that there was no overlapping of data points during 
training and the model was able to find all the pat-
terns within the dataset. This model belongs to the 
category of easy to implement on standard contem-
porary personal computers and there is no need for 
physical data engineering or physical image process-
ing, hence those tasks are performed by the network’s 
pre-trained parameters. The results of the evaluation 
metrics of the model and both accuracy and loss plots 
prove that the proposed algorithm learns and evalu-
ates the trend of the data successfully, especially in 
brain tumor classification where the performance 
and accuracy are crucial.
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