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The texture is a high-flying feature in an image and has been extracted to represent the image for image retriev-
al applications. Many texture features are being offered for image retrieval. This paper proposes a local binary 
pattern-based texture feature called Weber Global Statistics Tri-Directional Pattern (WGSTriDP) to retrieve the 
images. This pattern combines the advantages of differential excitation components in the Weber Local Binary 
Pattern (WLBP), sign and magnitude components in the Local Tri- Directional Pattern (LTriDP), and global sta-
tistics. Differential Excitation (DE) and Global Statistics Tri- Directional Pattern (GSTriDP) are two components 
of WGSTriDP. The WGSTriDP gains the benefit of discrimination concerning human perception from differen-
tial excitation as well as incorporates global statistics into sign and magnitude components in the pattern derived 
from the local neighborhoods. The effectiveness of the pattern in image retrieval is experimented with in two 
benchmark databases, such as ORL (face database) and UIUC (texture database). According to the results of the 
experiments, WGSTriDP outperforms other local patterns in retrieving similar images from the database.
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1. Introduction
Millions of digital images are being produced and 
shared due to the encroaching use of smart devices 
and the internet. It is necessary to search and retrieve 
the relevant images from the image collection, and 
image retrieval is an active research problem [16,40]. 
Image retrieval requires the user to input a query 
image and the system outputs similar images to the 
query from the image collection. The outdated meth-
ods of image retrieval exploit the methodologies of 
incorporating some captions or descriptions into the 
images so that retrieval can be accomplished with the 
help of them. But adding descriptions to every image 
in a large database is a time-consuming and expensive 
process. The automatic description or annotation of 
the images in the image database makes the retrieval 
process simple.
Content-Based Image Retrieval (CBIR) is a system 
that facilitates automatic image annotation. CBIR 
extracts the visual features from the query image and 
compares them with the visual features of the im-
ages placed in the collection [28]. The closest visual 
similarity images from the image collection are re-
trieved as similar images to the query. Low-level vi-
sual features such as color, texture, and shape [35] are 
extracted from the images to determine their visual 
similarity.
Color is one of the most important aspects of image 
representation. The human visual system discrim-
inates between real-world objects based on col-
or initially. Color Histogram [39], Dominant Color 
Descriptor [27], Color Coherence Vector [26], Col-
or Correlogram [7], Block Truncation Coding [13], 
Color Moments [8], and other methods exist. The 
computational cost of deriving the features from the 
above-mentioned methods and their corresponding 
accuracy in retrieval applications is varied. Color 
features are rotation and translation invariant, but 
luminance invariant color features are challenging to 
achieve.
The image's shape [42] is defined as the image's char-
acteristic surface configuration. The images are dis-
tinguished by their outline in shape based retrieval. 
The shape of the image is represented either by its 
boundary or its region. The outward boundary of 
the shape is used to represent the image in boundary 

based shape representation. The image is described 
by the pixels along the image boundary. Region based 
shape representation uses the entire shape region 
and describes the considered region using the pixels 
present in that region. Since the segmentation is ap-
plied to describe the shape, the shape feature alone is 
not primarily used for image retrieval. Shape based 
features are combined with other low level features 
such as color and texture to represent the images for 
retrieval applications.
The texture is the intrinsic property of all surfaces 
that describes visual patterns, and it is also important 
to describe the features of different image collections 
available online. They are extracted from the images by 
structural and statistical methods. Structural methods 
are useful for describing artificial textures, whereas, 
statistical methods are simple and widely used to ex-
tract the texture features. Statistical methods apply 
quantitative measurements of intensity arrangements 
in a region. Gray Level Co- occurrence Matrix (GLCM) 
[6], Tamura features [33], Wavelet coefficients [17], 
Ridgelets and Curvelets [32], Gabor wavelet filter [18], 
Gray level histogram, edge histogram, and Local Binary 
Pattern (LBP) [24] are some of the more well-known 
statistical texture extraction methods.
The most prevalent and simple method among various 
texture representations is the Local Binary Pattern 
(LBP). LBP is illumination invariant besides its sim-
plicity and computational efficiency. LBP is applied 
in medical image analysis, texture classification, face 
detection, and motion analysis by various researchers. 
Many local binary pattern variants are being devel-
oped for various image retrieval purposes. Due to the 
consideration of magnitude and sign patterns, Local 
Tri-directional Pattern (LTriDP) [38] and Local Neigh-
borhood Intensity Pattern (LNIP) [1] were found to be 
superior features for textured image retrieval. But still, 
the question is how these patterns can be improved 
further so that the image retrieval system will bring the 
results closer to human discrimination. Our proposed 
effort aims to create a robust local binary pattern vari-
ant for image retrieval applications that is as close to 
human discrimination as possible.
This research article encompasses the literature sur-
vey of the image retrieval system with various texture 
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features for many applications under Section 2. The 
proposed methodology is given in Section 3. Section 4 
shows the experimental results of the proposed work. 
Finally, the conclusion is provided in Section 5.

2. Literature Survey
Ojala et al. [25] presented a simple and powerful tex-
ture classification operator based on local binary 
patterns. They formed the rotation invariant local 
binary pattern by considering the different neighbor-
hood sizes of 8-neighborhood, 16-neighborhood, and 
 24- neighborhood. The relationship between the cen-
ter pixel and the surrounding pixels in the neighbor-
hood is exploited for pattern formation. The experi-
ment was conducted on Outex and Brodatz textures 
for texture classification. They proved that joint his-
tograms formed by multi-resolution give the highest 
classification accuracy.
Tan et al. [34] offered Local Ternary Pattern (LTP) 
as the texture representation for the face recognition 
system. As an extension of LBP, ternary encoding is 
done in LTP. They showed that replacing LBP with 
LTP improved the recognition rate by about 5%.
The dominant local binary pattern for texture classifi-
cation was described by Liao et al. [14]. The dominant 
local binary pattern uses 80% of the frequently occur-
ring patterns in the conventional LBP. The dominant 
local binary pattern was applied in the Outex, Bro-
datz, Meastex, and CUReT texture image databases. 
According to the authors, the dominant local binary 
pattern outperformed other preceding techniques in 
terms of classification accuracy under varied imaging 
conditions.
Murala et al. contributed Maximum Edge Binary pat-
terns (LMEBP) [22], Directional Local Extrema Pat-
terns (DLEP) [20] and Local Tetra Patterns (LTrP) 
[21] for CBIR applications. The three patterns, 
LMEBP, DLEP, and LTrP use the neighborhood re-
lationship and extract maximum edges, directional 
edge information and (n-1)th order derivatives respec-
tively, to form the feature vector of the image.
Zhang et al. [41] presented a Local Derivative Pattern 
(LDP) for face recognition. The local derivative pat-
tern encodes the directional pattern features based on 
local derivative variations. The nth order LDP is used 

to encode the spatial relationship contained in the lo-
cal region, whereas the LBP uses the local neighbor-
hood for encoding. The authors conducted extensive 
experiments with LDP and LBP. They concluded that 
higher order LDP performs much better than LBP for 
face verification and identification problems under 
varying imaging conditions.
Guo et al. [5] contributed a Completed Local Binary 
Pattern (CLBP) operator for texture classification. 
CLBP integrates the sign component, magnitude 
component, and binary labeling of the center pixel in 
a neighborhood to represent the image. The sign com-
ponent of CLBP represents the conventional LBP. 
The authors showed a substantial improvement in 
texture classification accuracy with the components 
of CLBP compared to the LBP algorithms.
Murala et al. [23] presented rotation invariant Local 
Ternary Co-occurrence Patterns (LTCoP) for MRI 
and CT image retrieval. The LTCoP encodes the 
co- occurrence of similar edges in a ternary fashion, 
which is determined by the gray values of neighbor-
hood’s center pixel and its surrounding neighbors in 
radius 1 and radius 2 distance. The ternary map is di-
vided into binary maps for feature map construction. 
The authors used the LTCoP feature map to extract 
biomedical images and found that it was more effec-
tive than LBP, LTP, and LDP at retrieving the images.
Verma et al. [37] presented the Center Symmetric 
Local Binary Co-occurrence Pattern (CSLBCoP) for 
multipurpose image retrieval. CSLBCoP combines 
the features of Center Symmetric LBP (CSLBP) and 
GLCM. CSLBP gathers local information from the 
image. Gray Level Co-occurrence Matrix (GLCM) of 
the CSLBP pattern map perceives the co- occurrence 
of pixel pairs in different directions and distances. 
The GLCM of the pattern map provides mutual 
occurrence of patterns with more local information 
than the CSLBP map. The image retrieval algorithm 
was employed on texture, face, and medical databases. 
The results showed the superior performance of 
CSLBCoP as opposed to LBP, CSLBP, DLEP, LEPINV, 
and LEPSEG.
Verma et al. [36] have given a Local Neighborhood 
Difference Pattern (LNDP) for content-based image 
retrieval applications. It is a complementary tech-
nique to the local binary pattern. While LBP finds the 
relationship between the center pixel and the sur-
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rounding pixels in the neighborhood, LNDP finds the 
mutual relationship among the surrounding neigh-
bors. The image is represented by the combined fea-
ture vector of LBP and LNDP as they complete each 
other to furnish the local information. The feature 
was experimented with in texture and natural im-
age databases to prove its efficacy. The experimen-
tal results demonstrated that the combined feature 
overtakes LBP, CSLBP, DLEP, LTrP, LEPINV, and  
LEPSEG in terms of retrieval accuracy.
Verma et al. [38] presented the Local Tri directional 
Pattern (LTriDP) for content based image retrieval. 
The intensity relationship of each surrounding pixel 
in a neighborhood is captured in three directions with 
three pixels. The center pixel and the two adjacent 
neighbors of each surrounding neighbor are utilized 
for the relationship. The sign and magnitude compo-
nents are extracted with the effect of the relationship. 
The feature vector of the LTriDP is formed with the 
help of sign and magnitude patterns. The experiment 
was conducted in the Brodatz texture image database, 
the MIT VisTex database, and the AT&T face data-
base. The retrieval results demonstrated LTriDP's su-
periority over other local pattern techniques.
The Local Neighborhood Intensity Pattern (LNIP) 
for content based image retrieval was developed by 
Banerjee et al. [1]. The feature vector for LNIP is com-
puted, based on the sign and magnitude components 
of each surrounding pixel in a neighborhood. The sur-
rounding pixels of a neighborhood are related to the 
center pixel and all the adjacent neighbors to it. The 
experiment was conducted in the Brodatz texture im-
age database, the MIT VisTex database, the Salzburg 
texture database, and the AT&T face database. The 
authors concluded that LNIP outperforms other local 
methods in retrieval accuracy.
Chen et al. [3] introduced the Weber Local Descriptor 
(WLD) for texture classification and some other ap-
plications. The WLD feature is formed by differential 
excitation and orientation components. The differen-
tial excitation function is computed as the ratio of the 
relative intensity differences of a center pixel with its 
surrounding neighbors and the intensity of the center 
pixel. The gradient orientation of the current pixel 
is taken as the orientation component. The authors 
proved the effectiveness of WLD in texture classifi-
cation as opposed to other state-of-the- art methods, 
including SIFT and LBP.

Liu et al. [15] presented the Weber Local Binary Pat-
tern (WLBP) for the face recognition problem. WLBP 
has two components. They are differential excitation 
and LBP. The perception and local features are de-
rived from differential excitation and LBP, respec-
tively. The experiment was conducted on the Brodatz 
and KTH-TIPS2 texture databases. Even with diverse 
image obstacles such as facial expression, lighting, 
and noise, the results indicated that WLBP outper-
formed SIFT, LBP, WLD, and MLBP.
Sukhia et al. [30] demonstrated a multi-scale local 
ternary pattern for remote sensing image retrieval. 
They down sample the image into multiple scales and 
split them into patches to derive local ternary pattern 
(LTP) features. The final histogram representation is 
produced by Fisher vector coding followed by normal-
ization. They conducted experiments on a land-use 
scene image dataset and a land-cover image dataset. 
The performance of the multi-scale local ternary pat-
tern is compared with that of fusion similarity based 
reranking (FSR) and two-stage reranking (TSR) in 
terms of average precision and average retrieval time. 
They proved that multi-scale local ternary patterns 
surpassed multi-scale CLBP, FSR, and TSR.
Sukhia et al. [31] presented a content based histo-
pathological image retrieval scheme based on multi-
scale, multichannel decoded local ternary pattern 
features and VLAD coding. The method divides an 
image into multiple scales and employs a decod-
er-based local ternary pattern to generate upper and 
lower texture images in each level. A patch-based his-
togram is gained at each scale, which is followed by 
Vector of Linearly Aggregated Descriptors (VLAD) 
coding and power-law normalization. The experi-
ments were conducted on the KIMIA Path960 data-
set. The performance of the method is compared with 
multichannel decoded local binary patterns and local 
binary patterns. The experiments illustrated that the 
multi-scale, multichannel decoded local ternary pat-
tern technique scored the highest precision and recall 
for the retrieval of 5, 10, 15, and 20 images over the 
multichannel decoded local binary pattern and local 
binary pattern.
Kanwal et al. [11] contributed the novel technique of 
combining image features with features generated by 
ResNet architecture. They proved that information 
carried by the image contents, such as spatial color, 
salient objects and texture, is further strengthened by 
the signatures produced by the ResNet architecture. 
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They proved that an image retrieval system with the 
integrated features gives outstanding results, even in 
the challenging datasets.
Kanwal et al. [10] presented an image retrieval system 
using deep learning techniques. Initially, they extract-
ed the primitive image features, namely, Eigenvalues 
textured and convolutional Laplacian scaled object 
features with mapped colored channels from the 
image. The primitive images features are then fused 
with deep learning networks such as GoogLeNet, 
ResNet-50, VGG-19 to enhance the accuracy of the 
image retrieval over large image datasets. They con-
ducted experiments on 10 benchmark datasets and 
showed the remarkable outcomes.
Ershad et al. [4] contributed an improved local ter-
nary pattern to classify the bark texture images. The 
improved Local ternary pattern is coded with two 
local binary patterns, and then each binary pattern 
is classified into uniform and non- uniform patterns. 
The patterns are labeled with a degree of uniformity. 
The feature vector is formed based on the occurrence 
probability of the labels. The authors concluded that 
the improved local ternary pattern not only improves 
the classification accuracy but also provides noise-re-
sistant and rotational invariant behaviors.
Kas et al. [12] designed multi-level directional cross 
binary patterns for texture classification. The pattern 
is handcrafted by encoding the informative directions 
from multiple radius neighborhoods. They proved 
that a multi-level directional cross binary pattern 
helps in identifying gray level variations that occur in 
different directions.
Multiple channels LBP [29] encodes the color image 
using inner and intra channel features, and the local 
features are extracted from three channels at once. 
The sign and magnitude components are extracted 
from color differences. Experimental results demon-
strate that Multiple Channels LBP achieves good 
classification accuracy compared to most of the exist-
ing color texture features.
It is observed from the literature survey, that the lo-
cal patterns are developed based on how they exploit 
the relationship between the center pixel and its sur-
rounding neighbor pixels in a small neighborhood. 
Patterns that consider sign and magnitude compo-
nents perform better as compared to those patterns 
that only consider sign components. The pattern 
that comprises the differential excitation followed by  
Weber’s law recognizes human faces as compiled 

with human perception. The inclusion of global sta-
tistics in an image makes the pattern robust to noise.
The three observations mentioned above prompted 
us to propose the pattern WGSTriDP, which derives 
texture from an image by combining differential exci-
tation, a sign and magnitude patterns in a neighbor-
hood, and global statistics.
The motivation of the proposed work is to develop the 
local pattern that complies with the human discrimina-
tion features to extract the texture features from the im-
age for the applications of image retrieval. The following 
are the contributions to achieve the desired goal.
1 The local pattern is formed by deriving both the 

sign and magnitude components from the neigh-
borhood relationship.

2 The differential excitation component is fused 
with the local pattern to incorporate human dis-
crimination ability.

3 The global statistics is also combined with the lo-
cal pattern, making the pattern more robust even in 
the presence of noise.

3. Proposed Framework
The proposed pattern WGSTriDP has two compo-
nents. They are differential excitation component 
and GSTriDP. The relationship between the center 
pixel and the surrounding neighbors of the 3×3 neigh-
borhood in an image is considered for differential ex-
citation computation. The relationship between the 
nearest neighbors of the nearest neighbors of the sur-
rounding pixels in a circular fashion and the center 
pixel is used for the GSTriDP pattern computation. 
The GSTriDP pattern is divided into two parts that 
deal with the relationships between local statistics in 
the 3x3 neighborhood and global statistics of an image.

3.1. Computation of Differential Excitation 

Figure 1
The 3x3 Neighborhood 
of a Pixel Ic

 

 

Component

A Differential Excitation 
pattern is computed for each 
pixel of an image. The 3×3 
neighborhood is considered 
for each pixel to compute the 
differential excitation pat-
tern. Figure 1 shows the 3×3 
neighborhood of the pixel.
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Ic in Figure 1 represents the intensity of the center 
pixel and I1, I2, …I8 represent the intensity of the sur-
rounding neighbors. The differential excitation of the 
center pixel is calculated using Equation (1).

(1)

de(Ic) has a value between [-Π/2,+ Π/2]. If the value 
is positive, it means the surrounding neighbors are 
lighter than the center pixel or else the surrounding 
pixels are darker than the center pixel. The histo-
gram of differential excitation is formed once de(Ic) is 
calculated for all the pixels of an image. To build the 
histogram of the differential excitation component, 
the range [-Π/2,+ Π/2] is divided into several bins. 
The constant K is used to divide the range into low 
perception and high perception intervals. The range  
[-K: K] is called the low perception interval and  
[-Π/2: - K] and [K: Π/2] are called high perception in-
tervals. The high perception intervals are further par-
titioned into several bins as they contain more infor-
mation. The constant S is utilized for this partition. 
The value of ‘S’ is chosen as odd according to symme-
try. The differential excitation values are quantified to 
the ‘S’ intervals and they are exploited to form a differ-
ential excitation histogram of an image. Equation (2) 
describes the quantification of Is to ‘S’ intervals.

       

 
 

(2)

3.2. Computation of Global Statistics Tri-
Directional Pattern (GSTriDP)
Global Statistics Tri Directional Pattern (GSTriDP) 
is computed for each pixel of an image. Local infor-
mation from the 3×3 neighborhood of an image and 

the global mean [2] value of an image is considered 
for the computation of GSTriDP. Initially, the sign 
component of the pattern is constructed. For each 
surrounding neighbor Ii in the 3x3 neighborhood, the 
two closest adjacent neighbors are considered as ad1 
and ad2. The intensity differences of each surround-
ing neighbor with its adjacent neighbors and with the 
center pixel are calculated using Equation (3).

(3)

The function in Equation (4) is used to assign the bi-
nary value for the sign pattern in each surrounding 
neighbor.

 
  
      
      

 

(4)

The Sign Pattern (SP) of the center pixel in the 3×3 
neighborhood is mapped using Equation (5).

 

(5)

The distances between adjacent neighbors of each 
surrounding pixel with the center pixel and the 
surrounding pixel are calculated using  Equations  
(6)-(7), respectively.

      

         

   

   

    

                                                                                            

                                                                                                  

(6)

         (7)

Using the function in Equation (8), the binary value  
for the magnitude pattern in each surrounding neigh-
bor is assigned.

 
(8)

The global statistics value is incorporated into the 9th 

bit of the magnitude pattern. The value of g(I9) is de-
fined using Equation (9).  

    
(9)
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The Magnitude Pattern (MP) of the center pixel with 
the inclusion of global statistics in the 3×3  neighbor-
hood is mapped using Equation (10).

(10)

Figure 2 explains how the signed and magnitude 
components of GSTriDP are computed. The sample 
3×3 neighborhood is taken for the calculation. The 
yellow-colored pixel in the neighborhood is the center 
pixel. The respective surrounding pixels are colored 
green. The blue-colored pixels represent the two 
adjacent neighbors of the corresponding surrounding 
neighbors. The sign pattern histogram (length of 
256(28)) and magnitude pattern histogram (length of 
512(29)) are linearly concatenated to form a GSTriDP 
histogram (length of 768) of an image.

3.3. Image Retrieval Framework Using 
WGSTriDP
The image retrieval framework for the proposed  
WGSTriDP is given in Figure 3.
The image retrieval procedure for the proposed 
methodology is described in Algorithm 1.

Algorithm 1: Image Retrieval using the WGSTriDP 
Texture feature
Input: Image Database with "n" images, query image 
(any image from the Image Database), and a criteri-
on(threshold) for defining similarity
Output: Collection of images from the image data-
base that are similar to the query image.
Step 1: Input a query image and an image database to 
the image retrieval system.
Step 2: Create a 2D WGSTriDP histogram from a 
query image's differential excitation and GSTriDP 
histograms.
Step 3: Linearly stretch the 2D WGSTriDP histogram 
to form the image's feature vector.
Step 4: for i = 1 to n
Step 4.1: Compute the WSGTriDP feature vector of  
ith image in the Image Database.
Step 4.2: Find the similarity between the query 
feature vector and the ith image feature vector using 
similarity function.

Figure 2
Sign and Magnitude patterns computation of GSTriDP in a 
sample 3×3 neighborhood

Step 4.3: If the similarity value is less than the thresh-
old, store the image in the image database as the rele-
vant images to the search query
Step 5: Show all of the query image's relevant images.

The similarity measure also contributes to the result 
of image retrieval. This process uses the distance 
metric to find the similarity between the database im-
age feature vector and the query image feature vector. 
Several distance metrics are used to find the similari-
ty between a query image and the database image. The 
d1 distance measure is an excellent distance measure 
for local patterns among the various distance metrics 
[20,21,37]. The d1 distance measure is given in Equa-
tion (11).

 

(11)
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The values ‘x’ and ‘y’ in Equation (11) represent 
the feature vector of the database image and que-

Figure 3
Proposed Image Retrieval Framework using WGSTriDP 
Texture Descriptor

Figure 4
Sample Images of ORL Database

ry image, respectively. The value ‘n’ represents the 
length of the feature vector.

4. Experimental Results and  
Discussions
This work proposes the Weber Global Statistics Tri- 
directional Pattern (WGSTriDP) for image retrieval. 
The performance of the pattern in image retrieval 
is tested in two benchmark databases, known as the 
ORL database and the UIUC database. The ORL data-
base consists of 40 classes of face images. Each class 
consists of 10 images, and 400 images in total. The 
UIUC database consists of 25 classes of gray texture 
images. Each class has 40 images, thereby, it has 1000 
images in the database. Sample images of the ORL 
database and the UIUC database are given in Figures 
4-5, respectively.
Initially, all the images in the database are converted 
into the WGSTriDP feature vector. Each image in 
the database takes the role of the query image to 
retrieve similar images from the database. The top 
‘n’ number of relevant images are retrieved as the 
result. The different values of ‘n’ can be taken for 
experiments. The performance of the proposed 



523Information Technology and Control 2022/3/51

Figure 5
Sample Images of the UIUC Database

retrieval algorithm is measured by precision and 
recall measures [19] and they are given in Equations  
(12)-(13), respectively.

 

 
 

 

            

 
(12)

 

 
 

 

 
(13)

Four experiments were carried out for the proposed 
method. The construction of the WSGTriDP feature 
vector involves the formation of a differential exci-
tation histogram. Many differential excitation histo-
grams can be formed for the same image concerning 
values of ‘K’ and ‘S’ as given in Equation (2). Exper-
iment 1 of the work tests the effectiveness of the  
WGSTriDP feature in the ORL database for the 
values of K=30,45,60 and S=3,5,7. Experiment 2 
analyses the performance of WGSTriDP against 
LTriDP, LNIP, and LBP. Experiment 3 observes the 
performance of WGSTriDP against the LTriDP and 
LNIP with the incorporation of differential exci-
tation components. They are called Weber LTriDP  
(WLTriDP) and Weber LNIP (WLNIP). Experiment 
4 tests the robustness of the proposed feature.

4.1. Experiment 1

The ORL database is considered for this experiment. 
The purpose of this experiment is to reduce the com-
plexity of constructing the WGSTriDP feature vector 
by trimming down the complexity involving the for-
mation of differential excitation components. The 
complexity of forming differential excitation can be 
reduced by fixing the high perception range(K) and 
intervals(S). The performance of the image retrieval 
with WGSTriDP is analyzed with various K=30,45,60 
and S=3,5,7 to find the optimal value of K and S. The 
precision comparison of WGSTriDP based ORL da-
tabase image retrieval system for different values of 
‘K’ and ‘S’ in the differential excitation component is 
given in the Table 1.
It is inferred from Table 1 that, the precision values of 
K=30, S=5, and K=30, S=7 are superior to other ranges 
and intervals. As the ‘K’ value decreases, the range of 
high perception intervals is wider. The high percep-
tion interval contains more information, hence the 
K=30 range gives the best precision values. The K=30, 
S=7 WGSTriDP histogram is lengthier than the K=30, 
S=5 histogram. It is decided to use K=30 and S=5 in 
the computation of differential excitation compo-
nents for further experiments.
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4.2. Experiment 2
The performance of WGSTriDP in terms of precision 
and recall is analyzed against the LTriDP, LNIP, and 
LBP in this experiment. The LTriDP and LNIP are 
considered because they also derive sign and magni-
tude patterns from the neighborhood. All the images 
in the ORL database (400 images) and UIUC database 
(1000 images) are passed as a query to derive the aver-
age precision and average recall values. The ORL da-
tabase image retrieval system analyses the precision 
and recall values from the Top 1 images retrieved to 
the Top 10 images retrieved in the interval of 1. The 
UIUC database image retrieval system analyses the 
precision values from Top 1 images retrieved to Top 
10 images retrieved in the interval of 1 and precision 
and recall values from Top 4 images retrieved to Top 
40 images retrieved in the interval of 4.
Precision and recall comparison of the ORL based im-
age retrieval system for the Top 1 images retrieved to 
the Top 10 images retrieved in the interval of 1 is given 
in Figures  6-7, respectively.
From the average precision values of WGSTriDP 
(0.82), LTriDP (0.63), LNIP (0.56), and LBP (0.52) for 
Top 1 images retrieved to Top 10 images retrieved in 
the ORL database image retrieval system, it is clear 
that the proposed WGSTriDP has an increase of 19% 
from LTriDP, a 26% increase from LNIP, and a 30% 
increase from LBP in average precision values. 

Table 1
Precision Comparison of WGSTriDP based ORL database image retrieval system with different K and S

Number of 
Top Images 

Retrieved
K=60, S=3 K=60, S=5 K=60, S=7 K=45, S=3 K=45, S=5 K=45, S=7 K=30, S=3 K=30, S=5 K=30, S=7

1 1 1 1 1 1 1 1 1 1

2 0.94 0.94 0.94 0.96 0.96 0.96 0.96 0.97 0.97

3 0.89 0.89 0.89 0.9 0.91 0.9 0.94 0.94 0.94

4 0.86 0.86 0.86 0.89 0.89 0.89 0.9 0.9 0.9

5 0.84 0.84 0.83 0.86 0.86 0.86 0.86 0.86 0.86

6 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8

7 0.71 0.71 0.71 0.73 0.73 0.73 0.75 0.75 0.75

8 0.67 0.67 0.67 0.68 0.68 0.68 0.71 0.71 0.71

9 0.64 0.64 0.64 0.66 0.66 0.66 0.66 0.66 0.66

10 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63

Figure 6
Precision comparison of WGSTriDP, LTriDP, LNIP, and 
LBP based image retrieval systems in the ORL database for 
Top 10 images retrieved

A precision comparison of UIUC based image retriev-
al system for Top 1 images retrieved to Top 10 images 
retrieved in the interval of 1 is given in Figure 8.
From the average precision values of WGSTriDP 
(0.75), LTriDP (0.64), LNIP (0.64), and LBP (0.61) 
for the Top 1 images retrieved to the Top 10 images 
retrieved in the UIUC database image retrieval sys-
tem, it is clear that the proposed WGSTriDP has an 
increase of 11% from LTriDP, an 11% increase from 
LNIP and, a 14% increase from LBP in average preci-
sion values.
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Figure 7
Recall comparison of WGSTriDP, LTriDP, LNIP, and LBP 
based image retrieval systems in the ORL database for Top 
10 images retrieved

Figure 8
Precision comparison of WGSTriDP, LTriDP, LNIP, and 
LBP based image retrieval systems in the UIUC database 
for Top 10 images retrieved

Figure 9
Precision comparison of WGSTriDP, LTriDP, LNIP, and 
LBP based image retrieval systems in the UIUC database 
for Top 40 images retrieved

Figure 10
Recall comparison of WGSTriDP, LTriDP, LNIP, and LBP 
based image retrieval systems in the UIUC database for 
Top 40 images retrieved

Precision and recall comparisons of the UIUC based 
image retrieval system for the Top 4 images retrieved 
to the Top 40 images retrieved in the interval of 4 are 
given in Figures 9-10, respectively.
It is observed from Figures 6-10 and the average pre-
cision analysis of the Top 1 to Top 10 images retrieved, 
that the WGSTriDP based image retrieval framework 
performed well as compared to LTriDP, LNIP, and 
LBP based image retrieval frameworks.

4.3. Experiment 3
Experiment 3 is conducted to verify the influence of 
differential excitation components in LTriDP and 

LNIP feature descriptors. The new texture feature de-
scriptors Weber LTriDP (WLTriDP) and Weber LNIP 
(WLNIP) are formed.  WLTriDP  is formed from dif-
ferential excitation and LTriDP components. WLNIP 
is formed from differential excitation and LNIP 
components. The efficacy of the WGSTriDP based 
image retrieval system is compared with that of the  
WLTriDP and WLNIP based image retrieval systems.
Precision and recall values of the ORL based image 
retrieval system for WGSTriDP, WLTriDP, and  
WLNIP for Top 1 images retrieved to Top 10 images 
retrieved in the interval of 1, are given in Figures  
11-12, respectively.
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From the average precision values of WGSTriDP 
(0.82), WLTriDP (0.77), and WLNIP (0.72) for the 
Top 1 images retrieved to the Top 10 images retrieved 
in the ORL database image retrieval system, it is clear 
that the proposed WGSTriDP has an increase of 5% 
from WLTriDP and a 10% increase from WLNIP in 
average precision values.
Precision comparisons of UIUC based image retrieval 
system for WGSTriDP, WLTriDP, and WLNIP for Top 
1 images retrieved to Top 10 images retrieved in the 
interval of 1 is given in Figure 13.
From the average precision values of WGSTriDP 
(0.75), WLTriDP (0.71), and WLNIP (0.69) for the Top 
1 images retrieved to the Top 10 images retrieved in 

Figure 11
Precision comparison of WGSTriDP, WLTriDP, and WLNIP 
based image retrieval systems in the ORL database for Top 
10 images retrieved

Figure 12
Recall comparison of WGSTriDP, WLTriDP, and WLNIP 
based image retrieval systems in the ORL database for Top 
10 images retrieved

Figure 13
Precision comparison of WGSTriDP, WLTriDP, and WLNIP 
based image retrieval systems in the UIUC database for Top 
10 images retrieved

Figure 14
Precision comparison of WGSTriDP, WLTriDP, and 
WLNIP based image retrieval systems in the UIUC 
database for Top 40 images retrieved

the UIUC database image retrieval system, it is clear 
that the proposed WGSTriDP has an increase of 4% 
from WLTriDP and a 6% increase from WLNIP in av-
erage precision values.
Precision and recall comparisons of UIUC based im-
age retrieval system for the Top 4 images retrieved to 
the Top 40 images retrieved in the interval of 4 are 
given in Figures 14-15, respectively.
 It is observed from Figures 11-15 and the average pre-
cision analysis of the Top 1 to Top 10 images retrieved, 
that the WGSTriDP based image retrieval framework 
performed superior to WLTriDP and WLNIP. The 
experimental results show that the superiority of 
WGSTriDP not only depends on the differential exci-
tation component, but also on three factors. They are 
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Figure 15
Recall comparison of WGSTriDP, WLTriDP, and WLNIP 
based image retrieval systems in the UIUC database for 
Top 40 images retrieved

the differential excitation component, the encoding 
of sign and magnitude components in the neighbor-
hood, and the inclusion of global statistics.

4.4. Experiment 4
Experiment 4 is conducted to uphold the robustness 
of the WGSTriDP feature in the presence of salt 
and pepper noise. Image retrieval is performed 
after adding salt and pepper noise to the ORL and 
UIUC images. The salt and pepper noise was chosen 
because it does not completely affect the image; 
rather, it affects only some of the pixels in the image. 
In the neighborhood, there is a possibility that some 
neighbors are not affected [9]. Since the proposed 
descriptor and other descriptors which are taken for 
the experiments are neighborhood relation oriented, 
the inclusion of salt and pepper noise in the images 
is chosen to experiment with the robustness of such 
descriptors. Figure 16 illustrates the average precision 
comparison of the ORL based image retrieval system 
in the presence of salt and pepper noise.
The precision values of the WGSTriDP based ORL 
image retrieval system are comparatively high as op-
posed to others in the presence of 10% of noise (75%), 
20% of noise (71%), 30% of noise (66%), and 40% of 
noise (63%).
Figure 17 depicts the average precision comparison 
of the UIUC based image retrieval system in the pres-
ence of salt and pepper noise.
The precision values of the WGSTriDP based UIUC 
image retrieval system are relatively high as com-

Figure 16
Average Precision comparison of WGSTriDP, WLTriDP, 
WLNIP, LTriDP, LNIP, and LBP based image retrieval 
systems in the ORL database for Top 1 to Top 10 images 
retrieved

pared to others in the presence of 10% of noise (67%), 
20% of noise (65%), 30% of noise (62%), and  40% of 
noise (60%).
It is perceived from Figures 16-17 that, the WGSTriDP 
is performing well even in the presence of noise as 
compared to other descriptors that are considered. 
The performance of the WGSTriDP based image re-
trieval is compared with others in the presence of up 

Figure 17
Average Precision comparison of WGSTriDP, WLTriDP, 
WLNIP, LTriDP, LNIP, and LBP based image retrieval 
systems in the UIUC database for Top 1 to Top 10 images 
retrieved
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to 40% of the noise, since the degradation of the image 
is greater when a greater amount of noise is included.
The experimental results from experiment 4.2 to 
experiment 4.4 reveal that WGSTriDP based image 
retrieval system outperforms the other contemporary 
texture descriptors in both ORL and UIUC databases 
even in the presence of noise.

5. Conclusion
The most successful texture descriptor, called 
Weber Global Statistics Tri-Directional Pattern  
(WGSTriDP) for image retrieval is presented in this 
article. The WGSTriDP effectively combines the dif-

ferential excitation component from WLD, the sign 
and magnitude components from the local neighbor-
hood in a circular fashion, and the global statistics of an 
image. The proposed descriptor is tested over the ORL 
and UIUC databases for image retrieval applications. 
The effectiveness of the proposed method is com-
pared with existing standard texture descriptors with 
the help of precision and recall values. The robustness 
of the proposed method is tested with the presence 
of salt and pepper noise. The results proved that the  
Weber Global Statistics Tri-Directional Pattern out-
strips other descriptors in all aspects. It is recom-
mended that Weber Global Statistics Tri-Directional 
Pattern (WGSTriDP) be used as a texture representa-
tion for any image processing applications.
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