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The recognition method based on deep learning has a large amount of calculation for the changes of different 
traffic densities in the actual traffic environment. In this paper, an integrated recognition method YOLOv4-L is 
proposed for reducing computational complexity based on the YOLOv4. The characteristics of multi-lane traffic 
flow with different flow densities were analyzed for statistical data sets, and k-means++ clustering algorithm was 
used to optimize the prior frame parameters to improve the matching degree between the prior frame. GhostNet 
was used to replace CSPDarknet53 of original network structure of YOLOv4 as the feature extraction network. 
The depthwise separable convolution module was introduced to replace the original 3×3 common convolution 
in feature extraction network, reduce model parameters and improve detection speed. The network model is 
further improved both with accuracy and robustness with the help of comprehensive method of Mosaic data 
enhancement, learning rate cosine annealing and label smoothing. Experimental results show that, Recognition 
speed is greatly improved at the expense of minimal recognition accuracy reduction: the recognition speed im-
provement value is 47.81%, 49.15% , 56.06% in detection speed (FPS), respectively in free flow, synchronous flow 
and blocked flow, the reduction value of accuracy is 2.21%, 0.67%,, 0.05% mAP, respectively.
KEYWORDS: Multi-object recognition, YOLOv4, GhostNet, Depthwise separable convolution.

1. Introduction
With the acceleration of urbanization in China, ve-
hicle ownership is increasing and the pressure on 
road traffic is growing. This has led to increasingly 
serious problems such as traffic congestion, block-
age and traffic accidents. Municipalities and traf-
fic management departments have been increasing 
the efficiency of vehicle use of roads by increasing 
road infrastructure construction, expanding roads 
and erecting viaducts in order to alleviate the many 
problems caused by traffic congestion. Obviously, the 
monitoring of multi-lane quasi-freeways is almost 
devoid of human involvement, and in order to ensure 
traffic safety in the city and effectively combat viola-
tions, camera-based surveillance systems have been 
established in all sections and important locations of 
the city [15], and the background of such surveillance 
systems requires a large number of personnel to per-
form behavioral recognition from the collected image 
information. In multi-lane traffic, when the speed and 
number of vehicles increase dramatically, it is diffi-
cult to capture various abnormal behaviors in vehi-
cles and traffic flow accurately in real time based on 
manual recognition methods. Therefore, accurately 
detecting vehicles from the background through in-
telligent traffic management has become a popular 
research topic nowadays. To grasp the number and 
distribution characteristics of vehicles in a large area 
as much as possible is a prerequisite for optimizing 
intelligent traffic, and only by accurately detecting ve-
hicles from the background can traffic flow statistics, 
vehicle identification and tracking be performed.

By observing the characteristics of traffic flow, it is 
found that the individuals participating in traffic are 
not independent of each other, and there are mutual in-
fluences and mutual constraints between vehicles and 
vehicles, and between vehicles and road infrastruc-
ture, thus forming a complex traffic system. When the 
scale of the city becomes larger and larger, the expan-
sion of the number of lanes causes various contingen-
cy, randomness and uncertainty in the system. At the 
same time, in the urban traffic environment, the travel 
rules of vehicles, the temporal and spatial character-
istics of vehicle concentration during morning and 
evening peak hours, and the synchronization of traffic 
flow and density Increasing, many problems occur si-
multaneously in a multi-lane environment, where the 
interaction of individual motor vehicles in the traffic 
flow is particularly obvious. For example, the number 
of vehicles in the same visual frame is high, the speed 
of the vehicles is high, the number of vehicles of the 
same color and type is large, and the vehicle target in 
the same visual frame changes lanes frequently, which 
will affect the detection of the same vehicle in the ad-
jacent frames before and after. It can be seen that there 
are still many complex problems in the modern traffic 
environment. Therefore, how to establish a suitable 
vehicle object detection dataset to describe the com-
plex relationship between vehicles, how to correctly 
detect more vehicle objects in the case of real-time 
detection, and how to construct a lightweight and fast 
vehicle detection accuracy under the premise The de-
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tection model is the key research content of intelligent 
transportation system to identify vehicle targets in 
different traffic flows.
In view of the important position of vehicle detec-
tion in the intelligent transportation system, the re-
search on more robust, accurate and efficient vehicle 
detection methods undoubtedly has important aca-
demic value and broad application prospects. Vehi-
cle detection method is a branch of target detection 
method. From the perspective of the whole develop-
ment process, the earliest detection method is the 
VJ (Viola-Jones) detector proposed by Paul Viola 
and Michael J Jones in 2001. Based on the AdaBoost 
algorithm, Haar-like wavelet features and integral 
graphs are added to make the obtained features more 
targeted to the face, and multiple AdaBoost strong 
classifiers are cascaded at the same time to put more 
resources in the target window. above. The HOG algo-
rithm was proposed by Dalal et al. at the 2005 CVPR 
conference. Its main innovation is that in the detec-
tion process, the local shape of the object can be de-
scribed by the distribution of light intensity gradients 
or edge directions, which is often used in pedestrian 
detection. In 2010, Felzenszwalb et al. proposed the 
DPM (Deformable Parts Model) method, which is an 
excellent target detection method and won three con-
secutive championships in the VOC (Visual Object 
Class) competition in 2007-2009. Its idea is similar to 
HOG, but the traditional HOG feature only uses one-
to-one feature representation, while DPM divides 
the model into a root model and a partial model. The 
root model is similar to the traditional HOG feature 
and is used for object location positioning, and part of 
the model is used for further confirmation. Since the 
DPM method requires more computation than HOG, 
its detection effect is much better than the traditional 
HOG method. In 2012, the convolutional neural net-
work achieved great success in the large-scale visual 
recognition challenge ImageNet competition, and 
people subsequently applied it to various application 
fields such as speech recognition, image classifica-
tion, and face recognition, and achieved far more than 
The performance of traditional methods, researchers 
have introduced deep learning into the field of vehi-
cle recognition, and breakthrough results have been 
emerging in recent years.
Based on the deep learning method of detection and 
recognition, especially for the high accuracy of image 

samples, we will naturally consider the introduction of 
artificial intelligence technology into traffic monitor-
ing. As the core technology of intelligent monitoring 
system, vehicle recognition is to detect the position 
of vehicle objects in the image and identify the type 
of objects In practical application [1], vehicle recog-
nition is easily affected by factors such as background 
clutter [8], illumination conditions and partial occlu-
sion, resulting in the reduction of object detection 
accuracy [26]. However, recent research results show 
that the detection accuracy of multi-lane vehicles 
is well solved based on deep learning, the real-time 
problems caused by massive computing needs. Fast 
and accurate vehicle object detection in traffic scene 
has always been the research content in the cross field 
of image processing and traffic engineering.
With the continuous development of deep learn-
ing, convolutional neural networks have excellent 
performance on vehicle target detection tasks, but 
current research focuses on how to build deeper net-
works for the purpose of improving detection accura-
cy. This has led to overly large network models, and 
most of the best-performing networks can only run 
on high-performance graphics processors(GPUs). In 
order to apply deep learning models more widely on 
embedded platforms, such as intelligent surveillance 
systems and unmanned systems, building lightweight 
networks can effectively reduce hardware costs and 
improve the operational efficiency of the networks.
Such networks are difficult to be applied in embed-
ded platforms due to computational and memory 
limitations. Therefore, for the task of vehicle target 
detection in real-time embedded scenarios of in-
telligent surveillance systems, this paper optimizes 
the YOLOv4 network based on the current excellent 
lightweight convolutional network GhostNet and 
constructs the lightweight vehicle detection network 
YOLOv4-L. The YOLOv4-L network reduces the 
model parameters by optimizing the traditional con-
volutional operation and using depth-separable con-
volution to improve operational efficiency.

2. Related Work
Compared with traditional detection algorithms for 
target detection, there are defects such as poor robust-
ness, large calculation amount, and weak applicabili-
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ty [11], the detection algorithm based on deep learn-
ing [31] has the advantages of high accuracy. Deep 
learning techniques are widely used in various fields, 
such as computer vision, machine vision, and speech 
recognition, among which computer vision is one of 
the most popular fields in which promising results to 
have been obtained in image classification tasks [32, 
33]. Object detection methods based on deep learn-
ing are mainly divided into two categories. One is the 
two-stage algorithm represented by R-CNN [6], Fast 
R-CNN [7] and Faster R-CNN [18]. Although this 
method has high detection accuracy and positioning 
accuracy, it has some defects such as cumbersome 
training steps and poor real-time performance. One 
is the single-stage algorithm represented by SSD [12] 
and YOLO series algorithms [19, 20, 21]. This method 
cancels the candidate region generation mechanism 
and performs classification and regression prediction 
directly by convolutional operations, so as to generate 
the category probability and coordinate information 
of the object.
In the research of object detection by deep learning 
method, vehicle is a kind of special object, and many 
research results have been presented in recent years. 
Yang Wei et al. [29] proposed an improved Faster 
R-CNN vehicle real-time detection algorithm. The 
algorithm adopts a multi-scale strategy in model 
training, which improves the generalization ability 
of the model. However, the vehicle detection effect is 
not effective in complex environments such as dense 
vehicles and severe occlusion. For the Faster R-CNN 
algorithm, the vehicle detection effect is not good in 
complex traffic environments such as dense vehicles 
and serious occlusions. Nguyen et al. [17] proposed an 
improved algorithm based on Faster R-CNN for fast 
vehicle detection. The algorithm adopts MobileN-
et architecture to build the basic network of Faster 
R-CNN framework, and introduces context-aware 
pool to improve the detection accuracy of network 
model for occluded vehicles and small target vehicles. 
The network model effectively improves the detec-
tion accuracy of occluded vehicles and small object 
vehicles. However, further improvements are need-
ed in real-time detection. Li Xun et al. [13] proposed 
a new target detection network YOLO-vocRV based 
on YOLOv2, which transforms the detection prob-
lem into a binary classification problem and improves 
the detection accuracy of the model. The proposed 

YOLO-vocRV method is suitable for multi-target de-
tection of different traffic densities, and the average 
accuracy of the YOLO-vocRV model can reach more 
than 90% for different traffic densities. However, 
since the vehicle images in the dataset used for the 
experiments are collected under good visible light 
conditions. Therefore, the vehicle detection under 
night light or low light conditions is poor. Shi Binbin 
[22] et al. proposed a YOLOv2-voc_mul, a multi-ob-
jective recognition and classification method for ve-
hicles based on the YOLOv2 algorithm, for solving the 
problems of low detection rate, poor robustness, and 
unsatisfactory impact on real road environment of 
classical multi-objective classification methods. The 
model improves the network structure of YOLOv2_
voc based on the YOLOv2 algorithm according to the 
real road conditions, and obtains the classification 
network structure YOLOv2-voc_mul for sensitive 
vehicle changes using the ImageNet data after mul-
tiple adjustments. The improved algorithm reduces 
the model framework and parameter computation 
and improves the accuracy. However, the method is 
not accurate enough for the detection of tiny targets 
at a distance, and the detection of tiny objects at a 
distance may still be missed when the method is used 
to detect objects. Zhu Maotao et al. [30] proposed the 
YOLO-TridentNet algorithm, which uses the Tri-
dentNet algorithm weight sharing based on YOLOv3 
to improve the detection accuracy of small targets in 
more distant vehicles. However, the model contains 
three branch networks with different expansion rates, 
the structure is complex and the parameters are large, 
which cannot meet the needs of real-time detection. 
Choi et al. [4] improved YOLOv3 by using Gaussian 
modeling bounding box coordinates combined with 
improved loss function, which has a good balance be-
tween detection accuracy and detection speed, but it 
cannot satisfy real-time detection for larger size in-
put images.
Although the above methods and their improvements 
have been improved in detection accuracy, they have 
complex network structures and a larger number of 
network parameters. They require powerful GPU 
computing power to achieve the real-time object 
detection. To solve this problem, many researchers 
have proposed lightweight target detection methods. 
These methods have comparatively simpler network 
structures and fewer parameters. As a result, the de-



Information Technology and Control 2022/2/51298

mand for computational resources and memory is low 
and the detection speed is fast. Weiping [23] proposed 
using MobileNetv2 [24] to replace the backbone net-
work of YOLOv3. The model size was reduced to 
26MB, which was 90% lower than that of YOLOv3, 
but sacrificed 10.42% of the mAP value. Chen [25] 
et al. improved the YOLOv3-tiny algorithm by using 
model pruning combined with parameter quantifica-
tion, which greatly increased the detection speed and 
met the demand for real-time vehicle detection. How-
ever, parameter quantification has a greater impact 
on detection accuracy and still needs to be further 
improved. Qinghe [34] proposed a holistic pruning 
method named Drop path to reduce model parame-
ters of 2D deep convolutional neural networks, uti-
lizing redundancy inter parameters per layer under 
PAC-Bayesian framework. This results in smaller 
memory footprint and computational requirements 
for real-time image processing, making deep CNN 
easier to be deployed on mobile systems or embedded 
devices, and effectively accelerating the inference of 
the network. In 2020, Bochkovskiy et al. [3] combined 
mainstream optimization skills and more complex 
network architecture on the basis of YOLOv3 to de-
sign YOLOv4, which supports fast and accurate train-
ing and detection on a single graphics card. Howev-
er, due to the large amount of model parameters and 
large volume, it is difficult to meet the needs of high 
detection speed and high detection accuracy at the 
same time. Wu et al. [27] combined with the channel 
pruning algorithm on the basis of YOLOv4, greatly re-
duced the model size and the number of parameters, 
and improved the model efficiency, but the optimiza-
tion effect is unstable for different data sets. Hu et al. 
[9] proposed adding dense modules to the backbone 
network of YOLOv4 to reduce the network depth. Al-
though the network parameters are reduced, due to 
the connection of each module and multiple modules 
in the network, the network structure becomes com-
plex and the amount of calculation is increased.
In summary, the improvement ideas of the YOLO se-
ries of vehicle recognition algorithms focus on im-
proving the detection speed of the algorithm while 
increasing the detection accuracy. It reduces the num-
ber of model parameters by improving the feature ex-
traction network, model pruning, etc., and improving 
the feature fusion strategy, convolution method, and 
combining multiple algorithms to reduce accuracy 
loss. Although the improved vehicle detection algo-

rithm has improved inference speed and detection 
accuracy, there is still much room for improvement 
in the detection performance of the multi-vehicle tar-
get model recognition based on the improved vehicle 
detection algorithm of the YOLO series at this stage. 
Aiming at the shortcomings of the YOLOv4 model in 
vehicle multi-target recognition, such as large mod-
el size, high computational complexity, low operat-
ing efficiency, etc., an optimized backbone feature 
extraction network and PANet and detection head 
part of the common convolution block are proposed. 
YOLOv4-L multi-vehicle target recognition model. 
Use the improved GhostNet to replace the original 
CSPDarknet53 feature extraction network, which re-
duces the amount of model parameters and improves 
the detection accuracy. It is proposed to introduce a 
deep separable convolution block to replace the ordi-
nary convolution used in the network, which further 
reduces the model parameters The K-means++ clus-
tering algorithm is used to optimize the prior frame 
parameters to improve the accuracy of model detec-
tion. Finally, the Mosaic data enhancement, cosine 
annealing and label smoothing methods are combined 
to enhance the convergence effect of the model and 
improve the model The generalization ability. Finally, 
the detection methods in this paper are tested under 
different road traffic conditions by comparing with 
YOLOv3, YOLOv3-tiny, and YOLOv4 model.

3. Lightweight Multi-object 
Recognition Model YOLOv4-L
YOLOv4 is an improved object detection algorithm 
based on the YOLOv3 model. The algorithm is mainly 
composed of three parts: the feature extraction net-
work Backbone, the neck feature enhancement net-
work Neck, and the head detection network Head. 

3.1. Object Detection Algorithm Based on 
YOLOv4 Model
According to the previous researches [30, 25, 9, 16], 
when YOLOv4 is used for vehicle detection and rec-
ognition, The specific implementation process of 
yolov4 for vehicle object detection is as follows:
1 After the input actual road vehicle pictures pass by 

the feature extraction network, the feature maps 
of three scales of 52×52, 26×26, and 13×13 are out-
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put, respectively. The feature maps of different 
scales contain semantic information of different 
dimensions.

2 In the feature fusion part, the 13×13 size feature 
map enters the SPP (Spatial Pyramid Pooling) 
structure. The SPP stacks and convolves the ob-
tained new feature map and the feature map before 
entering the network and then outputs it to the fea-
ture fusion Network PANet.

3 The PANet upsamples the 13×13 feature map twice, 
and then stacks the results of the first upsampling 
and the second upsampling with the feature maps 
of the 26×26 and 52×52 scales and convolves 
them. Then a series of similar down-sampling and 
stacked convolutions are performed from top to 
bottom to fully integrate the features of three dif-
ferent scale feature maps.

4 Finally, the feature map after feature fusion is 
output to three YOLO detection heads of 52×52, 
26×26, and 13×13. Each detection head contains 3 
sets of adjustment parameters of candidate frames, 
and the adjustment parameters of each set of can-
didate frames include 1 confidence parameter, 4 

parameters for adjusting length, width and coordi-
nate offset, and 80 category parameters. With these 
adjustment parameters, the YOLOv4 algorithm 
will adjust the coordinates and width and height 
of the candidate frame to generate the final predic-
tion frame.

3.2. Improvement of Multi-object Detection 
and Recognition Model

The improved lightweight multi-vehicle target recog-
nition model YOLOv4-L mainly includes the follow-
ing three parts: GhostNet feature extraction network, 
feature enhancement extraction module composed of 
SPP and PANet and YOLO-Head. The overall network 
structure is shown in Figure 1, and the Submodules of 
YOLOV4-L is described in Figure 2.
As shown in Figure 1, (a) module is the end-to-side re-
sidual module Ghost BottleNecks (see Section 3.2.1). 
(b) module is a CBL module that combines batch 
normalization and LeakyRelu activation function. 
(c) module is SPP module, It is composed of multiple 
pooling layers, and the feature maps of the same size 
are spliced at the output end (see Section 3.2.2).

Figure 1
Network structure of YOLOv4-L

  

GBN1 GBN2 GBN2 GBN6 GBN5 CBL* 3 SPP CBL*3

CBL

Up-
sampling

CBL*5

CBL*5

CBL*5

CBL Conv

C
o

n
tact

CBL*5

C
o

n
tact

CBL Conv

CBL

Down-
sampling

C
o

n
tact

CBL

C
o

n
tact

CBL

CBL

Down-
sampling

Conv

416*416*3

GhostNet(Backbone)
Input SPP+PANet(Neck)

YOLOHead

13*13*1024

26*26*512

52*52*256

52*52 26*26 13*13

Conv

Up-
sampling

 
Figure 2 
Submodules of YOLOV4-L. 
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As shown in Figure 1, (a) module is the end-to-side 
residual module Ghost BottleNecks (see Section 3.2.1). (b) 
module is a CBL module that combines batch 
normalization and LeakyRelu activation function. (c) 
module is SPP module, It is composed of multiple pooling 
layers, and the feature maps of the same size are spliced at 
the output end (see Section 3.2.2). 
3.2.1. GhostNet Feature Extraction 
Network 
For the detection of vehicles, the vehicle detection speed 
will slow down since a large number of operational 
parameters in the CSPDarknet53 feature extraction 
network, Overfitting is easily occurred when the data set 
sample size is small. Many of the network feature layers 
are similar, and the redundant part in the feature layer may 
be an important part. Eliminating the same features  

and retaining important feature information is the first 
problem to be solved by model YOLOv4-L. 

The Ghost module in GhostNet [Error! Reference 
source not found.] can generate the same features with 
fewer parameters. Therefore, the redundant information is 
reserved in Ghost, and the feature information is obtained 
with lower computational cost.As this part, GhostNet, 
which removes the average pooling layer and the full 
connection layer, is used as the feature extraction network 
of YOLOv4-L. The function of this part is to extract the 
preliminary features of the input vehicle image data sets 
under different traffic environments. After preliminary 
feature extraction, it can be extracted when G-bneck is the 
sixth, twelfth, and sixteenth layers, and three effective 
feature layers can be obtained. They are 52×52 large target 
feature layer, 26×26 medium target feature layer, and 
13×13 small target feature layer. 

 
Table 1 
GhostNet network structure 
 

Input 4162×3 2082×16 1042×24 522×40 262×80 262×112 132×160 12×960 12×1280 

Operator Conv2d  
3×3 G-bneck Conv2d 

1×1 
AvgPool  

7×7 
Conv2d 

1×1 FC 

exp size - 16 48 72 120 240 200 184 480 672 960 - 

out size 16 24 40 80 112 112 160 160 960 - 1280 1000 
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3.2.1. GhostNet Feature Extraction Network
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tional cost.As this part, GhostNet, which removes the 

Figure 2
Submodules of YOLOV4-L

Table 1
GhostNet network structure

  

Conv BN Leaky Relu=

=

Maxpool(13)

Maxpool(9)

Maxpool(5)

Contact

GBN =
CBL

SPP

GhostBottleNeck

Input Ghost 
modle

Ghost 
modle AddSE 

Stride=1

GBN = Input Ghost 
modle DW

Stride=2

Ghost 
modle AddSE 

 
As shown in Figure 1, (a) module is the end-to-side 
residual module Ghost BottleNecks (see Section 3.2.1). (b) 
module is a CBL module that combines batch 
normalization and LeakyRelu activation function. (c) 
module is SPP module, It is composed of multiple pooling 
layers, and the feature maps of the same size are spliced at 
the output end (see Section 3.2.2). 
3.2.1. GhostNet Feature Extraction 
Network 
For the detection of vehicles, the vehicle detection speed 
will slow down since a large number of operational 
parameters in the CSPDarknet53 feature extraction 
network, Overfitting is easily occurred when the data set 
sample size is small. Many of the network feature layers 
are similar, and the redundant part in the feature layer may 
be an important part. Eliminating the same features  

and retaining important feature information is the first 
problem to be solved by model YOLOv4-L. 

The Ghost module in GhostNet [10] can generate the 
same features with fewer parameters. Therefore, the 
redundant information is reserved in Ghost, and the feature 
information is obtained with lower computational cost.As 
this part, GhostNet, which removes the average pooling 
layer and the full connection layer, is used as the feature 
extraction network of YOLOv4-L. The function of this part 
is to extract the preliminary features of the input vehicle 
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layer, and 13×13 small target feature layer. 

 
Table 1 
GhostNet network structure 
 

Input 4162×3 2082×16 1042×24 522×40 262×80 262×112 132×160 12×960 12×1280 

Operator Conv2d  
3×3 G-bneck Conv2d 

1×1 
AvgPool  

7×7 
Conv2d 

1×1 FC 

exp size - 16 48 72 120 240 200 184 480 672 960 - 

out size 16 24 40 80 112 112 160 160 960 - 1280 1000 

SE - - - - √ - - - √ - √ - 

Stride 2 1 2 1 2 1 2 1 2 1 - 1 - 

GhostNet is based on the end-to-side residual module 
(Ghost bottlenecks, G-bneck), G-bneck is mainly composed 
of two Ghost modules. The first Ghost module is mainly 
used to increase the number of channels and expansion layer, 
second Ghost module is mainly used to reduce the number 
of channels and connect the input and output of the two 
Ghost modules. The specific structure is shown in Figure 2. 
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As shown in Figure 1, (a) module is the end-to-side 
residual module Ghost BottleNecks (see Section 3.2.1). (b) 
module is a CBL module that combines batch 
normalization and LeakyRelu activation function. (c) 
module is SPP module, It is composed of multiple pooling 
layers, and the feature maps of the same size are spliced at 
the output end (see Section 3.2.2). 
3.2.1. GhostNet Feature Extraction 
Network 
For the detection of vehicles, the vehicle detection speed 
will slow down since a large number of operational 
parameters in the CSPDarknet53 feature extraction 
network, Overfitting is easily occurred when the data set 
sample size is small. Many of the network feature layers 
are similar, and the redundant part in the feature layer may 
be an important part. Eliminating the same features  

and retaining important feature information is the first 
problem to be solved by model YOLOv4-L. 

The Ghost module in GhostNet [10] can generate the 
same features with fewer parameters. Therefore, the 
redundant information is reserved in Ghost, and the feature 
information is obtained with lower computational cost.As 
this part, GhostNet, which removes the average pooling 
layer and the full connection layer, is used as the feature 
extraction network of YOLOv4-L. The function of this part 
is to extract the preliminary features of the input vehicle 
image data sets under different traffic environments. After 
preliminary feature extraction, it can be extracted when G-
bneck is the sixth, twelfth, and sixteenth layers, and three 
effective feature layers can be obtained. They are 52×52 
large target feature layer, 26×26 medium target feature 
layer, and 13×13 small target feature layer. 
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GhostNet network structure 
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Operator Conv2d  
3×3 G-bneck Conv2d 
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1×1 FC 
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SE - - - - √ - - - √ - √ - 
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GhostNet is based on the end-to-side residual module 
(Ghost bottlenecks, G-bneck), G-bneck is mainly composed 
of two Ghost modules. The first Ghost module is mainly 
used to increase the number of channels and expansion layer, 
second Ghost module is mainly used to reduce the number 
of channels and connect the input and output of the two 
Ghost modules. The specific structure is shown in Figure 2. 
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residual module Ghost BottleNecks (see Section 3.2.1). (b) 
module is a CBL module that combines batch 
normalization and LeakyRelu activation function. (c) 
module is SPP module, It is composed of multiple pooling 
layers, and the feature maps of the same size are spliced at 
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redundant information is reserved in Ghost, and the feature 
information is obtained with lower computational cost.As 
this part, GhostNet, which removes the average pooling 
layer and the full connection layer, is used as the feature 
extraction network of YOLOv4-L. The function of this part 
is to extract the preliminary features of the input vehicle 
image data sets under different traffic environments. After 
preliminary feature extraction, it can be extracted when G-
bneck is the sixth, twelfth, and sixteenth layers, and three 
effective feature layers can be obtained. They are 52×52 
large target feature layer, 26×26 medium target feature 
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(Ghost bottlenecks, G-bneck), G-bneck is mainly composed 
of two Ghost modules. The first Ghost module is mainly 
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of channels and connect the input and output of the two 
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average pooling layer and the full connection layer, is 
used as the feature extraction network of YOLOv4-L. 
The function of this part is to extract the preliminary 
features of the input vehicle image data sets under 
different traffic environments. After preliminary fea-
ture extraction, it can be extracted when G-bneck is 
the sixth, twelfth, and sixteenth layers, and three ef-
fective feature layers can be obtained. They are 52×52 
large target feature layer, 26×26 medium target fea-
ture layer, and 13×13 small target feature layer.
GhostNet is based on the end-to-side residual mod-
ule (Ghost bottlenecks, G-bneck), G-bneck is mainly 
composed of two Ghost modules. The first Ghost mod-
ule is mainly used to increase the number of channels 
and expansion layer, second Ghost module is mainly 

Input 4162×3 2082×16 1042×24 522×40 262×80 262×112 132×160 12×960 12×1280

Operator Conv2d 
3×3 G-bneck Conv2d 

1×1
AvgPool 

7×7
Conv2d 
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out size 16 24 40 80 112 112 160 160 960 – 1280 1000
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Stride 2 1 2 1 2 1 2 1 2 1 – 1 –
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Figure 3
G-bneck structure of different stride

Figure 4
SPP structure diagram

used to reduce the number of channels and connect 
the input and output of the two Ghost modules. The 
specific structure is shown in Figure 3.
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As shown in Figure 1, (a) module is the end-to-side 
residual module Ghost BottleNecks (see Section 3.2.1). (b) 
module is a CBL module that combines batch 
normalization and LeakyRelu activation function. (c) 
module is SPP module, It is composed of multiple pooling 
layers, and the feature maps of the same size are spliced at 
the output end (see Section 3.2.2). 
3.2.1. GhostNet Feature Extraction 
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be an important part. Eliminating the same features  

and retaining important feature information is the first 
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image data sets under different traffic environments. After 
preliminary feature extraction, it can be extracted when G-
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effective feature layers can be obtained. They are 52×52 
large target feature layer, 26×26 medium target feature 
layer, and 13×13 small target feature layer. 
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GhostNet is based on the end-to-side residual module 
(Ghost bottlenecks, G-bneck), G-bneck is mainly composed 
of two Ghost modules. The first Ghost module is mainly 
used to increase the number of channels and expansion layer, 
second Ghost module is mainly used to reduce the number 
of channels and connect the input and output of the two 
Ghost modules. The specific structure is shown in Figure 2. 
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The Ghost module is used as the main building block. The 
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The Ghost module is used as the main building block. 
The first layer adopts the standard convolution pro-
cess. The G-bneck operation increases the number of 
channels, and G-bneck is grouped into different stag-
es according to feature maps of different sizes. At the 
same time, the squeeze-and-excitation module is in-
troduced to make the extracted features more objects 
and the features are more fully utilized through the 
attention mechanism. Conv2d represents a convolu-
tional layer, AvgPool represents an average pooling 
layer, and FC represents a fully connected layer.

3.2.2. Feature Enhancement Extraction Module
For avoiding the over-fitting problem mentioned in 
Section 3.2.1, a feature enhancement extraction mod-
ule composed of SPP and PANet was introduced into 
YOLOV4-L. The purpose is to perform feature fusion 
on the three preliminary feature layers extracted by 
the backbone feature extraction network, so as to ob-
tain three more generalized optimized feature layers. 
In this part, replace the 3×3 ordinary convolution in 
the tertiary convolution block and the fifth convolution 
block in the PANet network with the depth separable 
convolution to further reduce the network parameters.
The SPP module obtains the receptive field informa-
tion of the local region and the near global receptive 
field of the feature map by using the maxpool layer 
of cores with different sizes, and performs feature 
fusion. This operation of fusing receptive fields of 

different scales can effectively enrich the expression 
ability of feature map, enhance the acceptance range 
of output features of feature extraction network, 
separate important context information, effectively 
expand receptive fields and reduce over fitting. The 
structure of the SPP module is shown in Figure 4.
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In YOLOv4-L, The specific implementation process of 

the SPP module is as follows: After the input feature map is 
subjected to convolution operation, it is sent to the Max 
Pooling layer of 5×5, 9×9, and 13×13 for maximum pooling 
processing, and then the vectors of different scales and the 
vectors of the original feature map are concatenated into 
multi-scale vectors. The number of output channels 

becomes 4 times the original number of channels, and the 
size of the feature map remains unchanged. The final 
feature layer is input to the subsequent PANet feature 
extraction pyramid. 
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PANet is a further improvement of the Feature Pyramid 

Network (FPN)[28]. On the basis of FPN, a Bottom-up Path 
Augmentation structure is added to avoid the problem of 
shallow information loss in the transmission process and 
improves the accuracy of network prediction. Figure 4 
shows the PANet network structure with improved input 
feature layer size. It combines up-sampling, down-sampling 
and features, so that the results of up-sampling and down-
sampling and the results of the corresponding effective 
feature layer convolution are simultaneously Concat, and 
After the multi-level information is integrated, the 
prediction is made, and the underlying information is 
effectively used, and finally 3 effective feature layers of 
YOLO Head are obtained. PANet provides three feature 
layers, respectively, the sizes are 52×52×256, 26×26×512, 
13×13×1024, respectively corresponding to the middle, 
middle and lower prediction frames. 

 
3.2.3. Feature Enhancement Extraction 
Module 
YOLO-Head uses the multi-scale features obtained from 
the PANet structure to perform regression and classification 
prediction. 

The YOLO-Head output matrix scales are 52×52×255, 
26×26×255, 13×13×255, respectively. The third dimension 
is 255 because it can be split into 3×(80+5). 80 is the 
number of sample classifications in the COCO data set, and 
5 represents the X-axis offset, Y-axis offset, height H and 
width W, confidence and classification results of the 
prediction frame. When the prediction result is obtained, the 
prediction box can be drawn directly on the original map. 
The predicted three output scale matrices also need result 
decoding. The original image will be decomposed into 
76×76, 38×38, and 19×19 matrix. The center of the 
prediction frame can be obtained by adding its 
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of the SPP module is as follows: After the input fea-
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sent to the Max Pooling layer of 5×5, 9×9, and 13×13 
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layer is input to the subsequent PANet feature ex-
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PANet is a further improvement of the Feature Pyra-
mid Network (FPN) [28]. On the basis of FPN, a Bot-
tom-up Path Augmentation structure is added to avoid 
the problem of shallow information loss in the trans-
mission process and improves the accuracy of network 
prediction. Figure 5 shows the PANet network struc-
ture with improved input feature layer size. It com-
bines up-sampling, down-sampling and features, so 
that the results of up-sampling and down-sampling and 
the results of the corresponding effective feature layer 
convolution are simultaneously Concat, and After the 
multi-level information is integrated, the prediction 
is made, and the underlying information is effective-
ly used, and finally 3 effective feature layers of YOLO 
Head are obtained. PANet provides three feature lay-
ers, respectively, the sizes are 52×52×256, 26×26×512, 
13×13×1024, respectively corresponding to the middle, 
middle and lower prediction frames.

3.2.3. Feature Enhancement Extraction Module
YOLO-Head uses the multi-scale features obtained 
from the PANet structure to perform regression and 
classification prediction.
The YOLO-Head output matrix scales are 52×52×255, 
26×26×255, 13×13×255, respectively. The third di-
mension is 255 because it can be split into 3×(80+5). 
80 is the number of sample classifications in the 
COCO data set, and 5 represents the X-axis offset, 
Y-axis offset, height H and width W, confidence and 
classification results of the prediction frame. When 
the prediction result is obtained, the prediction box 
can be drawn directly on the original map. The pre-
dicted three output scale matrices also need result 
decoding. The original image will be decomposed into 
76×76, 38×38, and 19×19 matrix. The center of the 
prediction frame can be obtained by adding its corre-
sponding X-axis offset and Y-axis offset to each matrix 
point, and then the length and width of the prediction 
frame can be calculated by using the a priori frame, 
prediction height H and width W, and finally the pre-
diction frame can be drawn on the original image.

3.3. Parameters Reducing by Depthwise 
Separable Convolution
The parameter quantity directly determines the size 
of the network model and also affects the memory 
consumption during inference. The depthwise sepa-
rable convolution [5] replaces the standard convolu-
tion with fewer parameters and calculations.

In the process of feature extraction, the size of con-
volution kernel is usually 3×3 size. Therefore, the 
amount of calculation and parameters of depth sepa-
rable convolution are about 1/9 of that of conventional 
convolution. There are useful changes in YOLOv4-L:
1 Replace the 3×3 ordinary convolution in the ter-

tiary convolution block and the fifth convolution 
block in the PANet network with a deep separable 
convolution. 

2 Replace the 3×3 ordinary convolution in the pre-
diction network YOLO-Head with a depthwise 
separable convolution. 

3 Replace the 3×3 ordinary convolution in two 
down-sampling with depth separable convolu-
tion. The changes in the parameters of the network 
model after replacement are shown in Table 2. 
YOLOv4-Ghostnet is a network model that only re-
places the feature extraction network. YOLOv4-L 
is based on the YOLOv4-Ghostnet model after per-
forming the above deep separable convolution re-
placement.

Model Parameters Model size/MB

YOLOv4 64040001 244.29

YOLOv4-Ghostnet 39689409 151.40

YOLOv4-L 11428545 43.60

Table 2
Comparison of parameters in different network structures

After using the lightweight feature extraction network 
GhostNet to replace CSPDarknet53 in YOLOv4, the 
parameters of the network model YOLOv4-Ghostnet 
are reduced by 38% compared with YOLOv4. After re-
placing the ordinary convolution with depth separable 
convolution, the parameter amount of the YOLOv4-L 
network model are decreased by 29%. The parameter 
quantity of the YOLOv4-L model is only 1/6 of YOLOv4.

4. Experimental Results and Analysis
In the multi-target recognition experiment, a work-
station is equipped with an Intel i7-6800 CPU, one 
NVIDIA GeForce Titan X 1080TI 11GB GPU and 
eight 32GB memories.
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To ensure fairness, for the four algorithm models 
compared in the experiment, YOLOv3, YOLOv3-ti-
ny, YOLOv4 models and YOLOv4-L were trained and 
tested independently for different algorithm models 
under the same initialization conditions on the work-
station, using the same number of training sample 
sets and the same ratio of training set to test set allo-
cation, both being 8:2. Ensure that the CPU share does 
not fluctuate by more than 1% before training and uni-
formly use the Pytorch 1.7 deep learning framework. 
The initial learning rate was 0.001, the batch size was 
set to 32, and the training was unfreezed after 50 iter-
ations. In order to prevent the program from report-
ing an error due to insufficient display memory or the 
program termination during operation, the unfreezed 
Batch size was set to 16,, the learning rate was set to 
0.0001, and 70 iterations were performed, for a total 
of 120 iterations. The momentum size is 0.9 and the 
smooth_Label was set to 0.01.

4.1. Data Sample
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according to the illumination and traffic density, 
which are free flow, synchronized flow and blocked 
flow [14] The data sets are obtained by actual shoot-
ing, and the shooting periods are 6:00-7:00 (number 
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(number of vehicles between 900 and 1300 vehicles/
hour, blocking flow), and 9:00-11:00 (number of vehi-
cles between 300 and 900 vehicles/hour, synchronous 
flow), the samples obtained are shown in Figure 6.
The data set contains 4 vehicle types: car, van, bus, 
and truck. The images are in RGB format, totaling 
6000. The data in each time period are randomly di-
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(a) free flow

(b) synchronous flow

(c) blocked flow

tering. However, considering that the COCO data set 
contains 80 types of objects, the aspect ratio of the de-
tection targets varies greatly and is not applicable to 
the road vehicle detection dataset in this paper. In the 
task of road vehicle detection, the aspect ratio of the 
object vehicle is a relatively fixed value, and the original 
anchor box size of the model cannot be used directly. 
The anchor box in the training set used need to be clus-
tered and redistributed. In this paper, the k-means++ 
clustering [2] method is chosen to calculate the clus-
ters, and the basic steps of the algorithm are as follows:
1 A randomly selected point from the data set as the 

initial cluster center.
2 Calculate the shortest distance D(x) between each 

sample and the existing cluster center.
3 Calculate the probability D(x)2/Ʃ

x∈X
D(x)2 that each 

point becomes the next cluster center, and select 
the next cluster center according to the roulette 
rule.
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4 Repeat steps (2)-(3) to select all clustering centers.
5 Using the traditional k-means algorithm to cluster 

the selected clustering centers.
The YOLOv4-L algorithm detects vehicle objects by 
3 feature detection scales, assigns 3 anchor boxes to 
each feature detection scale. Each cell in each feature 
detection scale is predicted by 3 anchor boxes for each 
of the 3 bounding boxes, so 9 anchor boxes are required. 
The k-means++ clustering algorithm is used to cluster 
the length and width of the label box in the vehicle data 
set. Based on the clustering results, the updated anchor 
boxes sizes are: (30, 20), (42, 29), (44, 49), (56, 38), (71, 
57), (98, 91) ), (137,140), (301,252) and (374,347), re-
spectively. Compared with the original anchor boxes of 
YOLOv4, the size of the anchor boxes obtained by clus-
tering based on the vehicle data set is more consistent 
with the aspect ratio of the road vehicle in the training 
set. Using the updated anchor boxes to train the vehicle 
data set can make the localization more accurate.

4.3. Ablation Experiment
The ablation experiments, respectively, compared the 
YOLOv4 recurring network with the three modified 
lightweight networks proposed in this paper to prove 
the performance improvement brought by the net-

Model GhostNet
Introduce 

depth separable 
convolution

kmeans++

model 1 × × ×
model 2 √ × ×
model 3 √ √ ×
model 4 √ √ √

Table 3
Models of Ablation experiments

Table 4
Different flow ablation experiment results

Model AP%(car) AP%(truck) AP%(bus) AP%(van) mAP% FPS
Free flow

model 1 99.14 94.79 94.78 96.43 96.28 36.37
model 2 98.85 87.13 91.64 95.35 93.24 42.60
model 3 98.99 84.69 96.56 91.16 92.85 52.73
model 4 99.03 90.63 96.99 92.13 94.70 53.76

Synchronous flow
model 1 98.97 89.76 97.95 99.76 96.11 35.42
model 2 98.91 89.48 96.57 95.15 95.03 42.38
model 3 98.08 90.27 94.41 92.89 93.91 52.66
model 4 98.10 88.14 96.32 96.18 94.69 52.83

Blocking flow
model 1 99.26 92.58 97.59 94.98 96.10 33.34
model 2 99.15 91.60 97.74 89.28 94.44 41.35
model 3 99.13 89.38 98.12 87.97 93.64 51.62
model 4 99.07 90.86 96.55 93.71 95.05 52.03

work design in this paper. The design of the ablation 
experiment is shown in Table 3. Model 1 is the orig-
inal YOLOv4 object detection model. Model 2 is the 
initial optimized model using GhostNet as the back-
bone feature extraction network. Model 3 represents 
a light-weight network model based on model 2 using 
depth-separable convolution to replace the gener-
al convolution in the enhanced feature extraction 
network and the YOLO-Head prediction network. 
Model 4 represents a further optimized network 
model based on the network structure of model 3 us-
ing kmeans++ clustering to reselect the anchor box, 
which is the YOLOv4-L lightweight vehicle detection 
model finally improved in this paper.
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The experimental results of the ablation experiment 
in different traffic flow environments are shown in 
Table 4, the performance of the four models was eval-
uated in terms of average accuracy (AP), mean aver-
age accuracy (mAP) and frames per second (FPS) 
recognizable by the models under three different traf-
fic flow environments, respectively.
Comparing the performance of model 1 and model 2 
in terms of FPS, it can be seen that under three dif-
ferent traffic flow environments, the FPS of model 2 
improves by 17.13%, 19.65% and 24.01%, respectively, 
indicating that the improvement in detection speed 
is obvious and can meet the real-time requirements 
well. Observing the mAP, it can be seen that the mAP 
accuracy of model 2 has been reduced, decreasing 
by 3.04%, 1.08% and 1.66% under the free flow, syn-
chronous flow and blocked flow conditions, respec-
tively. The small sacrifice in accuracy brings a great 
improvement in detection speed, which is acceptable 
in the application scenario of road vehicle detection 
and inspection. Theoretically, the backbone feature 
extraction network CSPDarkNet53 in YOLOv4 con-
tains 53 layers of convolutional networks, and the 
model memory consumption is up to 244 MB, which 
is a huge amount of computation. After replacing it 
with GhostNet, the model occupies 151.40 MB, so the 
detection rate is improved. Due to the introduction of 
the Squeezing-and-Excitation attention mechanisms 
in GhostNet, the accuracy of the replaced model is not 
affected too much. In conclusion, model 2 sacrifices 
a small amount of detection accuracy, but greatly im-
proves the detection speed.
Comparing the performance of model 2 and model 3 
in terms of FPS, it can be seen that model 3 improves 
FPS by 23.78%, 24.26% and 24.84% in three different 
traffic flow environments, and FPS reaches more than 
52, which meets the requirement of real-time perfor-
mance; observing the mAP, it can be seen that the mAP 
of model 2 decreases from 94.44% to 93.64% in the 
obstructed flow traffic environment, which decreases 
Theoretically, the use of depth-separable convolution 
instead of general convolution reduces the memory 
consumption of the model from 152 MB to 44 MB, so 
the detection efficiency is further improved. Howev-
er, the probability of missed or false detection in the 
prediction frame of model 2 has increased, resulting 
in a small decrease in the accuracy of model 2 in all 
three traffic flow environments.

Comparing Model 3 and Model 4, it can be seen that 
after recalculating the anchor dimensions, the FPS 
values of Model 4 in the three traffic flow environ-
ments are almost the same as those of Model 3, in-
dicating that the detection speed is not affected. By 
observing the mAP, the overall average detection ac-
curacy in model 4 is improved by 1.85%, 0.78%, and 
1.41%, respectively. Theoretically, this is because the 
anchor frame size is more suitable for the vehicle 
dataset constructed in this paper after optimizing the 
anchor frame size. Therefore, compared with model 
3, the detection accuracy of model 4 for all four vehi-
cle types was improved to some extent.
In summary, based on both network model size and 
detection accuracy, Model 4 meets the performance 
requirements for real-time detection of vehicle de-
tection tasks while taking into account detection ac-
curacy, and has the best overall performance among 
all optimized models.

4.1. Analysis of Model Verification Results
At present, there are a variety of current deep learn-
ing models. In order to further verify the efficiency of 
the model in this paper, it is trained with the popular 
YOLOv3, YOLOv3-tiny and YOLOv4 models in the 
self-built data set of this paper, respectively. In the ex-
periment, mAP (mean average precision) and FPS are 
used as indicators to measure the detection accuracy. 
The results of detecting different traffic density are 
intuitively compared.

4.4.1 Loss Curve Analysis
In Figure 7, the subgraph (a), (b), (c), and (d) are the 
loss curves of the YOLOv3, YOLOv3-tiny, YOLOv4 
and YOLOv4-L under the blocking flow. The four 
curves in the figure show the trend of the training set 
loss value, the validation set loss value and the train-
ing set loss value and validation set loss value after the 
label smoothing operation during the training pro-
cess, respectively.
At the initial learning rate, The maximum loss value 
of YOLOv3 has reached more than 800 at the begin-
ning of the training, which is the highest among all 
models. The maximum loss values of the other mod-
els are below 700. The validation set losses are all in 
the range of 10-50. Among the training set loss curves 
after the smoothing operation, YOLOv4 has only 118 
loss values at the beginning of training, which is the 
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Figure 7
Loss curve of blocking flow

(a) YOLOv3

(b) YOLOv3-tiny

(c) YOLOv4

(d) YOLOv4-L

 
 

 

 
  

 
   

   
  

 
 

 
At the initial learning rate, The maximum loss value of 

YOLOv3 has reached more than 800 at the beginning of the 
training, which is the highest among all models. The 
maximum loss values of the other models are below 700. 
The validation set losses are all in the range of 10-50. 
Among the training set loss curves after the smoothing 

operation, YOLOv4 has only 118 loss values at the 
beginning of training, which is the lowest among all the 
models, and the remaining three models are all between 400 
and 600. In terms of convergence speed, all four models 
converge to close to 0 after about 20 epochs. as can be seen 
in Figure 9, the loss curves of the remaining three models do 
not differ much except for the YOLOv4 model. During the 
experiment, we found that the difference convergence speed 
in the early stage has little effect on the recognition effect in 
the later stage. 

As the results of the loss curve show, firstly, the 
combination of the more lightweight Ghostnet feature 
extraction network and the introduction of depth-separable 
convolution instead of normal convolution in the network 
can reduce the number of parameters and inference time of 
the model more effectively. Secondly, the use of learning 
rate cosine annealing decay in the training process of the 
network can effectively jump out of the local optimal 
solution, which enables the network model to converge in 
fewer epochs. 

 
4.4.2 Analysis of Experimental Results  
Under Different Flow Environments 
(1) Analysis of detection results in free flow traffic 
environment 
The detection results of free flow show that the four models 
perform well in different vehicle categories, and the AP 
values all reach more than 84%. This is due to the fact that 
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model and YOLOv4 model have the same missed de-
tection as the YOLOv3 model, and there is also a false 
detection in subgraph (b), which recognized “van” as 
“car”. In subgraph (d), it eliminates the miss detection 
phenomenon and detects the “van” objects in the dis-
tance correctly. It can be seen that our proposed mod-
el can also achieve better results in the detection of 
vehicle objects in a synchronous traffic environment.
3 Analysis of detection results in congested traffic en-

vironment
Due to the high density of vehicle flow and low vehicle 
speed in the traffic environment of blocking flow, the 
vehicle spacing is small, and it is easy for larger vehi-
cles such as buses or trucks are likely to block smaller 
vehicles such as cars or vans, thus affecting the vehicle 
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Figure 10
Test results for training samples with blocking flow
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From Figure 10, in subgraph (a), there are heavy re-
inspection phenomenon in the lower left and upper 
right corners of Figure (2), and there is a false de-
tection in (4), which identifies “truck” as “car”, and 
a missed detection in the upper left corner of (5). In 
subfigure (b), the YOLOv3-tiny model shows the 
same re-detection phenomenon as the YOLOv3 mod-
el, and there is a missed detection of the large prox-
imal target in (3), and a false detection in (4), which 
identifies “truck” as “bus” in (5), a missed detection 
in the upper left corner and a misdetection of “car” as 
“van” in (6), a missed detection in the lower left cor-
ner and a misdetection of “bus” as “van” in the lower 
left corner in (7). In the lower left corner of (6) and 
“bus” is mistakenly detected as “van” in the lower left 
corner. In subgraph (c) and (d), the YOLOv4 model 
and the YOLOv4-L model eliminate the reinspection 
and false detection in the above-mentioned YOLOv3 
and YOLOv3-tiny models, and the recognition results 
of the four vehicle types are YOLOv4-L It has similar 
test results with YOLOv4, but the model size and test 
speed of YOLOv4-L are better than YOLOv4.

5. Conclusion
The YOLOv4-L aim at providing a multi-moving 
target recognition method, which has advantages of 
accuracy and real-time. In this paper we have the fol-
lowing contributions as: (1) A lightweight YOLOv4-L 
multi-vehicle target recognition model with opti-
mized backbone feature extraction network and 
PANet and detection head part of ordinary convolu-
tional blocks is proposed to address the disadvantag-
es of large size, high computational complexity and 
low operational efficiency of YOLOv4 target recog-
nition model. An improved GhostNet is used to re-
place the original CSPDarknet53 feature extraction 
network, which reduces the number of parameters 
of the model and improves the detection accuracy. 
The introduction of depth-separable convolution 
blocks is proposed to replace the ordinary convolu-
tion used in the network, which further reduces the 
number of parameters of the model and decreases the 
computational complexity, and the K-means++ clus-
tering algorithm is used to optimize the prior frame 
parameters and improve the model detection accu-
racy. Finally, Mosaic data enhancement, cosine an-
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nealing and label smoothing are combined to enhance 
the convergence effect of the model and improve the 
generalization ability of the model. (2) A lightweight 
improvement model YOLOv4-L of model YOLOv4 is 
proposed. The YOLOv4-L model is validated separate-
ly for traffic density features in different traffic envi-
ronments, and the experimental results show that the 
average accuracy reaches more than 90% and the FPS 
reaches more than 52 in all three different traffic den-
sities, which indicates that the YOLOv4-L multi-vehi-
cle target recognition model has good applicability in 
three major traffic scenarios. (3) Comparing the clas-
sical models YOLOv3, YOLOv3-tiny and YOLOv4, the 
training set with different traffic densities and the test 
set with different traffic densities are tested and ana-
lyzed. The detection accuracy and detection speed of 
the improved model are better than those of YOLOv3 
and YOLOv3-tiny models, and the mean value of the 
lost detection accuracy is significantly smaller than 
that of the YOLOv4 model YOLOv4-L under the con-
dition of obtaining higher detection speed, which is 
suitable for multi-target detection with different traf-
fic densities and can obtain better car recognition un-
der different lighting conditions.

As shown in the experimental results, the detection ac-
curacy and detection speed of the improved model are 
better than those of YOLOv3 and YOLOv3-tiny models 
under different traffic flow densities. Compared with 
YOLOv3, the minimum improvement of YOLOv4-L 
in mAP and FPS values are 2.88% and 21.08, respec-
tively. compared with YOLOv3-tiny, the minimum 
improvement of YOLOv4-L in mAP and FPS values 
are 5.91% and 10.84, respectively. Compared with the 
YOLOv4 model, the average detection accuracy loss of 
YOLOv4-L is smaller when higher detection speeds are 
obtained, with 1.58%, 1.42%, and 1.05% accuracy loss for 
three different traffic flow environments, respectively.
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