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Malicious domain names have been commonly used in recent years to launch different cyber-attacks. There 
are a large number of malicious domains that are registered every day and some of which are only active for 
brief periods of time. Therefore, the automated malicious domain names detection is needed to provide se-
curity for individuals and organisations. As new technologies continue to emerge, the detection of malicious 
domain names remains a challenging task. In this study, we propose a model to effectively detect malicious do-
main names. This is done by evaluating the performance of several machine learning algorithms and feature 
importance measures using a recent DNS dataset. Based on the empirical evaluation, the gradient boosted machines 
GBM classification with a combination of lexical and host-based features produce the most accurate detection rates 
of 98.8% accuracy and a low false positive rate of 0.003. In terms of feature importance, measures used in this 
study agree on the importance of six features, five of which are lexical in nature. Furthermore, to make the best 
out of these relevant features, we apply automatic feature engineering. Our results show that preprocessing the 
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dataset using deep feature synthesis and then reducing the dimensionality improves the classifications perfor-
mance as compared to using raw features. The results of this study are then verified using a challenging catego-
ry of domain names, the domain generation algorithm dataset, and consistent results are obtained.
KEYWORDS: malicious domain detection, cyber security, machine learning, host features, lexical features, gra-
dient boosted machines (GBM) , deep feature synthesis (DFS).

1. Introduction
Threats to Internet and network security are contin-
uously evolving and increasing as attackers develop 
new techniques to avoid detection and prevention tools. 
One common threat to Internet security is malicious 
websites or domain name links that are used for cy-
ber-attacks. Usually, attackers attempt to trick users 
into visiting them by several common means using 
malicious domain names that may contain phishing 
scams, drive-by downloads, malware, botnet com-
mands and control, or other malicious content.
The Domain Name Service (DNS) is the backbone 
of the Internet. It is a decentralised, well-distrib-
uted, hierarchical naming system that is used to al-
low users to access computational services through 
translating human-readable domain names, uniform 
resource locators (URLs), into computer-readable In-
ternet Protocol (IP) addresses, and vice versa. Some 
web vulnerabilities of Internet settings and policies 
allow for the registration of malicious domain names 
with DNS servers [29]. According to the Google Safe 
Browsing report of 2021 [13], Google issued a monthly 
average of 3 million warnings during the months 
of 2020 to warn users about unsafe sites. Daily, an av-
erage of 40,000 malicious domain names are created, 
causing average losses of $ 17,700 per minute [33]. 
Distinguishing among non-malicious, or benign, and 
malicious domain names is critical for allowing or 
restricting access to external services, thus ensuring 
network and infrastructural security and preserving 
the privacy and security of users and organisations. 
Nevertheless, leaving the decision to users to evaluate 
the safety of a domain name link can be a difficult and 
costly judgment, and relying on conventional meth-
ods is not sufficient. Therefore, automating the detec-
tion of malicious domains is a must to protect the se-
curity of individuals or organisations.
Several techniques for detecting malicious domains 
have recently been developed to identify malicious 
domains through an analysis of domain name data 

without the need for a costly and time-consuming anal 
ysis of page content. Most conventional DNS security 
monitoring solutions are based on constantly updat-
ed malicious domain lists, i.e., blacklists. Neverthe-
less, blacklisting lacks effectiveness in detecting new 
unknown malicious communications, especially with 
the rapidity with which domain names are generated 
and registered using current tools, such as DNS fast-
flux and Domain generation algorithms, which gen-
erate many distinct domain names. An average of 
0.01% of domain names are malicious and short-lived 
in order to prevent blacklist blocking [21]. The enor-
mous quantity of existing domain names is difficult 
to track in real time. Moreover, they is vulnerable to 
distributed denial of service attacks, since they cannot 
handle the traffic of thousands of domain names gen-
erated by cyber-attackers. These reasons make black-
listing not enough to secure organisations from these 
threats and attacks [6, 35].
Therefore, it is necessary to make use of technologies that 
enable effective automatic detection. The detection of 
malicious domains based on their distinct behavior 
has been the subject of extensive investigation. There 
are mainly two types of detection: knowledge-based 
and machine-learning-based approaches [42]. In the 
first approach, external expertise and various heu-
ristics are used to distinguish between malicious and 
non-malicious domains, such as the heuristic-based 
technique that uses the payload signatures of known 
attacks. Nevertheless, this method falls short of de-
tecting novel attacks that lead to zero-day exploits 
[25]. The second approach depends on data-driven 
algorithms to automate the discrimination process. 
Machine learning has been applied to effectively to 
classify unknown domains as being malicious or not 
[42, 29]. The enormous amount of knowledge that 
needs to be considered in knowledge-based models 
urges investigation in machine-learning-based meth-
ods that can automatically derive knowledge from 



315Information Technology and Control 2022/2/51

highdimensional data [42]. DNS data became an ideal 
option for various machine learning techniques due to 
the availability of a extensive number of features and a 
huge volume of traffic data [42]. Supervised approach-
es are common in this regard due to their efficiency 
and their ability to automatically select the most rel-
evant features from the raw data [38, 35, 39, 29, 41, 16, 
32]. Machine-learning-based detectors can identify 
new domains based on various specified features after 
being trained by a set of labeled domain names. They 
achieve the goal of minimizing the large amount of 
domain name filtration in real-time while maintain a 
high detection rate and a low false positive rate [21].
Different types of features have been used to classify 
domain names. The most common set of features used 
are the following: lexical, host-based, content-based, 
reputation, descriptive, and so forth. Lexical features 
are vocabulary attributes that describe the syntax of a 
domain name, such as length, vowel ratio, consonant 
ratio, and the inclusion of special characters. Host-
based features are features that describe host attri-
butes, such as the attributes related to the IP address, 
WHOIS, and geographical location. Some research 
has used passive and active features that represent 
features that can be directly extracted from DNS que-
ries and record data. Passive features are collected 
passively, and active features are computed with ad-
ditional external information. When determining the 
maliciousness of a URL, the majority of work, wheth-
er content-based or noncontent-based, ignores the 
domain name and DNS data resulting in erroneous 
results. As a result, a solid mechanism for detecting 
malicious domains will help improve the precision 
with which hazardous URLs are detected.
In this work, we aim to propose an effective malicious 
domain name detection model which is constructed by 
studying the most influential features and best accura-
cy classifiers. In order to develop this model, we empiri-
cally evaluate state-of-art machine learning algorithms 
for the detection of malicious domain names. This is to 
answer the question of what is the most effective ma-
chine learning algorithm for malicious domain name 
detection among the compared algorithms. Friedmans 
statistical significance test is applied to confirm the 
study observations. The effective classification usually 
depends on feeding the most influential features. Many 
studies use lexical features, host-based features, or a 
combination of both. We investigate which type of fea-

tures leads to more accurate classification results (i.e., 
does the feature category affect the classification accu-
racy of domain names?). Using a recent DNS dataset 
[26], five machine learning algorithms are trained sep-
arately using one of the three feature categories: host-
based, lexicalbased, and a combination of both. Then, 
we explore feature importance using four feature im-
portance measures to answer the question of what are 
the most influential features in the automatic detection 
of malicious domain names. We further ask the ques-
tion of can the most relevant features be exploited using 
automatic feature engineering techniques to improve 
classification accuracy? To answer this question, ma-
chine learning algorithms are trained using reduced 
feature space of engineered features. The results are 
compared with classification using the raw features. 
Based on the experimental results, we propose a ma-
licious domain name detection model that uses the 
GBM classifier and the identified influential features 
to classify malicious and benign domain names with 
a high accuracy rate. Finally, our proposed model is 
verified using a specific category of malicious domains, 
domain generation algorithm (DGA) dataset [10]. This 
is conducted in order to see whether the same obser-
vations would be valid if we narrow down the scope of 
malicious domains to more challenging categories of do-
main names. The proposed solution can be implement-
ed on web browsers as an add-on to enable users to au-
tomatically detect malicious domains to protect their 
security while surfing the web, as it can protect them 
from malicious domains that are not blacklisted.
The rest of this paper is organized as in the following. In 
Section 2, previous literature related to domain name 
detection is presented. The dataset and the method-
ology used to conduct the analysis are described in 
Section 3. In Section 3.5, we discuss the evaluation of 
the model performance, followed by a discussion of 
the results in Section 4. Finally, Section 5 presents the 
conclusions and suggestions for future work.

2. Related Work
Different technologies have been proposed in the lit-
erature and in practice to detect malicious domain 
names. For years, blacklisting and knowledge-based 
methods have been used to block malicious domain 
names; nevertheless, it is not effective for detecting 
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newly generated malicious domains. To resolve these 
shortcomings, researchers have suggested analysing 
the domain name data and extracting interesting fea-
tures to predict whether it is legitimate, without even 
examining the content of the website [23]. Several 
studies have suggested using machine learning ap-
proaches that have demonstrated remarkable abilities 
for the detection of malicious domains; consequently, 
they have gained great popularity. Machine learning 
approaches analyse the data of domain names and ex-
tract good feature representations. They are based 
on training data of malicious and non-malicious do-
main names to learn how to predict and classify do-
main names as malicious or benign. In a supervised 
learning mode, data are labelled as malicious or not 
malicious. Most of the studies treated the detection 
of malicious domain names as a binary classification 
problem. Classification is based on domain name fea-
tures that are divided into lexical, hostbased, reputa-
tion, and other classes of features. Several features 
are extracted from domain names, such as the length 
of the domain name, the inclusion of hexadecimal 
characters, the @ symbol, the IP address, and the form 
tag in the domain name, all of which could be an in-
dication of a malicious domain. Other factors such as 
the number of dots, the domain name count, and the 
HTTP status could be used to distinguish malicious 
and benign domains. A good selection of appropriate 
features that balances accuracy and robustness highly 
affects the success of classification and detection [42]. 
It is also important to note that features can be forged 
by attackers to deceive detection tools. Therefore, 
real-time training sometimes yields better accuracy 
[16]. Different studies have proposed the use of one 
feature or a combination of features with machine 
learning techniques to accurately detect malicious 
domain names. Mamun et al. [25] claim that a domain 
names lexical analysis is effective and efficient for de-
tecting malicious domain names. Their proposed model 
used obfuscation techniques with lexical analysis and 
accurately detected malicious domains out of 110,000 
URLs, showing an accuracy rate of more than 97% and 
the ability to classify various URL attack as benign, de-
facement, spam, phishing and malware. Lexical anal-
ysis is effective because it is believed that certain red 
flag words and characters tend to appear in malicious 
domain names [23]. Nevertheless, the use of multi-
class classification in their approach usually degrades 

the overall performance. For the proactive detection 
of domain names, Liang and Yan [20] proposed a mod-
el based on deep bidirectional long short-term memo-
ry (DBLSTM) to detect malicious domain names as 
a binary classification problem using lexical features. 
Their model accuracy was 98.6%, showing that the 
DBLSTM classifier was superior to the other con-
ventional machine learning approaches used in the 
evaluation. They used a public dataset with 2.4 mil-
lion domain names including 3.2 million features for 
analysis. Nevertheless, they were challenged with class 
imbalances, which pointed towards the need for a larg-
er dataset.   Liu et al. [22] used character features that 
combine the lexical features and structural features 
of malicious domain names with a Random Forest 
classification algorithm to detect malicious domain 
names, with an accuracy that reached 99%. Descrip-
tive static features to complement lexical features were 
used by [21] to detect malicious domain names, with a 
detection accuracy of 91% for 2 million tested domain 
names resulting in a 75% reduction in workload size 
and the ability to detect short lifetime characteristics 
of malicious URLs. However, the model based on lex-
ical features requires a continues update to keep its 
performance. Saleem Raja et al. [33] examined lexical 
features using a light weighed method that reduce time 
and storage requirements and found that it was effec-
tive in classifying domain names using a random for-
est classifier and KNN in. They suggested that not all 
extracted features were suitable for classification and 
suggested utilizing the feature reduc tion approach to 
determine the fitness of the features before reducing 
them using correlation analysis.
On the other hand, some research based their classifi-
cation on host-based features. Using a number of 
host-based features such as ASNs, Khalil et al. [19] 
created a graph-based inference technique over re-
lated domains. Their method assumes that a domain 
with a strong associations with known malicious do-
mains is likely to be malicious. Using a modest range 
of previously known malicious domains and carefully 
constructed associations, a huge number of new ma-
licious domains can be discovered. Their approach ex-
hibited high true positive rates of 95% and low false 
positive rates of less than 0.5% when using a public 
passive DNS database. However, their model could 
misclassify some URLs hosted by same IP address if one 
associated is malicious or share public IPs. Neverthe-
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less, some research combined both lexical and host-
based features.
To safeguard users from phishing attacks, Rupa et 
al. [32] presented a machine learning based classifier 
that uses a Random Forest classifier to detect hidden 
malicious domain names on the web using a combi-
nation of domain names’ host-based and lexical fea-
tures. Their model aimed to detect authenticity and 
achieved an accuracy of 98.2% eliminating the prob-
abilities of overfitting experienced in traditional de-
cision trees. Nevertheless, their model compares new 
URLs to an existing database which requires continu-
ous maintenance. Ma et al. [23] also analysed domain 
names lexical and host-based features rather than 
investigating the web page content. They employed 
online algorithms that proved to be more efficient at 
processing large numbers of URLs and adapting to 
new features in the constantly expanding distribution 
of malicious URLs. However, in order to get accu-
rate results, the model needs continual retraining in 
the face of new features. Shi et al. [35] proposed a 
malware domain name detection methodology based 
on Extreme Machine Learning and a neural network 
with high accuracy, better throughput and a quick 
learning speed, to avoid Advanced Persistent Threat 
(APT) attacks. They were able to classify malicious 
domain names using attributes gathered from a variety 
of sources, combining lexical and host-based features 
with a high detection rate with a 95% accuracy. The 
main features used were the length of the domain, IP 
address, the number of consecutive characters, the 
average TTL value average, the standard deviation, 
the entropy of the domain, the number of countries, 
the active time, and the lifetime of the domain. These 
features were classified under four categories: con-
struction-based, IP-based, TTL-based, and WHOIS-
based. Iwahana et al. [16] used Extreme Machine 
Learning in conjunction with a set of optimised fea-
tures that mix host-based, lexical, and web-based data 
to deliver higher accuracy and throughput in detect-
ing previously undetected malicious domains using 
permutation importance and real-time training. Nev-
ertheless, the permutation importance affect feature 
importance due to variance on features, limiting their 
important value to results. Moreover, real time data 
collection leave out several features that cannot be 
collected for the real-time training. In addition, Iwa-
hana et al. [16] model runs in client-server approach 

which requires a continuous server management. Sev-
eral machine learning classifiers have been proposed 
for detecting malicious DNS. Nearly all of the existing 
research focused on the effective malicious domain 
names detection in terms of improving accuracy and 
decreasing the false positive rate. The performance of 
ML algorithms is usually affected by dataset and the 
features used. Hostbased, content-based, and popu-
larity-based features incur more processing time and 
resources to extract the desired features, whereas 
lexical features involve less computation and do not 
require access to any external sources [33]. With the 
advancements in technology, attackers improve their 
tactics to bypass known detection methods. At the 
same time, more datasets become available encourag-
ing researcher to investigate new methods to improve 
the automatic malicious domain name detection. In 
this study, we utilize recent datasets to evaluate state-
of-art machine learning algorithms to identify the 
most effective classifier and the most influential fea-
tures that will yield better results.

3. Materials and Methods
Malicious DNS name detection is a binary classifica-
tion problem. Assume D, a dataset of domain names, 
where domain di is defined using a set of n features, 
F = {f1, f2, ..., fn}, and each domain di ∈ D is either ma-
licious or benign. We need to train a supervised ma-
chine learning algorithm using D, such that the re-
sulting model M is able to classify a new domain dnew 
that has not been seen before by M. This section gives 
a synopsis of the DNS dataset used in this study. Ad-
ditionally, we describe the investigated classification 
algorithms, feature importance methods, feature en-
gineering, and dimensionality reduction approaches. 
This empirical study conduct different steps of evalu-
ation of features and classifiers to construct the most 
effective model of malicious domain name detection. 

A schematic view of our study is shown in Figure 1.

3.1. Dataset Description
We conduct our study using two recent DNS datasets, 
one is used for investigation and the other for valida-
tion of the observations. The first dataset for mali-
cious domain detection is collected and prepared by 



Information Technology and Control 2022/2/51318

7 

Received 2021-12-23 
Accepted after revision 2022-03-10  

 

 

Classification 

Feature Importance 

Performance 
Evaluation 

eature Weight F 

GI GR 

PC IG SVM GLM GBM KNN LR 

 
 
 

  

 
 

Host-based features 
Dataset 

Lexical-based features 
Dataset 

Host and lexical based 
Dataset 

 
 
 
 
 
 
 
 
 
 
 
 

 True 

Positive Negative 

Predicted Positive TP FP 

Negative FN TN 

  

 
 
 
 
 

Figure 1 A schematic view of our study. 
 

• Generalised linear model: This is a generalisa- 
tion of conventional linear models. By maximis- 
ing the log-likelihood, this approach fits extended 
linear models to the data. The regularisation of pa- 
rameters can be accomplished using the elastic net 
penalty. Model fitting is performed in parallel, is 
highly fast, and scales effectively for models with 

a small number of predictors with non-zero coeffi- 
cients. 

• K-nearest neighbor: This is a classification algo- 
rithm that is based on similarity. In KNN, a new 
data point is classified based on the classification 
of the data points that are immediately adjacent to 
it. KNN stores the training datasets. Each time 

DNS 
Dataset 

Preprocessing 

Marques et al. [26] between September and Novem-
ber 2020. This dataset was intended to address the 
shortage of malicious and benign domain datasets 
based on DNS logs, which are essential in the field of 
cybersecurity.
The data was generated from scratch using malicious 
and non-malicious domain name DNS logs that were 
made available to the public. Data was collected utilis-

ing the Rapid7 Labs [30] open data repository as well as 
a well-known malicious list supplied by SANS [34] and 
was collected during the months of September, Octo-
ber and November 2020. Thirty-four features were 
derived from the domain name. A number of domain 
name attributes were gleaned directly from the name, 
including the entropy, strange character count, and 
length. In addition, information such as the date on 

Figure 1 
A schematic view of our study
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which a domain name was created, IP addresses, open 
ports, and geolocation was collected from data en-
richment processes. Dataset feature description, data 
types, and feature categories are summarised in Ta-
ble 1. There are approximately 90,000 domain names 
in the dataset, with 50% of them being benign and 50% 
of them being malicious. For pre-processing, all nom-
inal values are converted to numerical values, such 
that they can be handled by the machine learning al-
gorithms. This is done using dummy coding to indi-
cate whether or not a category is present or absent. A 
value of zero implies the absence of the category and a 
value of one denotes its presence. A two-dimension-
al binary matrix is created by converting categorical 
variables to dummy variables, where each column rep-
resents a separate category.
The second dataset is a balanced dataset of 50,000 
records for domain generation algorithm (DGA) de-
tection [10]. The DGA dataset contains DGA families 
extracted from the Netlab Opendata Project reposi-
tory [28] and benign domain names retrieved from 
Alexa. A sample of the DGA dataset is shown in Fig-
ure 2. We use this dataset to verify the model and obser-
vations obtained using the first dataset. This dataset 
represents a specific category of malicious domains 
which is more challenging to detect.

3.2. Classification Models
Five well-known classifiers, namely, logistic regres-
sion (LR), gradient boosted machines (GBMs) [11], 
generalised linear models (GLMs) [27], K-nearest 
neighbor (KNN), and support vector machines (SVMs) 
[9], have been utilised to model domain name service 
data. This subsection provides a brief description of 
each of these classifiers.

 _ Logistic regression: Given a set of data points, 
logistic regression models the likelihood of each 
data point belonging to a particular class based on 
the values of other characteristics (independent). 
It then makes use of the model to predict the 
likelihood that a given data point belongs to a 
particular class in question. When constructing 
the regression model, the sigmoid function is 
utilised. It is assumed that the data points are 
distributed according to a linear function.

 _ Gradient boosted trees: This is used for 
regression and classification problems. GBMs 
are an ensemble method that builds a series 
of trees in a sequential manner. In each iteration, 
a tree’s performance is evaluated and enhanced 
in accordance with the results of the preceding 
iteration. It consists of three components: a loss 
function (for example, the mean square error), 
a weak learner (for example, decision trees), and 
an additive model (for example, a random forest). 
GBM algorithms search for a final model that 
minimizes the loss function and returns it to the 
user.

 _ Generalised linear model: This is a generalisation 
of conventional linear models. By maximising 
the log-likelihood, this approach fits extended 
linear models to the data. The regularisation of 
parameters can be accomplished using the elastic 
net penalty. Model fitting is performed in parallel, 
is highly fast, and scales effectively for models 
with a small number of predictors with non-zero 
coefficients.

 _ K-nearest neighbor: This is a classification 
algorithm that is based on similarity. In KNN, a new 
data point is classified based on the classification 
of the data points that are immediately adjacent to 
it. KNN stores the training datasets. Each time 
an unlabelled data point is received, a majority 
vote among the neighbors in the training dataset is 
taken into consideration. Thus, KNN models are 
described as lazy classifiers. It is possible that the 
classification results will be skewed in the case of 
imbalanced datasets.

 _ Support vector machines: These are machine 
learning algorithms that transform the training 
dataset into a higher-dimensional representation 
of the training dataset. It then finds the best 

Figure 2: A sample of the DGA dataset.

an unlabelled data point is received, a majority

vote among the neighbors in the training dataset is

taken into consideration. Thus, KNN models are

described as lazy classifiers. It is possible that the

classification results will be skewed in the case of

imbalanced datasets.

• Support vector machines: These are machine

learning algorithms that transform the training

dataset into a higher-dimensional representation

of the training dataset. It then finds the best hy-

perplane that divides data points belonging to one

class from data points belonging to another class.

When choosing an optimal hyperplane, it searches

for the one that has the greatest margin, which

is defined as the distance between the data points

from each class and the hyperplane itself.

3.3 Feature Importance

Feature importance indicates strategies for valuing in-

put features depending on on their predictive power for

a target variable. There are numerous forms of feature

importance scores. Statistical correlation scores, coef-

ficients created as part of a linear model, decision trees,

and permutation importance scores are just a few exam-

ples. Feature importance scores are critical components

in predictive modelling since they provide enlighten-

ment of the data and the model. In this study, four mea-

sures are used: information gain, gain ratio, Gini index,

and Pearson Product-Moment Correlation Coefficient.

The choice of these measures is based on their simplic-

ity, light computational requirements, and their ability

to minimize overfitting. In addition, they are indepen-

dent of the learning algorithm used for classification

and are frequently employed with success for various

datasets [5]. Let D be a dataset of m classes, let a be a

feature that takes V possible values {a1, a2, ..., aV } in

D, let Dv be the subset of samples from D that takes

the value of av for feature a, let pi be the probability

that a sample belongs to class i. A brief description of

the four measures used in this study is given below:

• Information Gain: This metric is based on

Claude Shannon’s seminal work in information

theory, which investigated the value or "informa-

tion content" of messages. The information gain

from separating the data set D by feature is deter-

mined as follows:

Gain(D, a) = Ent(D)−
V∑

v=1

|Dv|
|D|

Ent(Dv).

(1)

where Ent(D) is the entropy. High information

gain values indicate more purity archived by di-

viding D based on feature a.

• Gain Ratio: The information gain appears to be

biased towards features having more values. When

choosing features, the gain ratio is utilized instead

of information gain to decrease bias. The featurea

gain ratio is calculated as:

Gain_Ration(D, a) =
Gain(D, a)

IV (a)
. (2)

8
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A sample of the DGA dataset
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Feature Description Data Type Feature 
category

Domain Baseline DNS utilized to enhance data (derive features) Text
DNS Record Type Retrieved DNS record type Text host-based
MX DNS Response The result of a DNS lookup for the MX record type Boolean host-based
TXT DNS Response DNS response for the TXT record type Boolean host-based
Has SenderPolicyFramework 
Info If the Sender Policy Framework attribute is included in the DNS response Boolean host-based

Has DKIM Info If Domain-Based Message Authentication is included in the DNS response Boolean host-based
Has DMA Info Domain-Based Message Authentication is available in the DNS response Boolean host-based
IP address The domain IP address Text
Domain In Alexa DB If the domain is registered in Alexa database Boolean host-based

Common Ports If the domain is available for common ports (80, 443, 21, 22, 23, 25, 53, 110, 
143, 161, 445, 465, 587, 993, 995, 3306, 3389, 7547, 8080, 8888) Boolean host-based

Country Code The country code associated with the domain’s IP address Text host-based
Registered Country The country code assigned to a domain during registration process(WHOIS) Text host-based
Creation Date The domain’s creation date (WHOIS) Enumerate host-based
Last Update Date The domain’s most recent update date (WHOIS) Enumerate host-based
ASN The domain’s Autonomous System Number Integer host-based
Http Response Code The domain’s HTTP/HTTPS response code Enumerate host-based
Registered organisation The organisation name associated with the domain (WHOIS) Text host-based
Sub-domain Number The sub-domains total number Integer lexical
Entropy The domain Shannon Entropy value Integer lexical

Entropy Of Sub-Domains The average entropy value for the sub-domains Integer lexical

Strange Characters The maximum number of characters hat differ from [a-z A-Z] while taking 
into account the existence of two numeric integer values Integer lexical

TLD The domain’s Top Level Domain Text lexical

IP Reputation The result of the IP’s blocklist search Boolean reputation 
feature

Domain Reputation The result of the domain’s blocklist search Boolean reputation 
feature

Consoant Ratio The domain’s consonant character ratio Decimal lexical
Numeric Ratio The domain’s numeric characters ratio Decimal lexical
Special Char Ratio The domain’s special characters ratio Decimal lexical
Vowel Ratio The domain’s vowel characters ratio Decimal lexical
Consonant Sequence The domain’s maximum number of consecutive consonants Integer lexical
Vowel Sequence The domain’s maximum number of consecutive vowels Integer lexical
Numeric Sequence The domain’s maximum number of consecutive numeric Integer lexical
Special Char Sequence The domain’s maximum number of consecutive special characters Integer lexical
Domain Length The domain’s total length Integer lexical
Class The class of the domain (malicious = 0 and non-malicious = 1) Integer label

Table 1. Dataset features with description, data types, and feature categories
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hyperplane that divides data points belonging to 
one class from data points belonging to another 
class. When choosing an optimal hyperplane, it 
searches for the one that has the greatest margin, 
which is defined as the distance between the data 
points from each class and the hyperplane itself.

3.3. Feature Importance
Feature importance indicates strategies for valuing 
input features depending on on their predictive power 
for a target variable. There are numerous forms of fea-
ture importance scores. Statistical correlation scores, 
coefficients created as part of a linear model, decision 
trees, and permutation importance scores are just a 
few examples. Feature importance scores are criti-
cal components in predictive modelling since they 
provide enlightenment of the data and the model. In 
this study, four measures are used: information gain, 
gain ratio, Gini index, and Pearson Product-Moment 
Correlation Coefficient. The choice of these measures 
is based on their simplicity, light computational re-
quirements, and their ability to minimize overfitting. 
In addition, they are independent of the learning al-
gorithm used for classification and are frequently 
employed with success for various datasets [5]. Let D 
be a dataset of m classes, let a be a feature that takes V 
possible values {a1, a2, ..., aV } in D, let Dv be the subset of 
samples from D that takes the value of av for feature a, 
let pi be the probability that a sample belongs to class 
i. A brief description of the four measures used in this 
study is given below:
 _ Information Gain: This metric is based on Claude 

Shannon’s seminal work in information theory, 
which investigated the value or "information con-
tent" of messages. The information gain from sep-
arating the data set D by feature is determined as 
follows:

Figure 2: A sample of the DGA dataset.

an unlabelled data point is received, a majority

vote among the neighbors in the training dataset is

taken into consideration. Thus, KNN models are

described as lazy classifiers. It is possible that the

classification results will be skewed in the case of

imbalanced datasets.

• Support vector machines: These are machine

learning algorithms that transform the training

dataset into a higher-dimensional representation
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where Ent(D) is the entropy. High information

gain values indicate more purity archived by di-

viding D based on feature a.

• Gain Ratio: The information gain appears to be

biased towards features having more values. When

choosing features, the gain ratio is utilized instead

of information gain to decrease bias. The featurea

gain ratio is calculated as:

Gain_Ration(D, a) =
Gain(D, a)

IV (a)
. (2)
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where IV (a) denotes the intrinsic value of feature  a 
and is calculated as follows:

where IV (a) denotes the intrinsic value of feature

a and is calculated as follows:

IV (a) = −
V∑

v=1

|Dv|
|D|

log2
|Dv|
|D|

. (3)

• Gini Index: This is a measure of dataset impurity.

It calculates the weight of the feature with respect

to the class label by computing Gini index of the

class distribution. The lower the Gini index, the

higher the dataset’s purity. The Gini index for a

feature a in a dataset D is calculated as follows:

Gini_Index(D, a) =
V∑

v=1

|Dv|
|D|

Gini(Dv). (4)

where

Gini(D) = 1−
m∑
i=1

p2i . (5)

• Pearson Product-Moment Correlation Coeffi-
cient: The correlation coefficient indicates how

strong the relationship between the relative move-

ments of two variables. The values range from

negative to positive. A positive correlation is

shown by a linear correlation coefficient larger

than zero. A relationship is said to be negative if

the value is less than zero. Finally, a score of 0 im-

plies that there is no correlation between the two

variables x and y. Three quantities need to be de-

termined in order to calculate the Pearson product–

moment correlation: Cov(x, y), the covariance of

the two variables under investigation, σx, the stan-

dard deviation for variable x, and σy, the standard

deviation for variable x. Considering that, the cor-

relation coefficient is determined as follows:

ρxy =
Cov(x, y)

σxσy
. (6)

3.4 Automatic Feature Engineering

In order to exploit the information carried by the top

features identified by the feature importance measures

(Subsection 3.3), we utilize feature engineering tech-

niques. Feature engineering refers to the process of

building new features from existing ones. This process

improves model performance by utilizing the power of

the most relevant features [2]. In this research, we

use Deep Feature Synthesis (DFS) [18] to generate new

deep features. The new deep features are built by ap-

plying mathematical functions to the data in different

columns and rows. This results in a set of new features,

where the depth of a feature is defined as number of

primitive operations necessary to generate it. Using the

top features agreed upon by all the feature importance

measures, a total of 37 features are generated using ad-

dition and multiplication primitives. Since the resulting

features could be redundant or strongly correlated, the

performance of classification algorithms may be com-

promised.Thus, we apply dimensionality reduction us-

ing Principal Component Analysis (PCA) with 95% of

the variance is retained. PCA reduces the feature space

into a smaller one that retains much of the informa-

tion present in the larger feature space [17]. Compared

to other dimensionality reduction, research shows that

PCA is less sensitive to noise [37, 1].

3.5 The Proposed Model

The goal of this study is to propose an improved ma-

licious domain name detection model. The problem at

hand is formulated as a binary classification problem

where we distinguish between two classes: benign and

malicious. Based on influential features and the best

performing classifier found, we propose a malicious do-

main name detection model. Figure 3 shows the ar-

chitecture of our proposed model. The classification

method begins with domain names being fed into the

classifier, which are then processed to extract the most

influential features. Then, DFS is applied in order to

generate deep features. This results in a larger feature

space that is reduced using PCA. Finally, the subset of

features produced by PCA is fed into the classification

algorithm.
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3.4.  Automatic Feature Engineering
In order to exploit the information carried by the top 
features identified by the feature importance mea-
sures (Subsection 3.3), we utilize feature engineer-
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ing techniques. Feature engineering refers to the 
process of building new features from existing ones. 
This process improves model performance by uti-
lizing the power of the most relevant features [2]. In 
this research, we use Deep Feature Synthesis (DFS) 
[18] to generate new deep features. The new deep fea-
tures are built by applying mathematical functions to 
the data in different columns and rows. This results 
in a set of new features, where the depth of a feature 
is defined as number of primitive operations neces-
sary to generate it. Using the top features agreed upon 
by all the feature importance measures, a total of 37 
features are generated using addition and multiplica-
tion primitives. Since the resulting features could be 
redundant or strongly correlated, the performance 
of classification algorithms may be compromised. 
Thus, we apply dimensionality reduction using Prin-
cipal Component Analysis (PCA) with 95% of the vari-
ance is retained. PCA reduces the feature space into 
a smaller one that retains much of the information 
present in the larger feature space [17]. Compared to 
other dimensionality reduction, research shows that 
PCA is less sensitive to noise [37, 1].

3.5. The Proposed Model

The goal of this study is to propose an improved mali-
cious domain name detection model. The problem at 
hand is formulated as a binary classification problem 
where we distinguish between two classes: benign 
and malicious. Based on influential features and the 
best performing classifier found, we propose a malicious 
domain name detection model. Figure 3 shows the ar-
chitecture of our proposed model. The classification 
method begins with domain names being fed into 
the classifier, which are then processed to extract the 

most influential features. Then, DFS is applied in or-
der to generate deep features. This results in a larger 
feature space that is reduced using PCA. Finally, the 
subset of features produced by PCA is fed into the 
classification algorithm

3.6. Experimental Settings
The proposed models were implemented using 
Python and Scikit-Learn library.All experiments were 
run using a MacBook Pro, with the macOS Catalina 
operating system, version 10.15.7, and a 2.9 GHz Quad-
Core Intel Core i7 with 16 GB RAM.
Depending on the parameter settings, the perfor-
mance of various algorithms can vary. In this study, 
the algorithms were run using the following parameters. 
For SVM, the regularization parameter is set to 1, lin-
ear kernel, no class weights, and using shrinking heu-
ristic. Tolerance for the early stopping is 0.001. For 
LR, regularization of 1, no class weights, fit intercept 
is set to true, maximum iterations set to 100, L2 pen-
alty term, Tolerance for the early stopping is 0.0001. 
For GBM, the learning rate is set to 0.1,’ tolerance 
for the early stopping to 0.0001, the quality of split is 
measured using Friedman mean squared error, and 
the loss function to be optimized is set to deviance, 
which refers to logistic regression. For KNN, k = 5 and 
all points in each neighbourhood are weighted equal-
ly. The leaf size is set to 30 and the distance metric to 
Minkowski with p=2 (Euclidean Distance). For GLM, 
model family is binomial, number of iterations is 100, 
and with iteratively reweighted least squares method.

3.7. Performance Measures
In order to assess the trained classifiers’ perfor-
mance, 10-fold cross validation was performed, and 
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3.6 Experimental Settings

The proposed models were implemented using Python

and Scikit-Learn library.All experiments were run us-

ing a MacBook Pro, with the macOS Catalina operat-

ing system, version 10.15.7, and a 2.9 GHz Quad-Core

Intel Core i7 with 16 GB RAM.

Depending on the parameter settings, the perfor-

mance of various algorithms can vary. In this study,

the algorithms were run using the following parameters.

For SVM, the regularization parameter is set to 1, linear

kernel, no class weights, and using shrinking heuristic.

Tolerance for the early stopping is 0.001. For LR, reg-

ularization of 1, no class weights, fit intercept is set to

true, maximum iterations set to 100, L2 penalty term,

Tolerance for the early stopping is 0.0001. For GBM,

the learning rate is set to 0.1, ’ tolerance for the early

stopping to 0.0001, the quality of split is measured us-

ing Friedman mean squared error, and the loss function

to be optimized is set to deviance, which refers to lo-

gistic regression. For KNN, k = 5 and all points in each

neighbourhood are weighted equally. The leaf size is

set to 30 and the distance metric to Minkowski with p=2

(Euclidean Distance). For GLM, model family is bino-

mial, number of iterations is 100, and with iteratively

reweighted least squares method.

3.7 Performance Measures

In order to assess the trained classifiers’ performance,

10-fold cross validation was performed, and the follow-

ing performance measures were calculated: accuracy,

precision, the false positive rate, the detection rate, and

the F-measure.

The percentage of correctly identified domain names is

called Accuracy, and it’s computed using the following

formula:

Accuracy =
TP + TN

TP + TN + FP + FN
. (7)

Precision is the percentage of malicious records ac-

curately classified out of the total number of malicious

records. The following formula is used to calculate pre-

cision:

Precision =
TP

TP + FP
. (8)

The false positive rate (FPR) is the percentage of be-

nign records that have been wrongly identified as mali-

cious. It is calculated as:

FPR =
FP

FP + TN
. (9)

The detection rate (DR), also known as the True

Positive Rate or Recall, is the percentage of mali-

cious records appropriately labeled out of all malicious

records. The following formula is used to compute the

detection rate:

DR =
TP

TP + FN
. (10)

The F-measure (F) is a combined measure of the pre-

cision and detection rate that is calculated as follows:

F −measure =
2 ∗ P ∗DR

P +DR
(11)

where TP (true positive) refers to the number of mali-
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the following performance measures were calculated: 
accuracy, precision, the false positive rate, the detection 
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the following  formula:

Numeric

Ratio

Constant

Ratio

DNS

Record Type

       Extract Important Features

Vowel

Ratio

Numeric 

Sequence 

Strange

Characters http://...

a,e,i,o,u

Pre-processing

Deep Feature Synthesis

Principal Component Analysis

Malicious

  Benign

Classification

Figure 3: The architecture of the proposed model.

3.6 Experimental Settings

The proposed models were implemented using Python

and Scikit-Learn library.All experiments were run us-

ing a MacBook Pro, with the macOS Catalina operat-

ing system, version 10.15.7, and a 2.9 GHz Quad-Core

Intel Core i7 with 16 GB RAM.

Depending on the parameter settings, the perfor-
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ing Friedman mean squared error, and the loss function

to be optimized is set to deviance, which refers to lo-

gistic regression. For KNN, k = 5 and all points in each

neighbourhood are weighted equally. The leaf size is

set to 30 and the distance metric to Minkowski with p=2

(Euclidean Distance). For GLM, model family is bino-

mial, number of iterations is 100, and with iteratively

reweighted least squares method.
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In order to assess the trained classifiers’ performance,
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called Accuracy, and it’s computed using the following

formula:

Accuracy =
TP + TN

TP + TN + FP + FN
. (7)
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cious. It is calculated as:
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The detection rate (DR), also known as the True
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records. The following formula is used to compute the
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where TP (true positive) refers to the number of mali-
cious records correctly identified as malicious, FP (false 
positive) refers to the number of benign records inac-
curately assigned as malicious, TN (true negative) re-
fers to the number of benign records properly assigned 
as benign, and FN (false negative) refers to the number 
of malicious records incorrectly identified as benign.
In addition, we report the area under the ROC curve 
(AUC). The receiver operating characteristic (ROC) is 

a graph of the true positive rate versus the false pos-
itive rate. AUC quantifies the full two-dimensional 
area beneath the entire ROC curve from (0,0) to (1,1). 
AUC ranges in value from 0 to 1.
In this study, several classifiers were trained using the 
dataset with all features and then using two feature 
subsets: host and lexical. Thus, a statistical significance 
test was critical for determining the feature subset that 
yields better classifier performance. We used Fried-
mans test [12], a non-parametric test for detecting 
treatment differences across numerous attempts. We 
measured the value of Friedmans ranks for accuracy 
and AUC, where α = 0.5. Our hypothesis in this paper, 
H0, is that there is no difference between classifier per-
formances across the various feature subsets.

3.8. Results
The majority of the currently available research focus-
es on improving DNS classification accuracy by exper-
imenting with alternative feature sets and machine learn-
ing algorithms. Focusing on influential feature sets 
helps reduce much of the additional processing time 
and resources. DNS data reveal patterns for each class, 
allowing for the comparison and analysis in a multi-
feature investigation. Each of the five classification 
models utilized in this study is trained separately us-
ing three sets of features: host-based features, lexically 
based features, and a combination of both. Our exper-
iments were designed to study classification perfor-
mance from three aspects: perfeature category (host 
versus lexical), per classification model, and overall 
feature categories and models. In addition, we look into 
feature importance in order to improve the effectiveness 
and accuracy of recognising malicious domain names.

3.8.1. Machine Learning Algorithms
We look at the classification performance of models 
trained using host-based features, as compared to 
lexically based features. Tables 2-3 show the evaluation 
measures for the five classification models trained us-
ing host-based features and lexically based features, 
respectively. We observe that all the models trained us-
ing lexically based features outperform host-based 
trained models in terms of all measures, regardless of 
the classification algorithm.
Table 4 Presents the evaluation measures of the five 
classification models trained applying a combination 
of features. Compared to the classifiers in Tables 2-3, 
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the trained classifiers using a combination of features 
yield better accuracy measures.
For the host-based trained models, KNN achieves the 
lowest accuracy values, and GBM achieves the high-
est. For lexically based trained models, LR achieves 
the lowest accuracy values, and GBM again achieves 
the highest. For the trained models using a combina-
tion of features, KNN achieves the lowest accuracy 
values, and GBM achieves the highest.
Among all 15 trained models in this study, our results 
indicate that the worst performance is achieved by 
the KNN model trained using host-based features, 

Model Accuracy Precision DR F-measure AUC FPR Running Time

LR 85.26% 87.47% 82.76% 85.05% 0.931 2.75% 00:08:41

KNN 67.18% 62.05% 88.54% 72.97% 0.911 4.67% 12:21:01

GBM 87.66% 97.17% 77.60% 86.29% 0.939 1.03% 00:01:19

GLM 84.46% 90.27% 77.26% 83.26% 0.917 8.33% 00:00:43

SVM 84.25% 85.91% 81.94% 83.88% 0.925 7.87% 00:18:47

Table 2
The performance measures for the five classification models trained using host-based features only

Table 3
The performance measures for the five classification models trained using lexically based features only

Model Accuracy Precision DR F-measure AUC FPR Running Time

LR 89.52% 90.17% 89.42% 89.79% 0.949 11.69% 00:6:25

KNN 95.45% 95.37% 95.56% 95.46% 0.995 3.13% 01:20:49

GBM 95.60% 93.78% 97.70% 95.70% 0.997 5.79% 00:00:14

GLM 91.66% 93.83% 89.20% 91.46% 0.978 3.61% 00:00:10

SVM 93.40% 97.12% 89.46% 93.13% 0.968 4.50% 00:02:27

Table 4
The performance measures for the five classification models trained using a combination of host-based and lexical features

Model Accuracy Precision DR F-measure AUC FPR Running Time

LR 97.91% 99.85% 95.96% 97.87% 99.90 16.00% 00:19:46

KNN 93.87% 96.02% 91.54% 93.73% 98.90 2.67% 17:00:01

GBM 98.98% 99.70% 98.26% 98.97% 99.90 0.30% 00:01:52

GLM 98.08% 99.22% 96.92% 98.06% 99.70 0.93% 00:01:03

SVM 98.57% 99.43% 97.70% 98.56% 99.70 0.22% 00:7:43

while the best performing model is the GBM trained 
using the combination.
Friedmans test shows that our results are statistically 
significant, with Friedmans test values of 8.4 for both 
accuracy and AUC measures. As for running time, 
the classification time of new domains is measured. Re-
sults show that models trained using lexical features 
took the least time to train. In particular, the GBM 
and GLM trained using lexical features were the fast-
est among all 15 models. In second place comes mod-
els trained using the combination. The KNN models 
were very slow compared to the rest of the models.
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Figure 4
Top ten features and their corresponding weights using a) information gain, b) gain ratio, c) Gini index, and d) Pearson 
Product-moment Correlation coefficient

3.8.2. Feature Importance
Next, we discuss the importance of features, such as 
which features are essential and significantly relat-
ed to prediction accuracy. Figure 4 shows the top 10 
features and their corresponding weights using the 
four feature importance measures used in this study. 
The results show that there is a consensus among the 
four measures on the importance of six features, five 
of which are lexically based features. The six features 
are DNS Record Type, Numeric Sequence, Numeric 
Ratio, Strange Characters, Consonant Ratio, and Vow-
el Ratio. Our results are consistent with results in 
the literature on using lexical features. According to 
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Blum et al. [4], using lexical features to train phishing 
detection models produces robust classifiers.

3.8.3. DSF and PCA
Finally, we explore whether engineering the most rele-
vant features would improve the classification perfor-
mance. In Tables 5 and 6, we show the performance of 
the machine learning algorithms when trained using 
the top six best features (raw) and the deep features 
synthesised from them, respectively. The results show 
that applying deep feature synthesis generally im-
proves the classification performance. However, only 
in GBM the synthesised features produce less FPR.
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3.8.4. Model Verification
In order to verify our proposed model we further in-
vestigate a publicly available DGA dataset [10]. The 
detection of DGA domains has gotten a lot of inter-
est in recent years. This is a challenging task due to the 
ability of DGA domains to overcome blacklist filtra-
tion [31]. The features identified as influential in de-
tection malicious domains are extracted from DGA 
domains. Then, the machine learning algorithms are 
trained using the extracted features. 
Table 7 shows how the models perform for this data-
set. Results show consistency with the previous ob-
tained results using Marques et al. dataset [26]. 
Similarly, GBM show the best performance in terms 
of all measures and in particular,the lowest false 
positive rate of 15%. Better performance is obtained 
when the features are subjected to deep synthesis 
followed by PCA for dimensionality reduction. As 
shown in Table 8, the detection of DGA domains 
improves for the majority of machine learning algo-
rithms across all measures.

Model Accuracy Precision DR F-measure AUC FPR

LR 95.74% 97.79% 93.65% 95.75% 95.67% 2.13%

KNN 97.95% 98.66% 97.25% 97.95% 97.95% 1.33%

GBM 98.23% 97.80% 98.70% 98.23% 98.25% 2.24%

GLM 95.41% 96.95% 93.81% 95.41% 95.36% 2.98%

SVM 95.86% 98.67% 93.02% 95.87% 95.76% 1.26%

Table 5
The performance measures for the five classification models trained using the top six best features

Model Accuracy Precision DR F-measure AUC FPR

LR 96.67% 97.32% 96.01% 96.67% 96.66% 2.67%

KNN 98.37% 98.04% 98.73% 98.37% 98.38% 1.98%

GBM 98.29% 98.14% 98.46% 98.29% 98.30% 1.87%

GLM 96.66% 97.57% 95.74% 96.67% 96.65% 2.40%

SVM 96.98% 97.31% 96.66% 96.98% 96.99% 2.70%

Table 6
The performance measures for the five classification models trained using feature space generated using DFS and PCA

4. Discussion
In many cases, malicious domain names are are 
linked to a range of activities that put the privacy and 
safety of individuals and organisations at risk. Analysing 
domain names data has been identified as one of the most 
significant and promising approaches to combat such 
attacks  [35]. DNS traffic has become a prime option 
for experimenting with variety of machine-learning 
techniques in the security context due to the large num-
ber of attributes and large volume of traffic data avail-
able. The detection of malicious domain names using 
machine learning has many aspects, including: feature 
choice, feature representation, and the learning algo-
rithm. The main questions that this research was de-
signed to answer are: (1) Does feature category affect 
the classification accuracy of domain names?; (2) what 
are the most influential features for the detection of ma-
licious domain names ?; and (3) can the most relevant 
features be exploited using automatic feature engineer-
ing techniques to improve classification accuracy?
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Although the use of traditional machine learning to 
detect malicious domain names is not new, the re-
search questions addressed by this study have not 
been the primary focus of earlier research. Identify-
ing significant features is difficult in other fields of 
research, however, it is extremely difficult in the field 
of malicious domain identification [42]. New types of 
features continue to be available, while the influence of 
other features degrade over time [23]. Thus, research-
ers continue to study effective features that can be 
useful for detection of malicious domain names [15]. 
Traditional machine learning algorithms continue to 
be used for this task [3].
In this study, several state-of-the-art machine learn-
ing algorithms are trained using three feature cate-
gories, namely, lexical features, host-based features, 
and a combination of both. We found that, regard-
less of classification algorithm, all models trained 
with lexically based features outperform host-based 
trained models on all measures. This comes in agree-
ment with the literature focusing on domain name 
features [25]. It has been demonstrated that training 

classification models using lexical features produce 
effective and efficient detection models that are ideal 
for the proactive identification of harmful domains 
[25]. Lexical features are easier to collect than other 
types of feature and usually result in good performance 
[4]. Such classifiers can be applied in any context that 
contains domain names, such as: websites, email, chat, 
calendars, games or others, rather than being tied to a 
specific application [23]. Selective lexical features ap-
pear to have a higher accuracy for identifying distinct 
forms of URL attacks. However, although successful 
in producing better accuracy, lexically based features 
can only operate for a limited time [8, 7]. According 
to Choi et al. [7], the use of lexical features results in 
decreased accuracy for the spam and malware URL 
dataset.
The trained classifiers using a combination of lexical 
and host-based features yield better accuracy mea-
sures. We believe that using a combination of features is 
more effective in detecting malicious domain names. 
This come in line with the findings of the literature 
where combining the host-based and lexical features 

Model Accuracy Precision DR F-measure AUC FPR

LR 63.98% 64.00% 64.00% 64.00% 64.03% 30.94%

KNN 66.27% 66.00% 66.00% 66.00% 66.25% 35.77%

GBM 68.92% 71.00% 69.00% 68.00% 69.07% 15.10%

GLM 63.98% 66.08% 58.81% 62.23% 64.03% 30.75%

SVM 65.20% 66.00% 65.00% 65.00% 65.35% 22.02%

Table 7
The performance measures for the five classification models trained using the DGA dataset with lexical features

Table 8
The performance measures for the five classification models trained using the DGA feature space generated by DFS and PCA 
of lexical features

Model Accuracy Precision DR F-measure AUC FPR

LR 65.36% 67.00% 65.00% 65.00% 65.48% 21.87%

KNN 68.87% 69.00% 69.00% 69.00% 68.93% 25.52%

GBM 69.84% 72.00% 70.00% 69.00% 69.98% 15.95%

GLM 65.45% 72.04% 51.53% 60.08% 65.58% 20.38%

SVM 65.73% 68.00% 66.00% 65.00% 65.89% 16.81%
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into a single feature set yields the lowest classification 
error of any of the feature sets tested [14, 36, 24, 32, 
23, 35]. Although this is not purely a novel finding, it 
has not been highlighted as the main topic of inves-
tigation in previous studies. We believe it is worth 
investigation as new datasets collected by new tech-
nologies become available. The dataset utilized in 
this study is a recent dataset that is intended to ad-
dress the lack of malicious and non-malacious data-
sets based on DNS logs, which is critical in the field of 
cybersecurity. There are a large number of malicious 
domains that are registered every day and some of 
which are only active for brief periods of time. Thus, 
this investigation is a step towards the other con-
tribution, in which we focus on the most influential 
features and harness them to improve classification 
results. Our findings demonstrate the advantages of 
ensemble learning, GBM in this study, over stand-
alone classifiers. The GBM has been taught to distin-
guish between benign and malicious behaviour. The 
trained model was found to be effective in recognising 
malicious domain names with a high accuracy rate 
of 98.98% and a very low false positive rate of 0.003. 
The total execution time of the model is 112 s. GBM 
could be used to enhancing the accuracy of detection 
of harmful domain names in a timely manner and to 
develop a real-time DNS firewall.
Models that used lexical features required the least 
training time. According to [33], extra processing 
time and resources are required to extract the desired 
features from host-based, content-based, and pop-
ularity-based features, whereas lexical features re-
quire less computation and do not require access to 
any other sources. In comparison to the other models 
evaluated in this study, the KNN models were very 
slow. KNN is known as a lazy classifier, as it does not 
generalise across data in advance. KNN is slow when 
there are many observations. It works by reading the 
historical database each time a prediction is needed.
As regards the top 10 important features among the 
dataset that combines both categories, results show 
that the four measures agree on the importance of six 
features, five of which are lexical in nature. The six 
features are DNS Record Type, Numeric Sequence, 
Numeric Ratio, Strange Characters, Consonant Ratio, 
and Vowel Ratio. This supports our observation that 
all models trained with lexically based features outper-
form host-based trained models on all measures. It also 

confirms that combining both feature categories pro-
duces better results. Furthermore, using the six most 
relevant features to generate deep features showed 
improved performance. The comes in agreement with 
results recently reported in the literature that demon-
strates the merits of DFS and PCA for cybersecurity 
research [2, 33]. Although the detection of DGA do-
mains is challenging, the results of this study suggest 
that DFS and PCA could improve the performance of 
machine learning algorithms for the identification of 
domain names generated by a DGA or its variants. Be-
cause DGA domain names are unpredictable, research 
has used machine learning algorithms based on fea-
ture extraction to detect domain names [40].

5. Conclusions
DNS data analysis proved to be an effective and signif-
icant technique in detecting malicious domain names. 
This paper proposed a machine learning based model 
to detect malicious domain names. In order to build 
the model, an empirical study to evaluate various 
machine learning algorithms and feature categories 
was conducted. The goal was to improve the accuracy 
of malicious domain name detection. Five state-of-
theart machine learning algorithms, namely, LR, KNN, 
GBM, GLM, and SVM, were trained independently on 
a recent DNS dataset using one of three feature cate-
gories: host-based, lexically based, or a combination of 
the two. We investigated the most influential features 
that enhance the detection of malicious domain name 
by weighing the value of feature importance. The GBM 
classifier showed better performance among other 
classifiers. With a supervised learning approach and 
a short training time, the model demonstrates a low 
false positive rate, a high detection rate, high preci-
sion, a high F-measure, and a high overall accuracy. 
We believe this will lead to more research in the field 
of ensemble learning, using GBM and similar algo-
rithms, for the detection of various types of malicious 
domain name. Results also indicated that in compari-
son to employing lexical or host-based features alone, 
combining them yields the best accuracy results. The 
top identified features were DNS Record Type, Nu-
meric Sequence, Numeric Ratio, Strange Characters, 
Consonant Ratio, and Vowel Ratio. Five out of the six 
identified features were lexical in nature, which is in 
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line with the finding of the experiments that lexical 
features outperform host-based features. Prepossess-
ing the dataset using deep feature synthesis showed 
classifications performance improvement. The model 
was verified by using a DGA dataset for the confirma-
tion of the effectiveness of the proposed model in detect-
ing unseen malicious domain names. Although, the 
detection accuracy varied between the two datasets 
used in this study, experimental results indicated that 
DFS and PCA could improve the performance of ma-
chine learning algorithms. A solution based on these 
findings can be implemented as a plugin in web brows-
ers to protect users from previously unrecorded mali-
cious domain names.
In the future, we plan to develop a real-time tool that 
learns the stream information of malicious domain 
names on a continual basis. We believe it should be 
capable of identifying zero-day attacks. The identified 

features will facilitate future research and the appli-
cation development of malicious domain name de-
tection to improve web security. In addition, narrow-
ing down the scope of malicious domains to focus on 
others kinds of malicious domain is also an important 
research direction. Finally, this research can be ex-
tended to address the explainability of machine learn-
ing algorithms in malicious domain name detection, 
where there is a need to understand malicious activ-
ities. Explainable artificial intelligence is a new field 
of study that aims to help users and developers under-
stand and interpret how machine learning methods 
make their predictions.
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