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The nonlinear filtering problem is a hot spot in robot navigation research. As an advanced method that can ef-
fectively improve the robustness and accuracy of the system, the progressive Gaussian approximate filter with 
variable step size (PGAFVS) still has some shortcomings, how to resolve the nonlinear filtering problem in the 
application of tightly coupled integration under the premise of the prior uncertainty and further promote ro-
bustness high measurement accuracy, which becomes the purpose of this paper. This paper formulates the pro-
cessing of trajectory tracking measurement noise problem as a Kalman filtering procedure and the measure-
ment noise covariance matrix in controller, is jointly estimated based on the progressive Gaussian approximate 
filter (PGAF), after that, PGAFVS can be deduced. Then we proposed an adaptive fuzzy and backpropagation 
neural network controller based on PGAFVS (AFNPGA-VS) that can improve the application of tightly cou-
pled integration under the premise of the prior uncertainty and further promote robustness high measurement 
accuracy. The simulation results show that the proposed algorithm outperforms the state-of-the-art methods.
KEYWORDS: Nonlinear filter, progressive measurement update, neural network.
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1. Introduction
The Kalman filter (KF) uses the attenuation func-
tion model as a matrix, and the power of the matrix 
represents recursion. Finally, a class of logarithmic 
difference equations can be derived, and the optimal 
solution of the difference equation can be predicted 
by covariance. The KF can fuse information in an un-
certain environment, at the same time, it also keeps 
the ability of high information accuracy. In the field 
of filtering algorithm optimization of navigation sys-
tems, the popular research direction is based on the 
inertial navigation algorithm to expand algorithm 
function. Crassidis [5] proposed a sigma-point filter 
formulation that was shown for the GPS (global po-
sitioning system)/INS (inertial navigation systems) 
applications, it can be used in the sigma-point filter 
using quaternion kinematics without a unit quaterni-
on estimate. The filter improved the performance of 
the sigma-point filter by reducing the size of the co-
variance matrix. According to the difference of phys-
ical quantities involved, they are divided into loose 
combinations and compact combinations. However, 
in urban tunnels, surrounding buildings and environ-
ment sealing can cause satellite signals to lockout, 
thus unable to locate GPS, nor can obtain GPS speed 
and position, so that complex environments such as a 
dense wall or wild mountain environments in another 
city cause multiple path reception of GPS, which will 
make GPS positioning accuracy worse [21]. Another 
method based on SINS (strapdown inertial navigation 
system)/GPS pseudo distance and pseudo distance 
rate compact combination has good practical value 
and higher precision because satellites work less than 
four ones. Compared with loose combination tight-
ly combination model is more complex and requires 
higher real-time requirement and synchronization 
requirements for real systems. Xu et al. [33] proposed 
the ARIMA (auto-regressive-integrated-moving-av-
erage) model compared with other positioning meth-
ods, methodology cost lower and sensors have higher 
accuracy, and the accurate localization methodology 
using MEMS-INS (micro-electro-mechanical sys-
tem based inertial navigation system)/GPS/in-ve-
hicle sensors integration can be used in uncertain 
noise of MEMS-INS and can improve the accuracy of 
predict INS errors in the case of the GPS outages, but 
the filter not applicable in the outdoor environment, 

especially in the intersection environment. However, 
the GPS positioning system is affected by occlusion 
interference multipath reflection and so on which 
leads to lower positioning accuracy or positioning 
failure thus unable to guarantee automatic driving 
function requirement [27]. 
It is well known that the Kalman filter is widely used 
in linear systems state-space model. However non-
linear models are playing a decisive role in naviga-
tion tracking and positioning. Extended Kalman filter 
(EKF) is a nonlinear linearization filtering method 
based on KF. Cubature Kalman filter (CKF) has been 
widely used in GPS navigation processing. Although 
EKF exists dependent on first order linearization of 
system models to propagate state mean and covari-
ance, linear processes and system accuracy decrease 
thus resulting in performance degradation and failure 
of running results [10]. However, researchers have 
made a lot of efforts to expand the scope of applica-
tion of this technology [8-13]. Especially adaptive 
algorithm combined with EKF has been used to im-
prove the accuracy of the system model and solve di-
vergence problems caused by a single use of EKF. An-
other method to enhance the robustness of the filter is 
to improve noise robustness by using the variational 
Bayes method. Variational Bayes method is proposed 
firstly by experts in the machine learning domain and 
used for offline estimation. Now it is widely recog-
nized as a method of estimating noise parameters and 
states simultaneously. Sarkka and Nummenmaa [22] 
proposed an adaptive Kalman filter based on adap-
tive Kalman filter which is based on the combination 
posterior distribution of state and noise parameters 
separately into a separable variational approxima-
tion. Using the recursive algorithm, Kalman filter 
is used to estimate state at each step, and sufficient 
statistic of noise variance is estimated by fixed-point 
iteration. Wang et al. [32] proposed a theory that in-
troduces VB into multisensor information fusion and 
proposes augmented and sequential adaptive fusion 
algorithms. All noise distributions in the above re-
searches are conducted according to Gaussian distri-
bution, so the noise processing effect is improved less 
obviously. To solve this problem, Nurminen et al. [18] 
proposed a theory about nonlinear filter and smooth-
er for linear discrete-time state-space model based 
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skew-t-distributed, they removed some posterior in-
dependence approximations from the earlier versions 
of the algorithms to avoid significant underestimation 
of the posterior covariance matrix to reduce the error 
caused by the variational approximation. And they 
used the expectation propagation (EP) algorithm re-
moval of independence approximations of the mean 
and covariance matrix. Moreover, the application 
of skewed distribution is not limited to positioning 
based on radio signals. In biological, partial distribu-
tion is used as a modeling tool for Multivariate skew 
cell classification data [26]. In meteorology, skewed 
distributions may also be applied to remote sensing 
studies on tropical cyclone patterns relating to topo-
graphic impacts [25], skewness distribution used for 
modeling asymmetric data [16]. 
The fuzzy algorithm with EKF into robot position-
ing system which is suitable for local adaptive neural 
fuzzy extended Kalman filtering algorithm. Adjusting 
estimation EKF algorithm process noise covariance 
matrix and measuring noise covariance matrix etc. 
elements are measured at each sampling time [1]. The 
aim is to reduce the mismatch between theoretical 
values and actual covariance between new theories 
and values. Sasiadek et al. [23] proposed the fuzzy sys-
tems with adaptive Kalman filter. The adaptive filter 
process navigation data fusion design for fuzzy logic 
adaptive systems (FLAS) to measure noise covariance 
matrix. Akhlaghi et al. [2] proposed an adaptive filter-
ing approach to adaptively estimate Q and R based on 
innovation and residual EKF, the proposed method is 
more robust against the initial errors in Q and R. Zak-
eri et al. [34] proposed a novel interval type-2 fuzzy 
fractional-order super twisting algorithm to deal with 
classes of fully-actuated and under-actuated nonlin-
ear systems in presence of uncertainty. Petkovic et al. 
[19] proposes an adaptive neuro-fuzzy inference (AN-
FIS) algorithm by an artificial neural network (ANN) 
and the fuzzy inference system (FIS) improving pre-
cipitation estimation accuracy. 
To optimize the parameter estimation and empiri-
cal robustness analysis, researchers proposed and 
improved the adaptive filters. Nourmohammadi 
and Keighobadi [17] proposed the adaptive integra-
tion scheme is proposed, which is robust to the per-
formance of the attitude-heading reference system 
(AHRS) and can be used for the AHRS and the SINS 
according to vehicle maneuvering conditions. In or-

der to solve this shortcoming, a novel fuzzy adaptive 
extended Kalman filter exploiting the Student’s t dis-
tribution (FASTEKF) for a robot path tracking is pro-
posed [12]. In FASTEKF, the distributions of process 
and measurement noise are processed by Student’s t 
distribution. With the adaptive fuzzy controller, the 
adaptive factors are designed to adjust the covariance 
matrices of the process and measurement noises si-
multaneously. Li et al. [14] proposed an improved 
modified gain extended Kalman filter (MGEKF) 
based on backpropagation neural network (BPNN), 
termed BPNN-MGEKF algorithm, the algorithm 
solved the problem that the error measurement val-
ue is adopted by the MGEKF algorithm in practical 
application, which leads to the error in the result. 
Zhang et al. [35] proposed the accelerated BP (GAD-
BP) neural network model. In this model, the data are 
loaded and the genetic algorithm is used to train the 
network parameters to obtain the global optimal solu-
tion. And the LM (Levenberg-Marquardt) algorithm 
is used for further numerical optimization, they used 
the AdaGrad method to dynamically adjust the learn-
ing rate at the same time. 
In this paper, we propose an adaptive fuzzy and neural 
network controller based on PGAF with variable step 
size (AFNPGAF-VS) for resolving and researching 
the nonlinear filtering problem with prior uncertain-
ty but high measurement accuracy, and the proposed 
method can overcome the limitation that the PGAF 
has poor estimation accuracy. And the method can 
also effectively improve the processing effect of the 
nonlinear filter. We summarize the contributions of 
this task as follows: 
1 The proposed algorithm can be applied to the re-

search field of an inspection robot for the first time.   
2 This paper formulates the processing of trajectory 

tracking measurement noise problem as a Kalman 
filtering procedure, which can recursively optimize 
the noise processing. 3)To perform Kalman filter-
ing for treating noise, therefore, this paper builds a 
BPNN and an adaptive fuzzy controller. The BPNN 
aims at obtaining and optimizing the posterior er-
ror covariance matrix based on the prior results. 
The adaptive fuzzy controller aims at deal with the 
measurement noise preferably. 

The remainder of this paper is arranged as follows. 
Section 2 introduces some basic theories including 
the BPNN, the fuzzy adaptive system and the PGAF. 
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In Section 3, this paper introduces the AFNPGAF-VS 
algorithm and its running process. Simulation com-
parisons and analyses of the CKF, PGAF-VS, AF-
PGAF-VS (an adaptive fuzzy controller based on 
PGAF-VS), and AFNPGAF-VS algorithms are shown 
in Section4; Conclusions are given in Section 5.

2. Basic Theories
In this section, in order to better illustrate the theo-
ries used by the proposed algorithm, we introduce 
some basic theories including the backpropagation 
neural network technology, the fuzzy adaptive system 
and the progressive Gaussian approximate filter. 

2.1. Fuzzy Logic Adaptive System

Fuzzy theory was first born in the 1960s. In the be-
ginning, concepts such as fuzzy set and membership 
function were used to solve problems such as math-
ematical modeling of information asymmetry. Later, 
it has been widely applied in the range of artificial in-
telligence, fuzzy decision making, and adaptive con-
trol theory. In many cases, if you are using the fuzzy 
mathematics and fuzzy logic concepts, general can 
solve the related issues of fuzzy control, using fuzzy 
logic can be solved in artificial intelligence or related 
issues in the field of uncertainty information, etc., so 
the application of fuzzy theory category is very wide 
[20, 15, 4, 31]. 
The steps of fuzzy modeling can be completed by us-
ing fuzzy rule description, which is related to the es-
tablishment of fuzzy set, the determination of fuzzy 
logic, and the application of fuzzy reasoning. Fuzzy 
rules are divided into two categories. One is the Mam-

dani fuzzy rule, which emphasizes the nonlinear de-
scription of local linear model interpolation and is 
commonly used in the field of fuzzy control of nonlin-
ear systems. The other is to divide the fuzzy space into 
several fuzzy subspaces, which can not only be used in 
fuzzy control but also widely used in the Takagi-Suge-
no (T-S) fuzzy rule in mathematical modeling. A typi-
cal fuzzy control system must have three links: fuzzy, 
fuzzy reasoning and fuzzy, fuzzy is to obtain the nu-
merical, and the scope of the process to become a blur 
after fuzzy reasoning, a fuzzy value reasoning based 
on a knowledge base and modeling, the fuzzy value 
after the final output of a process, the blur is will get 
processed reverse reasoning, fuzzy values for a specif-
ic value clearly. 
To simplify the complexity of system design, especial-
ly for nonlinear, time-varying, incomplete model sys-
tems, and in the process of establishing function mod-
el this paper needs to use control laws to describe the 
relationship between system variables, so we choose 
to use T-S fuzzy controller. 
If a typical T-S fuzzy model is described by the mathe-
matical formulas, it can be written as follows: 
Model rule i: IF Input 1x  is 1

1F  and Input 2x  is 1
2F  

and Input nx  is 1
nF  

THEN Output: 
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where the membership function of the input varia-
ble vector can be expressed as F,  kiC i=0 n are 
constants in the k-th rule. the output level in the 
zero-order model is a constant:   

For the first-order model, the fuzzy rule can be ex-
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2.2 Back Propagation Neural Network 

BP neural network is generally based on a large 
number of measured data, using multiple simu-
lation and learning, all the predicted values and 
the output values are constantly error analysis, so 
as to obtain the output of the closest to the ideal 
state after a large number of data learning. This 
often involves the theoretical knowledge of vari-
able weights, mapping relations, mathematical 
expression, etc., these processes or processing 
links are based on the ’black box model’, which is 
similar to fuzzy processing within a certain range 
of numerical inference. Therefore, according to 
the error positive feedback correction of reverse 
transmission, the error is continuously controlled 
within the adaptive threshold, and satisfactory 
results can be obtained. Under artificial condi-
tions, the neural network cannot rely on a thin 
database to complete, so the limitation is that a 
large number of data must be mastered and col-
lected to complete the operating conditions of BP 
neural network modeling [24, 6-7].   

The complete BP neural network consists of the 
following three parts: input layer, output layer 
and hidden layer. There are many neurons in the 
input layer and output layer, which are responsi-
ble for data processing. The specific number of 
neurons depends on the data that the algorithm 
needs to calculate. The training content and sam-
ples used in this algorithm will be mentioned in 
the following simulation. The purpose of the hid-
den layer is to process the data once (many 
times), the purpose is to strengthen the training 
effect, but multi-layer processing will make time 
too long, thus affecting the efficient operation of 
the mechanism. In order to achieve the overall 
optimal training effect, the selection of the num-
ber of hidden layers is also important. Only when 
the optimal number is reached can the optimal 
training samples be obtained efficiently and 
quickly. The hidden layer selected in this paper 
is finally selected as one layer so that the data 
processing speed is the fastest and the data train-
ing result is the most k 10 11 1 12 2y =C +C x +C x  ideal.   

A basic BP neural network model will include 
two links. One is the reverse transfer, that is, to 
correct the error between the expected value and 
the predicted value, so as to obtain positive feed-
back. The other is forward transfer, which com-
plies with each link to complete the operation to 
get the expected value.   
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state after a large number of data learning. This 
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expression, etc., these processes or processing 
links are based on the ’black box model’, which is 
similar to fuzzy processing within a certain range 
of numerical inference. Therefore, according to 
the error positive feedback correction of reverse 
transmission, the error is continuously controlled 
within the adaptive threshold, and satisfactory 
results can be obtained. Under artificial condi-
tions, the neural network cannot rely on a thin 
database to complete, so the limitation is that a 
large number of data must be mastered and col-
lected to complete the operating conditions of BP 
neural network modeling [24, 6-7].   

The complete BP neural network consists of the 
following three parts: input layer, output layer 
and hidden layer. There are many neurons in the 
input layer and output layer, which are responsi-
ble for data processing. The specific number of 
neurons depends on the data that the algorithm 
needs to calculate. The training content and sam-
ples used in this algorithm will be mentioned in 
the following simulation. The purpose of the hid-
den layer is to process the data once (many 
times), the purpose is to strengthen the training 
effect, but multi-layer processing will make time 
too long, thus affecting the efficient operation of 
the mechanism. In order to achieve the overall 
optimal training effect, the selection of the num-
ber of hidden layers is also important. Only when 
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training samples be obtained efficiently and 
quickly. The hidden layer selected in this paper 
is finally selected as one layer so that the data 
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A basic BP neural network model will include 
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correct the error between the expected value and 
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plies with each link to complete the operation to 
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Nonlinear filtering is designed to estimate un-
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The activation function of hidden layer:  

  h h hB f a - f .                       (6) 

Hiding layer to output layer:  

 
q

j hj h
h=1

B =  f b .                      (7) 

Activation function of output layer:  
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2.3 The Gaussian Approximate Filter (GAF) 
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where the joint PDF of the kx  and the kz  is for-
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where  k kp z |x  is the measurement likelihood 
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where ( )k kp z |x  is the measurement likelihood PDF, 
and its function is formulated as follows, 
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Based on the assumption that the joint PDF of kx  
and kz  is approximed as Gaussian, (11)-(14) can be 
formulated as follows,  
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where k|k-1x̂  and k|k-1P  are the first two moments 

with respect to  k 1:k-1p x |z . k|k 1ẑ   and zz
k|k-1P  are the 

first two moments with respect to  k 1:k-1p z |z , and 
xz
k|k 1P   is the cross covariance matrix between kx  

and kz . The posterior PDF k 1:k )p(x | z  can be ap-
proximated as Gaussian distribution.   

Under the framework of PGAF, the posterior PDF 
can be written as follows,  

γ    
N

λγ
k 1:k k 1:k-1 k k

γ=1

,p(x |z ) p(x |z )  [P(z |x )]     (16) 

where  k
1:k j j=1

z = z
, 

 
n

γ γγ=1
λ =1,λ 0,1 , is the 

progressive step size. 
λ
kx  is the state vector at the λ

-th recursion, and N is the number of product units 
in the progressive process.   

The intermediate one-step predicted PDF and like-
lihood PDF can be written as Gaussian,  
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     γ γ γ
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where  N ;μ,Σ  is a Gaussian PDF with mean   

and covariance matrix Σ . γ
k|kx̂  is the estimate of 

γ
kx , and γ

1:kz  is the gradually absorbed measure-

ments sequence. γ
k|kP  is the estimated error covari-

ance matrix at the γ -th recursion. And the j -th di-
agonal element of γ

kR  can be written as 

 γ γ γ2 2
k k,1 k,jR =diag[(σ ) , ,(σ ) ] .                 (19) 

The state γ
kx  together with the step size γλ  and the 

inaccurate measurement noise covariance matrix 
γ
kR  are, respectively, assumed to satisfy Gaussian, 

uniform and Inverse Wishart (IW) priors:  
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
[3],  

       k k 1:k k kp x , ,R | z q x q q R   
    .       (21) 

The optimal solution satisfies can be written as,  

     1:k θΛ-θlogq θ =E logp Λ,z +c    .          (22) 

a. Measurement update    

Before achieving the ultimate threshold ε , the 
step size λ , γ , which will be estimated in the 
measurement update.   

The PDF 1:kp(Λ,z )  can be written as follows,  
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      

(23) 

where c( γ ) is the normalization constant. And  

(14)

Based on the assumption that the joint PDF of kx  and 
kz  is approximed as Gaussian, (11)-(14) can be formu-

lated as follows, 

  

 
   

  
k 1:k k k k-1 k

k k k 1:k-1 k

p z |z =  p x ,z |z dx

= p z |x x |z dx




 .   (14) 

Based on the assumption that the joint PDF of kx  
and kz  is approximed as Gaussian, (11)-(14) can be 
formulated as follows,  

 
k k k-1

k k k-1

xz
k|k-1 k|k-1k|k-1k

xz T zz
k|k-1k k|k-1 k|k-1

,
p(x ,z |z

p x ,z |z

P Pxx
=N ; ,

zz (P )ˆ P

ˆ

ˆ


                        

     (15) 

where k|k-1x̂  and k|k-1P  are the first two moments 

with respect to  k 1:k-1p x |z . k|k 1ẑ   and zz
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
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. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
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tion system show that the error sources of the 
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range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
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where c( γ ) is the normalization constant. And  

(15)

where k|k-1x̂  and k|k-1P  are the first two moments with 
respect to ( )k 1:k-1p x |z . k|k 1ẑ -  and zz

k|k-1P  are the first 
two moments with respect to ( )k 1:k-1p z |z , and xz

k|k 1P -  
is the cross covariance matrix between kx  and kz . 
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The posterior PDF k 1:k )p(x | z  can be approximated 
as Gaussian distribution. 
Under the framework of PGAF, the posterior PDF can 
be written as follows, 
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However, in many cases, the progressive step 
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produce a large integral approximation error. 
The approximation error accumulated by multi-
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where c( γ ) is the normalization constant. And  
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However, in many cases, the progressive step 
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. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
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Gaussian weighted integration, it is bound to 
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The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
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calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
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where c( γ ) is the normalization constant. And  

, , is the pro-
gressive step size. 
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where c( γ ) is the normalization constant. And  
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cursion, and N is the number of product units in the 
progressive process. 
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
[3],  

       k k 1:k k kp x , ,R | z q x q q R   
    .       (21) 

The optimal solution satisfies can be written as,  

     1:k θΛ-θlogq θ =E logp Λ,z +c    .          (22) 

a. Measurement update    

Before achieving the ultimate threshold ε , the 
step size λ , γ , which will be estimated in the 
measurement update.   

The PDF 1:kp(Λ,z )  can be written as follows,  

       

   

γ
γ γ γ-1 γ-1k

1:k k k k k k|k k|k
γ

γ γ-1 γ-1
γ γ k k|k-1 k|k-1

ˆˆ
,

R
p Λ,z = c γ N z ;h x , N x ;x ,p

λ

U λ ;0,η IW R ;u ,U

      

(23) 

where c( γ ) is the normalization constant. And  

(18)

where 

  

 
   

  
k 1:k k k k-1 k

k k k 1:k-1 k

p z |z =  p x ,z |z dx

= p z |x x |z dx




 .   (14) 

Based on the assumption that the joint PDF of kx  
and kz  is approximed as Gaussian, (11)-(14) can be 
formulated as follows,  

 
k k k-1

k k k-1

xz
k|k-1 k|k-1k|k-1k

xz T zz
k|k-1k k|k-1 k|k-1

,
p(x ,z |z

p x ,z |z

P Pxx
=N ; ,

zz (P )ˆ P

ˆ

ˆ


                        

     (15) 

where k|k-1x̂  and k|k-1P  are the first two moments 

with respect to  k 1:k-1p x |z . k|k 1ẑ   and zz
k|k-1P  are the 

first two moments with respect to  k 1:k-1p z |z , and 
xz
k|k 1P   is the cross covariance matrix between kx  

and kz . The posterior PDF k 1:k )p(x | z  can be ap-
proximated as Gaussian distribution.   

Under the framework of PGAF, the posterior PDF 
can be written as follows,  

γ    
N

λγ
k 1:k k 1:k-1 k k

γ=1

,p(x |z ) p(x |z )  [P(z |x )]     (16) 

where  k
1:k j j=1

z = z
, 

 
n

γ γγ=1
λ =1,λ 0,1 , is the 

progressive step size. 
λ
kx  is the state vector at the λ

-th recursion, and N is the number of product units 
in the progressive process.   

The intermediate one-step predicted PDF and like-
lihood PDF can be written as Gaussian,  

  

   γ γ-1 γ γ-1 γ-1
k 1:k k k|k k|kP x |z =N x ; ,Px̂                 (17) 

     γ γ γ
k k kk k kP z |x =N z ;h x ,R  ,              (18) 

where  N ;μ,Σ  is a Gaussian PDF with mean   

and covariance matrix Σ . γ
k|kx̂  is the estimate of 

γ
kx , and γ

1:kz  is the gradually absorbed measure-

ments sequence. γ
k|kP  is the estimated error covari-

ance matrix at the γ -th recursion. And the j -th di-
agonal element of γ

kR  can be written as 

 γ γ γ2 2
k k,1 k,jR =diag[(σ ) , ,(σ ) ] .                 (19) 

The state γ
kx  together with the step size γλ  and the 

inaccurate measurement noise covariance matrix 
γ
kR  are, respectively, assumed to satisfy Gaussian, 

uniform and Inverse Wishart (IW) priors:  

     
 

γ γ γ-1 γ γ-1 γ-1
γ γ γk k 1:k k k|k k|k

γ γ γ
k k|k-1 k|k-1

p x ,λ ,R |z N x ;x ,P U λ ;0,η
  .

IW R ,U

ˆ

;u



(20) 

However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
[3],  

       k k 1:k k kp x , ,R | z q x q q R   
    .       (21) 

The optimal solution satisfies can be written as,  

     1:k θΛ-θlogq θ =E logp Λ,z +c    .          (22) 

a. Measurement update    

Before achieving the ultimate threshold ε , the 
step size λ , γ , which will be estimated in the 
measurement update.   

The PDF 1:kp(Λ,z )  can be written as follows,  

       

   

γ
γ γ γ-1 γ-1k

1:k k k k k k|k k|k
γ

γ γ-1 γ-1
γ γ k k|k-1 k|k-1

ˆˆ
,

R
p Λ,z = c γ N z ;h x , N x ;x ,p

λ

U λ ;0,η IW R ;u ,U

      

(23) 

where c( γ ) is the normalization constant. And  

 is a Gaussian PDF with mean m  and 
covariance matrix 

  

 
   

  
k 1:k k k k-1 k

k k k 1:k-1 k

p z |z =  p x ,z |z dx

= p z |x x |z dx




 .   (14) 

Based on the assumption that the joint PDF of kx  
and kz  is approximed as Gaussian, (11)-(14) can be 
formulated as follows,  

 
k k k-1

k k k-1

xz
k|k-1 k|k-1k|k-1k

xz T zz
k|k-1k k|k-1 k|k-1

,
p(x ,z |z

p x ,z |z

P Pxx
=N ; ,

zz (P )ˆ P

ˆ

ˆ


                        

     (15) 

where k|k-1x̂  and k|k-1P  are the first two moments 

with respect to  k 1:k-1p x |z . k|k 1ẑ   and zz
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  
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where c( γ ) is the normalization constant. And  
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k|k-1P  are the 

first two moments with respect to  k 1:k-1p z |z , and 
xz
k|k 1P   is the cross covariance matrix between kx  

and kz . The posterior PDF k 1:k )p(x | z  can be ap-
proximated as Gaussian distribution.   

Under the framework of PGAF, the posterior PDF 
can be written as follows,  

γ    
N

λγ
k 1:k k 1:k-1 k k

γ=1

,p(x |z ) p(x |z )  [P(z |x )]     (16) 

where  k
1:k j j=1

z = z
, 

 
n

γ γγ=1
λ =1,λ 0,1 , is the 

progressive step size. 
λ
kx  is the state vector at the λ

-th recursion, and N is the number of product units 
in the progressive process.   

The intermediate one-step predicted PDF and like-
lihood PDF can be written as Gaussian,  

  

   γ γ-1 γ γ-1 γ-1
k 1:k k k|k k|kP x |z =N x ; ,Px̂                 (17) 

     γ γ γ
k k kk k kP z |x =N z ;h x ,R  ,              (18) 

where  N ;μ,Σ  is a Gaussian PDF with mean   

and covariance matrix Σ . γ
k|kx̂  is the estimate of 

γ
kx , and γ

1:kz  is the gradually absorbed measure-

ments sequence. γ
k|kP  is the estimated error covari-

ance matrix at the γ -th recursion. And the j -th di-
agonal element of γ

kR  can be written as 

 γ γ γ2 2
k k,1 k,jR =diag[(σ ) , ,(σ ) ] .                 (19) 

The state γ
kx  together with the step size γλ  and the 

inaccurate measurement noise covariance matrix 
γ
kR  are, respectively, assumed to satisfy Gaussian, 

uniform and Inverse Wishart (IW) priors:  

     
 

γ γ γ-1 γ γ-1 γ-1
γ γ γk k 1:k k k|k k|k

γ γ γ
k k|k-1 k|k-1

p x ,λ ,R |z N x ;x ,P U λ ;0,η
  .

IW R ,U

ˆ

;u



(20) 

However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
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. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
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where c( γ ) is the normalization constant. And  
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ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
[3],  
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measurement update.   

The PDF 1:kp(Λ,z )  can be written as follows,  

       

   

γ
γ γ γ-1 γ-1k

1:k k k k k k|k k|k
γ

γ γ-1 γ-1
γ γ k k|k-1 k|k-1

ˆˆ
,

R
p Λ,z = c γ N z ;h x , N x ;x ,p

λ

U λ ;0,η IW R ;u ,U

      

(23) 
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
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. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
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. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  
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k|k-1P  are the 

first two moments with respect to  k 1:k-1p z |z , and 
xz
k|k 1P   is the cross covariance matrix between kx  

and kz . The posterior PDF k 1:k )p(x | z  can be ap-
proximated as Gaussian distribution.   

Under the framework of PGAF, the posterior PDF 
can be written as follows,  

γ    
N

λγ
k 1:k k 1:k-1 k k

γ=1

,p(x |z ) p(x |z )  [P(z |x )]     (16) 

where  k
1:k j j=1

z = z
, 

 
n

γ γγ=1
λ =1,λ 0,1 , is the 

progressive step size. 
λ
kx  is the state vector at the λ

-th recursion, and N is the number of product units 
in the progressive process.   

The intermediate one-step predicted PDF and like-
lihood PDF can be written as Gaussian,  

  

   γ γ-1 γ γ-1 γ-1
k 1:k k k|k k|kP x |z =N x ; ,Px̂                 (17) 

     γ γ γ
k k kk k kP z |x =N z ;h x ,R  ,              (18) 

where  N ;μ,Σ  is a Gaussian PDF with mean   

and covariance matrix Σ . γ
k|kx̂  is the estimate of 

γ
kx , and γ

1:kz  is the gradually absorbed measure-

ments sequence. γ
k|kP  is the estimated error covari-

ance matrix at the γ -th recursion. And the j -th di-
agonal element of γ

kR  can be written as 

 γ γ γ2 2
k k,1 k,jR =diag[(σ ) , ,(σ ) ] .                 (19) 

The state γ
kx  together with the step size γλ  and the 

inaccurate measurement noise covariance matrix 
γ
kR  are, respectively, assumed to satisfy Gaussian, 

uniform and Inverse Wishart (IW) priors:  

     
 

γ γ γ-1 γ γ-1 γ-1
γ γ γk k 1:k k k|k k|k

γ γ γ
k k|k-1 k|k-1

p x ,λ ,R |z N x ;x ,P U λ ;0,η
  .

IW R ,U

ˆ

;u



(20) 

However, in many cases, the progressive step 
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ence, which is usually replaced by constant 
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. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
[3],  
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where c( γ ) is the normalization constant. And  
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of pseudo range and pseudo range rate are the adverse 
effects of multipath reflection and heavy weather. The 
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where k|k-1x̂  and k|k-1P  are the first two moments 

with respect to  k 1:k-1p x |z . k|k 1ẑ   and zz
k|k-1P  are the 

first two moments with respect to  k 1:k-1p z |z , and 
xz
k|k 1P   is the cross covariance matrix between kx  

and kz . The posterior PDF k 1:k )p(x | z  can be ap-
proximated as Gaussian distribution.   

Under the framework of PGAF, the posterior PDF 
can be written as follows,  

γ    
N

λγ
k 1:k k 1:k-1 k k

γ=1

,p(x |z ) p(x |z )  [P(z |x )]     (16) 

where  k
1:k j j=1

z = z
, 

 
n

γ γγ=1
λ =1,λ 0,1 , is the 

progressive step size. 
λ
kx  is the state vector at the λ

-th recursion, and N is the number of product units 
in the progressive process.   

The intermediate one-step predicted PDF and like-
lihood PDF can be written as Gaussian,  
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  
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where c( γ ) is the normalization constant. And  
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agonal element of γ

kR  can be written as 
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However, in many cases, the progressive step 
size is selected according to engineering experi-
ence, which is usually replaced by constant 

γ
1λ =
N

. This leads to the limitation of selecting 

the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
robot with a tightly coupled integrated naviga-
tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
solve these problems effectively.  

2.4 The PGAF with Variable Step Size  

The approximate posterior PDF can be written as 
[3],  
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Before achieving the ultimate threshold ε , the 
step size λ , γ , which will be estimated in the 
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where c( γ ) is the normalization constant. And  
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However, in many cases, the progressive step 
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the optimal step size under the existing PGAF 
framework, which hinders the further develop-
ment of relevant theories. In addition, combined 
with the multiple approximation calculation of 
Gaussian weighted integration, it is bound to 
produce a large integral approximation error. 
The approximation error accumulated by multi-
step iteration is used as an additional pseudo-
measurement noise for modeling and subsequent 
calculation. This process is often accompanied by 
the generation of the integral approximation er-
ror, medium time-varying actual environment 
and other non-modeling errors that will eventu-
ally lead to the decrease of the accuracy of 
MNCM. In the process of searching the data, it is 
found that the measured data of the inspection 
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tion system show that the error sources of the 
measurement noise of pseudo range and pseudo 
range rate are the adverse effects of multipath re-
flection and heavy weather. The VS-PGAF can 
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a. Measurement update    
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where c( γ ) is the normalization constant. And  
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where  γ i+1
kK  is the progressive filtering gain.   

b. Time update    

In the existing PGAF framework, the predicted 
state estimation k|k-1x̂  and predicted error covari-
ance matrix k|k-1P  during the time update stage can 
be formulated as follows,  

 
 

 

k|k-1 k k 1:k-1 k

k-1 k-1

k-1 k-1|k-1 k-1|k-1 k-1

x = x p x |z dx

f x

ˆ

N x ;x ,Pˆ dx



             (43) 

     

T T
k|k-1 k k k 1:k-1 k k-1|k-1 k-1|k-1

T
k-1 k-1 k-1 k-1 k-1 k-1|k-1 k-1|k-1 k-1

T
k-1 k|k-1 k|k-1

P

.

=  x x p(x |z )dx -x (x )

f x f x N x ;x

Q

ˆ ˆ

ˆ

ˆ ˆ

,P dx

+ -x (x )



       

(44) 

The predicted PDF  k 1:k-1p R |z  can be formulated 
as  

     k 1:k-1 k 1:k-1 k 1:k-1 k-1p R |z =  p R |R p R -1|z dR (45) 

where  k-1 1:k-1p R |z  is the posterior PDF of MNCM 
at k-1 time, and  k k-1p R |R  is the transition PDF. In 
practical applications, the transition model 
 k k-1p R |R  is hard to determine, thus in this paper, 

considering that the MNCM is mildly time-varying 
in many practical applications, a discount factor 

 0,1  is utilized to illustrate the time-fluctution 
level. the prior parameters based on the previous 
posterior PDF and the discount factor   can be for-
mulated as  

k|k-1,j k-1,jα = α                              (46)  

 k|k-1,j k-1,jβ = β .                        (47) 

The proposed VS-PGAF is summarized as Table 1, 
where the preset maximum number of VB recur-
sions can be expressed as VBN , the ultimate num-
ber of fixed-point iterations is M .  

 

3. The Model Decomposition and 
Algorithm 

In order to further optimize the measurement noise 
and improve the calculation accuracy of P matrix, 
this part will introduce how to use the adaptive 
fuzzy controller and the BPNN technologies based 
on the PGAF algorithm framework.  

3.1   Optimization of Measurement Noise 

 

This single point can be seen as a fuzzy set that 
has been clarified in advance. Because this algo-
rithm can improve the efficiency of clarity and 
greatly simplify the amount of computation in 
the usual Mamdani system. The selection of 
fuzzy control rules and membership function of 
fuzzy variables is the key to the design of fuzzy 
controller. considering that its essence is param-
eter optimization, genetic algorithm is intro-
duced into fuzzy control. Genetic algorithm is a 
global search algorithm, which is very suitable 
for the optimal design of fuzzy controller.   

The conclusion of fuzzy reasoning mainly de-
pends on the relationship between input and out-
put and the synthesis algorithm between fuzzy 
sets. The fuzzy adaptive system of robot meas-
urement noise adopts the fuzzy controller struc-
ture of double input and a single output. The two 
inputs of the system have 7 fuzzy subsets, so 49 
fuzzy rules can be formed, and the inference 
rules can be expressed as, 

Table  1 

Fuzzy rule table 

 

I-a  

 I-b 

NL NS Z PS PL 

NL 7 6 6 5 4 

NS 6 5 5 4 3 

Z 6 5 4 3 2 

PS 5 4 3 3 2 

PL 4 3 2 2 1 

In general, when the covariance becomes larger 
and deviates from the zero mean, the filter will 
tend to be unstable. In order to avoid filter diver-
gence and improve robustness, the fuzzy logic 
system is used to select the appropriate adaptive 
factor ( ζ ), and the posterior error covariance ma-
trix is optimized by adjusting the proportion of 
measurement noise. 

3.2. Optimization of Covariance Matrix 

Firstly, the data are imported into the input layer, 
and then the training set and test set randomly 
generated by the toolbox are allowed. To ensure 
the reliability and operation efficiency of the 
training set, a total of 10 samples need to be col-
lected in the training set, and 7 groups of samples 
need to be collected in the test set. Secondly, the  

 

 is the progressive filtering gain. 
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b Time update 
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at k-1 time, and  k k-1p R |R  is the transition PDF. In 
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considering that the MNCM is mildly time-varying 
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mulated as  
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The proposed VS-PGAF is summarized as Table 1, 
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sions can be expressed as VBN , the ultimate num-
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3.1   Optimization of Measurement Noise 
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greatly simplify the amount of computation in 
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The conclusion of fuzzy reasoning mainly de-
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fuzzy rules can be formed, and the inference 
rules can be expressed as, 
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factor ( ζ ), and the posterior error covariance ma-
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The proposed VS-PGAF is summarized as Table 1, 
where the preset maximum number of  VB recursions 
can be expressed as VBN , the ultimate number of 
fixed-point iterations is M . 

3. The Model Decomposition and 
Algorithm
In order to further optimize the measurement noise 
and improve the calculation accuracy of P matrix, 
this part will introduce how to use the adaptive fuzzy 

controller and the BPNN technologies based on the 
PGAF algorithm framework. 

3.1. Optimization of Measurement Noise
This single point can be seen as a fuzzy set that has 
been clarified in advance. Because this algorithm 
can improve the efficiency of clarity and greatly sim-
plify the amount of computation in the usual Mam-
dani system. The selection of fuzzy control rules and 
membership function of fuzzy variables is the key to 
the design of fuzzy controller. considering that its es-
sence is parameter optimization, genetic algorithm is 
introduced into fuzzy control. Genetic algorithm is a 
global search algorithm, which is very suitable for the 
optimal design of fuzzy controller. 
The conclusion of fuzzy reasoning mainly depends 
on the relationship between input and output and the 
synthesis algorithm between fuzzy sets. The fuzzy 
adaptive system of robot measurement noise adopts 
the fuzzy controller structure of double input and 
a single output. The two inputs of the system have 7 
fuzzy subsets, so 49 fuzzy rules can be formed, and the 
inference rules can be expressed as,

Table 1
Fuzzy rule table

I-a 
 I-b NL NS Z PS PL

NL 7 6 6 5 4

NS 6 5 5 4 3

Z 6 5 4 3 2

PS 5 4 3 3 2

PL 4 3 2 2 1

In general, when the covariance becomes larger and 
deviates from the zero mean, the filter will tend to be 
unstable. In order to avoid filter divergence and im-
prove robustness, the fuzzy logic system is used to se-
lect the appropriate adaptive factor (ζ), and the poste-
rior error covariance matrix is optimized by adjusting 
the proportion of measurement noise.

3.2. Optimization of Covariance Matrix
Firstly, the data are imported into the input layer, and 
then the training set and test set randomly generated 
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by the toolbox are allowed. To ensure the reliability 
and operation efficiency of the training set, a total of 
10 samples need to be collected in the training set, and 
7 groups of samples need to be collected in the test 
set. Secondly, the divided training set and test set are 
normalized. Finally, the training parameters are set, 
BPNN is run, and the simulated data are denormal-
ized and then output. 
Summarize the steps as follows, 
Set 

 

 

divided training set and test set are normalized. Fi-
nally, the training parameters are set, BPNN is run, 
and the simulated data are denormalized and then 
output.   

Summarize the steps as follows,   

Set  γ i+1
i k|kI =P , input layer to hidden layer:  
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The activation function of hidden layer:  

  h h hB =f A -f .                         (49) 

  Hiding layer to output layer:  
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Activation function of output layer:  

  k
j j jO =f B -θ .                        (51) 

The error:  
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this paper set  γ i+1
jk|kP =O ,   and when kE < , the 

calculation results are not credible, and the neural 
network is recalculated.  

3.3 The Algorithm Derivation 

Robustness and accuracy of the algorithm is shown 
below. In order to reduce the influence of noise on 
the AFNPGAF-VS, this paper proposed that the 
measurement noise covariance matrix by the adap-
tive fuzzy controller and estimated error covari-
ance matrix can be optimized by BPNN algorithm, 
it can be expressed as, 
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gram of the proposed algorithm. The chart consists of 
two parts: the "Time Update" part represents the time 
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date" part represents the measurement update stage 
of algorithm, it including the adaptive fuzzy control-
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BPNN controller. 

  

 

 
4. Simulation Results 
In this simulation, in order to compare with the ex-
isting similar filtering algorithms [3], we chose the 
existing PGAF-VS, the PGAF-VS with the adaptive 
fuzzy controller (AFPGAF-VS) and the proposed 
PGAF that with both the adaptive fuzzy controller 
and the BPNN are taken into comparison. All the 
filters are configured with identical parameters.    

In addition, this paper considers that the standard 
CKF is one of the most typical GAF. Thus, this pa-
per also put CKF into the comparison. The existing 
AFPGAF-VS are taken into comparison to verify 
the superiority of the AFNPGAF-VS. The existing 
PGAF-VS is set as N = 20. For AFPGAF-VS and 
AFNPGAF-VS, this paper set the discount factor 

-4m=1-e , and 0,jα =0 , 0,jβ =1  with j=1 m , respec-
tively.    

To compare the performances of the proposed fil-
ters with existing filters, the root-mean-square er-
rors (RMSEs) of the position, velocity, and attitude 
are chosen as the performance metrics. The RMSE 
in position is defined as [9],  
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where the true and estimated positions at the s-
th Monte Carlo run can be written as  s s

k kλ ,ρ  and 

 s s
k kλ ,ρˆ ˆ . The RMSE value can be used as an im-

portant index to describe the estimation accuracy 
of algorithm. Similar to the RMSE in position, this 
paper can also formulate the RMSE in velocity 
and attitude.  
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In this case, it is seen from Figure 4-6 and Table 2 
that the proposed filter has smaller RMSEs of the 
state variable than the other filters over most time 
throughout the simulation process. The pro-
posed filter has considerably improved filtering 
accuracy as compared to the CKF, PGAF-VS and 
the AFPGAF-VS.    

This section will list the average value of WCR 
using the CKF, PGAF-VS, AFPGAF-VS, the pro-
posed filter, the results are as follows in Figures 
4-6. As can be seen, the comparison results of 
three different RMSEs (include position, velocity, 
attitude) between the three algorithms indicated 
that the proposed filter showed a relatively ideal 
level, with obvious stability and accuracy than 
other filters, so the proposed filter performed 
slightly better than PGAF-VS and CKF in these 
three indices.  
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Figure 5 
RMSEs of the target velocity 
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Table 2
Average value of RMSEs

Filters CKF PGAF-
VS 

AFPGAF-
VS 

AFNP-
GAF-VS 

North Position -0.997  1.199  0.930  0.925

East Position -0.123 0.299 -0.047 -0.029

Down Position -3.061 -3.180 -3.046 -2.680 

North Velocity -0.005 -0.009 -0.006 -0.006

East Velocity -0.008 0 -0.001 -0.001

Down Velocity -0.081 -0.004 -0.002 -0.001

North Attitude 0.014 0.002 -0.003 0.002

East Attitude 0.009 0.013 0.010 0.007 

Down Attitude 0.016 -0.034 -0.015 -0.012

Table 3
NEES values of the filters

Filters CKF  PGAF-VS  AFP-
GAF-VS  AFNPGAF-VS 

 6.467 6.869  2.935  2.333

Table 3 shows the NEES values of the proposed filter 
and existing filter. From the results, this paper can 
conclude that the NEES value of the proposed filter is 
the smallest, so the reliability and integrity of the pro-
posed filter are better than the existing filters. This re-
sult further explains that the proposed filter has bet-
ter estimation credibility, this paper also needs to see 
that the computational complexity of the proposed 
filter is slightly higher than that of the existing filters.  
The stability of filters operation effect can be ex-
pressed by the averaged absolute value of biases 
(AAVB), the AAVB is defined as follows: 
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This paper can see from the Figures 7-9 that the 
proposed filter has smaller AAVBs of position, 
velocity and attitude but slightly higher compu-
tational complexity than CKF and PGAF-VS. 
Moreover, the proposed filter has smaller bias 
and better estimation accuracy than the AFP-
GAF-VS.  
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plexity than CKF and PGAF-VS. Moreover, the pro-
posed filter has smaller bias and better estimation 
accuracy than the AFPGAF-VS. 
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Figure 9 
AAVBs of the target attitude
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The real trajectory and the trajectories estimated 

 

 

 

 

5. Field Performance Test
To further test the performance of the proposed filter 
in robot navigation system, this section will use the 
navigation filter results of the robot in the actual mo-
tion to validate the simulation part. 
According to the demand, we finally use the complex 
environment surrounding a college teaching build-
ing as an experimental field and chose to build a suit-
able inspection robot, the hardware circuit modules 
of the robot control system in this experiment are as 
follows [30], 
1 Wireless communication module 
2 Rocker module 
3 Motor drive module
4 Main controller circuit
5 External connection module 
6 Power module

The real reference trajectory and the trajectories esti-
mated by different filters are compared in Figure 10. It 
is seen from Figure 10 that the estimated trajectories 
from the proposed filter are closer to the true trajecto-
ry as compared with existing filters most time, partic-
ularly after longitude and latitude ( 0.05 ,0.87o o ), the 
accuracy of the PGAF-VS and AFPGAF-VS are better 
than the standard CKF, but worse than the proposed 
filter, which is caused by the process and measure-
ment outliers. 
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The navigation running time length is 600s, actual 
trajectory of the robot is shown in Figure 13. The 
actual robot road map given by the map software 
can be seen that the robot trajectory is surrounded 
by buildings and jungle, and the satellite navigation 
observation conditions are not good. In this case, the 
advantages of combined navigation can be well-re-
flected.
The measured data of the combined navigation filter-
ing algorithm before and after the improved filtering 
algorithm was uniformly recorded and compiled into 
Tables 6-7, which contains the error mean/variance 
statistical results of the robot during the measured 
process, controlling the data acquisition time at 600s, 
acquisition interval at 5s.  
Figures 16-18 show the different error changes after 
using the filtering algorithm. It can be clearly seen 
from the figures that after using the proposed filter-
ing algorithm, the filtering effect of the measured 
data is significantly improved. At the beginning of the 

  Gyroscope Accelerometer 

Enter the data range ±600°/s ±10g 

Zero offset 0.01°/h  1mg'

Scaling factor error 3ppm  10ppm 

Random walk 0.03°/h½ 10μg/Hz½

Output data type angle 
increment velocity gain 

Table 4
Gyro and accelerometer parameters

Figure 16
Position difference before and after optimization 

 

Figure 17
Velocity difference before and after optimization

Figure 18
Attitude difference before and after optimization

 

three-dimensional velocity error in altitude, north-
ward and eastward, there is a slight jump but it con-
verges quickly, and it maintains a stable state after 
300s. In terms of position error, the longitude and 
height errors are controlled within 5m, all three er-
rors show a good filtering effect in general. 

 

After sorting the data collected by the robot, the ex-
perimental results before and after the improved algo-
rithm were generated. In the statistics of the position-
ing error mean, that when the simulation time is 600s, 
the positioning error value near zero is very small, so 
the noise in the gyroscope and the accelerometer is 
zero mean Gaussian white noise, the improved algo-
rithm and the improved combined navigation filter 
algorithm are the position estimation during the po-
sitioning. The positioning error variance of the three 
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Table 5
Basic parameters of the robot

Table 6
Position error mean and error mean square

GPS Model  Robot Model Bottom-floor Drive Plate Robot Size

BDS+GPS+ GLONASS UFX-554072 STM32F 103RCT6 329mm×242mm× 440mm(3.1kg)

Operating System Programming language Battery capacity Radar Model

 Ubuntu mate 18.04  Python & C++ 8000mA Rplider A1

IMU Model Straight-Line Speed (Max) Drive Model Type Electrical Machinery Type

Nine-axis gyro sensor 1.2m/s Differential ID governor drive The DC has brush motor

Position error 
mean(m)  After processing Before processing

The X-axis -0.0114 -0.0121 

The Y-axis -0.0226 -0.0422

The Z-axis -0.0237 -0.0531 

Position error mean 
square(m2)  After processing Before processing

The X-axis 16.8126 19.0581 

The Y-axis 42.9512 51.8275

The Z-axis 33.2949 37.0410 

Table 7
Velocity error mean and error mean square

Velocity error 
mean(m/s) After processing Before processing

The X-axis -0.0193 -0.0281

The Y-axis -0.0295 -0.0395

The Z-axis -0.0437 -0.0594 

Velocity error mean 
square(m/s2)  After processing Before processing

The X-axis 0.4169 0.5214

The Y-axis 1.3294 1.5015

The Z-axis 0.9325 1.0125 

axes shows through the comparison of the proposed 
algorithm, the result of the combined navigation fil-
tering algorithm measures the measured noise and 
optimizes the posterior error covariance matrix using 
the BPNN to control the error in the ideal range. It is 
shown that the improved filtering algorithm has im-
proved significantly. 

6. Conclusion
In this paper, we proposed an adaptive fuzzy and 
neural network controller base on PGAF with 
variable step size could be used in the prior uncer-
tainty and higher requirements for measurement 
accuracy, looking at the results of the experiment 
as a whole, the proposed algorithm improves the 
estimation accuracy and robustness obviously. As 
compared with the existing PGAF-VS, under the 
premise that less gradual progress is required, the 
proposed filter can achieve better estimation accu-
racy. But considering that this paper has some lim-
itations, for example, the non-Gaussian noise can-
not be considered in this paper’s research range, so 
the next research goal will be to solve the problem 
about nonlinear filtering optimization under dif-
ferent noise distributions. 
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