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(Distributed) Denial of Service (DoS/DDoS) attacks are performed to bring down a target by flooding it with 
useless traffic. Because the DoS/DDoS attackers often change their styles and attack patterns, the nature and 
characteristics of these attacks need to be examined cautiously. Developing mechanisms to detect this menace 
is a challenging task. Recently, deep learning has played a major role in the growth of intrusion detection solu-
tions. In recent years, significant attempts have been made to construct deep learning models for countering 
DoS/DDoS threats. In this review, we provide a taxonomy of DoS/DDoS attacks and deep learning-based DoS/
DDoS detection approaches. Then, the article focuses on the recent (from 2016 onwards) defensive methods 
against DoS/DDoS attacks that exploit the advantages of deep learning techniques and discusses the key fea-
tures of each of them. As datasets are imperative for deep learning techniques, we also review the tradition-
al and contemporary datasets that contain traces of DoS/DDoS attacks. The findings from the review articles 
are as well summarized and they urge that more effort be made to strengthen the existing state-of-the-art ap-
proaches to coping with the dynamic behavior of the attackers. The imbalances in the surveyed articles are also 
highlighted. Finally, we outline a few key research directions that will need additional focus in the near future 
to ensure good security against DoS/DDoS attacks using deep learning approaches.
KEYWORDS: DoS, DDoS attacks, Datasets, Flooding, Deep Learning.
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1. Introduction
A Denial of Service (DoS) attack involves overwhelm-
ing a target server with traffic, rendering it inoperable. 
Unlike other types of attacks, the main intention of a 
DoS attacker is not to steal information but to degrade 
the performance or bring down a target. A form of 
DoS attack, called as DDoS (Distributed DoS) attack, 
is initiated from multiple systems simultaneously, 
thereby leading to quick exhaustion of resources on a 
target system. Botnets of malware-infected comput-
ers are one way to create DDoS attacks. We present an 
insight into what these attacks are, by taking a look at 
some of the most notable DoS/DDoS attacks to date.
One of the largest DDoS assaults on GitHub was in 
February of 2018. During this attack, incoming traf-
fic was detected at a pace of 1.3 Tbps. Fortunately, 
GitHub has a DDoS security mechanism that warned 
within 10 minutes of the attack's start and was able to 
instantly stop the attack. This was the one of world's 
largest DDoS strikes, which lasted about 20 minutes 
[87] In October 2020, Google stated that its infra-
structure had been subjected to a large 2.5 Tbps DDoS 
attack, the highest-bandwidth attack reported to date, 
which employed numerous techniques of attacks. The 
attackers exploited many networks to fake 167 million 
of packets per second to 180,000 vulnerable CLDAP, 
DNS, and SMTP servers, which then sent massive re-
sponses. This was four times the size of the Mirai bot-
net's previous year's record-breaking 623 Gbps attack 
[87]. Amazon Web Services (AWS) was the target of 
a massive DDoS attacks in February 2020. This was 
the most severe DDoS attack in recent history, and it 
was launched against an anonymous AWS client via 
CLDAP reflection. This approach leverages insecure 
third-party CLDAP servers to multiply data delivered 
to the victim's IP address by 56 to 70 times. Three 
days later, the attack peaked at 2.3 Tbps. Having seen 
the recent DDoS attacks and their sheer scale, let us 
now look at the consequences. 
According to NexusGuard survey [99], DoS/DDoS at-
tacks rose by more than 542% in the first quarter of 
2020 as compared to the fourth quarter of 2019. This 
is attributed to a surge in disruptive cyber behaviour 
during the Covid-19 pandemic. A report on DDoS at-
tacks [101] enumerates the DDoS attacks and their 
effects throughout the first quarter of 2020. NET-
SCOUT Arbor’s 13th annual Worldwide Infrastructure 
Security Report [86] identified the following findings:

1 In 2018, the cost of downtime caused by DoS/DDoS 
attacks was $221,836.80. Germany incurred the 
largest expenses of downtime, totaling $351,995.

2 Businesses were once again exposed to risk from 
within the firewall—indeed, from the firewall itself. 
43% indicated that their firewall and/or intrusion 
prevention system contributed to an outage during 
a DoS/DDoS attack. Additionally, hostile insid-
ers constituted a hazard, as more than a quarter 
of respondents reported that their business had 
been the victim of an attack by a malicious insider 
in 2018. In recent years, there have been multiple 
instances of similar attacks as a result of insider 
threats that have gone unreported by the victim 
organisations for fear of attracting unfavorable at-
tention.

3 In 2017, the survey respondents reported revenue 
loss as a business impact of DDoS attacks. An es-
timated 10% of firms have been subjected to an at-
tack with a cost of more than $100,000, which was 
five times more than the previous year. In addition, 
57% listed reputation or brand damage as the key 
business impact of an attack.

According to the findings of NETSCOUT Threat In-
telligence Report, in the first half of 2021 [85], adver-
saries floated nearly 5.4 million DDoS attacks, an 11% 
increase over the same time in 2020. Although attack 
counts went down from May to June 2020, the world 
is still on track to approach close to a record-break-
ing 11 million DDoS attacks in 2021. According to 
Imperva's 2019 Global DDoS Threat Landscape Re-
port, the biggest application layer DDoS attacks has 
been observed in 2019 [84]. This attack lasted 13 days 
and reached 292,000 requests per second at its peak. 
Furthermore, according to another report [102], the 
number of application layer DoS/DDoS attacks dou-
bles every quarter of the year, despite the fact that the 
number of network layer attacks in the fourth quarter 
of 2017 reduced by a massive 50% compared to the 
third quarter of 2017. Tripathi and Hubballi [121] list-
ed application layer DoS/DDoS attack incidents and 
discussed the type of attacks and their impacts.
From above reports, it is very clear that the attackers 
hire systems to mount DDoS attacks against competi-
tors’ websites with the intention of not only to impact 
the website, but also impact the business. A DoS/DDoS 
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attack is relatively inexpensive, but the impact on busi-
ness can be huge. In addition to immediate financial 
expenses, this lack of service harms the company's rep-
utation, which could have far-reaching consequenc-
es in the long run. A white paper which analyzed the 
business impact of DDoS attacks [126] identifies a few 
impacts of DoS/DDoS attacks on business namely dis-
ruption to access to the data, business disruption and 
hitting the customer trust and value. Of course, identi-
fying who carried out a DoS/DDoS attack is quite diffi-
cult. Since the attack will not originate from attacker's 
IP address attempting to take legal action against an 
attacker being suspected is unlikely to be successful 
unless we have extensive financial resources.
As DoS/DDoS attackers change the nature of attacks 
often and these attacks do not have common charac-
teristics, it is very difficult to detect and mitigate the 
impacts these attacks. It is to be exceedingly difficult 
to resist or trace these attacks. Generally, automated 
software tools, called botnets are deployed to launch 
DoS/DDoS attacks. Many defensive mechanisms 
have been suggested to thwart the DoS/DDoS attacks. 
A classification of DoS/DDoS defensive approaches 
is presented in [52, 55]. Kayacik et al. [52] classified 
the detection approaches either as signature based 
or anomaly based. The AI based approaches like ma-
chine learning techniques have been classified under 
anomaly-based techniques. And, Khalaf et al. [55] cat-
egorized the defensive mechanisms as statistical and 
AI based approaches. These classifications show the 
role of AI in DoS/DDoS defensive algorithms. But, in 
both classifications only machine learning algorithms 
have been covered. A recent survey by Gümüşbaş et al. 
[34] presented a comprehensive overview of machine 
learning and deep learning approaches for intrusion 
detection systems. 
Deep learning has emerged as a new technique due to 
its ability to handle huge volume of data and provide 
high accuracy with its distinctive learning mechanism. 
Deep learning is one of the latest research develop-
ments in AI, and it seeks to overcome the challenges 
that conventional machine learning approaches have. 
Human efforts are required in machine learning algo-
rithms for feature extraction. While processing huge 
amount of data, feature extraction by human would not 
be efficient. In such cases, deep neural networks per-
form better than a human. The success of deep learn-
ing algorithms in many domains grabbed the attention 
of researchers in cybersecurity too. Deep learning is a 

branch of machine learning approaches that use Arti-
ficial Neural Networks (ANN) as their foundation. An 
ANN has three layers: input, output, and a hidden lay-
er. Deep Neural Network (DNN) is an ANN with many 
hidden layers, and this is where deep learning comes 
into play. A deep learning system learns itself by filter-
ing information through multiple hidden layers. DNNs 
extract important features from data to solve the cy-
ber-attack detection problem by the process of deep 
learning. Subsequently, the researchers have started 
to use deep learning techniques for addressing DoS/
DDoS attacks also, but still applied less for the detec-
tion of DoS/DDoS attacks. Imamverdiyev and Abdul-
layeva [44] have presented a survey on deep learning 
based DDoS detection methods proposed till 2016 and 
also, the articles reviewed have been using only KDD 
CUP 99/ NSL KDD datasets. These datasets were 
created long back and do not really reflect the recent 
trends in the attack traffic. Thus, the primary aim of 
this article is to provide an overview of recent research 
activities that use deep learning models to detect DoS/
DDoS attacks using both conventional and contempo-
rary datasets. 
The rest of the article is orchestrated as follows. Sec-
tion 2 briefly provides recent DoS/DDoS detection 
approaches and our contributions in this work. In 
Section 3, we define strategies adopted to include and 
exclude the review articles in this study. A taxonomy 
of DoS/DDoS attacks and deep learning-based detec-
tion approaches are summarized in Section 4. This 
section also gives a brief overview of various deep 
learning algorithms. The traditional and recent data-
sets for DoS/DDoS attacks are explored in Section 5. 
We analyze all recent research attempts which use 
deep learning algorithms for defending against net-
work/transport and application layer DoS/DDoS at-
tacks in Section 6 and provide a detailed report of the 
same. Based on our study, we present our findings and 
observations in Section 7. Finally, Section 8 concludes 
our survey with a few guidelines for further research. 

2. Recent Surveys on DoS/DDoS 
Detection Mechanisms
An Intrusion Detection System (IDS) is a common 
technique for tracking and detecting internal and 
external intrusions aimed at damaging a network or 
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server. It includes tools and procedures for screening 
the computer system and network activity, as well as 
analyzing activities with the goal of detecting poten-
tial intrusions affecting the system. Many studies have 
been conducted to build IDS using machine learning 
and deep learning techniques. In this section, we in-
tend to summarize the IDS solutions based on Deep 
Learning. Since long back, the researchers have been 
applying machine learning techniques to build IDS for 
detecting cyber-attacks. As the attackers and attack-
ing tools like botnets have been changing their style of 
attacks and produce a very huge volume, the machine 
learning techniques faced many challenges and issues. 
One of the challenges is to handle the huge data, which 
requires more training time. Nevertheless, a subset of 
machine learning called, Deep Learning provides an 
effective learning mechanism from a huge data. So, 
numerous research attempts have been devoted to 
make use of deep learning for developing IDSs. 
A review on deep learning methods for anoma-
ly-based intrusion detection systems (almost 35 pa-
pers) was proposed by Arwa Aldweesh et al. [6]. The 
authors gave a detailed taxonomy of deep learning 
based IDSs and the datasets used for developing IDSs. 
Also, the authors have thrown a light on directions 
for future research. Elike Hodo et al. [37] present-
ed a classification of IDSs and taxonomy of machine 
Learning based IDSs. This article also provided a sur-
vey on deep learning based IDSs. Many reviews [4, 66, 
70] have also focused on the classification of differ-
ent machine learning and deep learning approaches 
for intrusion detection. Another survey by Dilara et 
al. [34] presented a brief overview of various bench-
mark datasets used for developing IDSs, attack types 
in these datasets and common deep learning methods 
for IDSs. From these surveys, we understood that the 
researchers gave a significant attention to the intru-
sion detection and built IDSs to detect various intru-
sion activities like unauthorized access, man-in-the-
middle attacks etc. DoS/DDoS attacks are one of the 
riskiest intrusion operations that intruders engage 
in. The DoS/DDoS attacks are considered as the se-
rious attacks and the consequences of these attacks 
are disastrous. They inflicted damages to major In-
ternet giants like Yahoo, Amazon, Microsoft, eBay 
etc. and caused them enormous financial losses [31]. 
Even though, these losses occur long back, the impact 
of these attacks still continues. Recent surveys con-
ducted among business and security professional by 

Corero, Kaspersky Lab Study and Gartner revealed 
the importance to be given to address these attacks 
[60, 100, 103]. Therefore, the main intend of this sur-
vey is to address detection approaches for DoS/DDoS 
attacks exclusively. 
In the recent years, threats to the network systems 
have been increasing. Especially, DoS/DDoS attacks 
have attracted the attention of many network security 
research groups. Perpetration of DoS/DDoS attacks 
requires almost no knowledge and inflicts the great-
est damage to the victim. Most of the research efforts 
used DARPA 1998, NSL-KDD, KDD 99 [22, 54, 63] 
datasets to develop an IDS. These datasets, generated 
for many years, have been used as benchmark datasets 
and for performance evaluation of classification algo-
rithms. They were generated in a laboratory set up. 
The attacks in databases, however, date back to 1999 
and are very out of date [80] and cannot actually rep-
resent the behavior of the recent DoS/DDoS attacks. 
But, there are benchmark datasets that contain a huge 
number of records for recent flooding DoS/DDoS at-
tacks. Therefore, we review the detection approach-
es that use contemporary datasets containing more 
recent attack traces. However, there are a few recent 
surveys on the detection mechanisms for DoS/DDoS 
attacks [46, 52, 88]. Nonetheless, these mechanisms 
rely on statistical, data mining, information theoretic, 
artificial intelligence, entropy-based and cloud-based 
approaches, but not on deep learning techniques. 
As a result, we believe no previous research has of-
fered a systematic overview of deep learning methods 
used to detect DoS/DDoS attacks. The following are 
our contributions to this study:
 _ We classify the DoS/DDoS attacks based on the 

amount of traffic an attacker injects to bring down 
a system.

 _ Since, the existing surveys provide deep learning 
solutions for generic intrusion activities, we 
present taxonomy of the cutting-edge deep 
learning-based solutions for DoS/DDoS attacks.

 _ We present a comprehensive survey of network and 
application layer DoS/DDoS attacks and mention 
the type of models, attacks detected, dataset used 
by each model. 

 _ Additionally, we discuss recent benchmark 
datasets that aid in the development of deeper 
learning based solutions for DoS/DDoS attacks.
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 _ We also present a set of botnet tools used to launch 
DoS/DDoS attacks.

 _ We have extensively reviewed more than 100 
articles and shortlisted the articles related to the 
subject of study. We also explore the strengths 
and limitations of each of the shortlisted defense 
mechanism, as well as how they compare to one 
another on a number of different metrics.

 _ Towards the end of article, we also present the 
findings from the reviewed articles and the possible 
extension of work proposed in most of the research 
efforts.

Even though, there are a few recent surveys on the 
detection mechanisms for DoS/DDoS attacks [46, 
52, 88], but not based on deep learning techniques. 
Hence, we believe no previous research has offered a 
systematic overview of deep learning methods used 
to detect DoS/DDoS attacks. To summarize, we pro-
vide researchers with a greater understanding of the 
DoS/DDoS attacks and defensive mechanisms using 
deep learning techniques.

3. Review Methodology
In order to identify the research efforts related to 
the proposed study, we adopted the following search 
strategies.
1 Identifying the appropriate digital libraries to search 

for the articles related to the proposed study: The fol-
lowing digital libraries have been searched for.

 _ Elsevier (https://www.elsevier.com/)
 _ Science Direct (https://www.sciencedirect.com/)
 _ IEEE Xplore (https://ieeexplore.ieee.org/)
 _ Web of Science  
 _ (https://apps.webofknowledge.com/)
 _ Scopus (https://www.scopus.com/)
 _ Wiley (https://onlinelibrary.wiley.com/)
 _ ResearchGate (https://www.researchgate.net/)
 _ Hindawi(https://www.hindawi.com)
 _ MDPI (https://www.mdpi.com/
 _ https://dl.acm.org/conference/ccs/ proceedings/
 _ https://dblp.org/ (include all conferences)

2 Identifying the key terms related to the proposed 
study: The key search terms used have been cho-

sen based the subject under study. We have used 
the search terms such as “DoS attacks”, “DDoS at-
tacks”, “DoS/DDoS attacks” and “Deep Learning” 
to retrieve the articles for the review. In recent 
years, deep learning-based identification of DoS/
DDoS attacks has piqued researchers' attention. 
Therefore, publications during the last five years 
(from 2016 onwards) have been selected. This 
search has led to a large number of papers, and we 
sorted out the most relevant articles. 

3 Examining the title, abstract and methodology 
used in the articles downloaded from digital librar-
ies and deciding to include and exclude them for 
review: The title and abstract of each of the articles 
downloaded from the digital libraries were exam-
ined and shortlisted based on subject under study 
during the initial selection. For further screening, 
the methodology and datasets used in the shortlist-
ed articles were investigated. The selection pro-
cess during the screening includes inclusion and 
exclusion criteria. Studies that use deep learning 
algorithms to detect DoS/DDoS attacks exclusive-
ly, studies that use deep learning models to detect 
intrusion detection but including DoS/DDoS at-
tacks, studies that focus on the taxonomy of DoS/
DDoS attacks, studies that detect DoS/DDoS at-
tacks in IoT, SDN, and studies that used datasets 
containing DoS/DDoS traces have all been includ-
ed. We have excluded the studies that use deep 
learning model for intrusion detection in general, 
the studies conducted before 2016 and studies that 
used NSL/KDD datasets only.

4. Taxonomy of Deep Learning 
Models for DoS/DDoS Attacks 
Detection
This section explores the types of DoS/DDoS attacks 
and commonly used deep learning techniques for de-
tecting these attacks. Architectures for deep learning 
are represented by a spectrum of options that can be 
used to develop solutions for a variety of domains. 
These systems can be either feed-forward focused or 
recurrent networks that allow for the consideration 
of previous inputs to be taken into consideration. The 
following section provides a high-level overview of 
common deep learning architectures.
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4.1. Taxonomy of Deep Learning Models 
After reviewing the articles on deep learning models 
for detecting DoS/DDoS attacks, we classify them 
based on the nature of learning they use and further 
on statistical techniques used by them and present 
the classification in Figure 1. 

Figure 1
Taxonomy of Deep Learning Architectures

4.1.1. Nature of Learning 
Deep Learning algorithms can be commonly classi-
fied into supervised and unsupervised. A supervised 
learning algorithm is the one which learns from la-
belled data and predicts the outcome of an unseen 
data. Unsupervised learning is a type of learning in 
which a system learns on its own to find knowledge 
and is mostly used for unlabeled data. Supervised 
deep learning techniques are used for classification of 
image and text data, object detection, face recognition 
etc. whereas unsupervised deep learning techniques 
are used for word embedding, image encoding into 
lower or higher dimensional etc. Based on the type 
of datasets, whether labelled or un-labelled, suitable 
deep learning techniques have been employed by the 
researchers for detecting DoS/DDoS attacks. 

4.1.2. Statistical Models of Learning
In statistical classification, the deep learning ap-
proaches are further classified into generative and 
discriminative. Generative models are the models 

which take an input and produce multiple results, 
commonly in sequence, that is relevant or related to 
the input, whereas the discriminative models take an 
input and produce a single result, which is the clas-
sification of the input. Thus, generative models are 
suitable for unsupervised learning and discrimina-
tive models are appropriate for supervised learning. 
Below we present a brief overview of various deep 
learning approaches.

4.1.3. Multilayer Perceptron
One of the most common types of neural networks is 
the multilayer perceptron, or MLP. There are one or 
more layers of neurons in it. The input layer receives 
data, one or more hidden layers have levels of abstrac-
tion, and the output layer makes predictions. MLPs 
are well suited to classification prediction problems 
in which inputs are given a class or label, as well as re-
gression prediction problems.

4.1.4. Convolutional Neural Network
A Convolutional Neural Network (CNN) or Convnet 
is a neural network with a series of layers, each of 
which uses a differentiable function to translate one 
volume of activations to another. There are two basic 
building blocks of CNN namely feature extraction and 
classification blocks. The feature extraction block has 
a set of convolution and pooling layers. The classifi-
cation block has flattening and fully connected lay-
ers. Filters represent lower dimensional slices of the 
input data in a convolutional layer. To create feature 
maps, the filters convolve the entire input. The fea-
ture maps are then sub-sampled and the dimension-
ality of the feature maps is minimized by the pooling 
layer [94]. The flattening layer flattens the data into 
an array so that CNN can read it. Finally, we have fully 
connected layer having two or three hidden layers and 
an output layer generally using Softmax classifier that 
classifies among a large number of classes. CNNs are 
used as feature extractors and classifiers for intrusion 
detection, despite their use in image processing and 
classification. This is due to their ability to work with 
complex data. 

 4.1.5. Recurrent Neural Networks 
RNNs, or recurrent neural networks, are neural net-
works that learn sequential data over time steps. The 
types of inputs and outputs supported are the best way 
to explain sequence prediction problems. In a typical 
neural network, each neuron's output is determined 
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by the current input, with no relationship between 
the input and the neuron's previous output. However, 
if we want to predict the next word in a sentence, we 
must recall the previous words in order to do so cor-
rectly. Thus, RNN was introduced [69]. Unlike feed 
forward neural networks, RNN have cyclic connec-
tions thus making them more appropriate for model-
ing sequence of data. As a result, in recent years, RNN 
has played an important role in machine translation, 
robot control, time series prediction, speech recog-
nition, speech synthesis, language modeling, human 
action recognition, intrusion detection, and other ar-
eas[9]. Long Short-Term Memory (LSTM) and Gated 
Recurrent Unit (GRU) are two types of RNN.
LSTM: When training, conventional RNNs face the 
issue of vanishing gradients. The LSTM algorithm is 
used to solve this problem. RNN also has a problem 
with short-term memory. RNN cannot carry infor-
mation from earlier time steps to later ones for long-
term dependencies if a series is long enough. Hence, 
LSTM is a good choice for sequences with long term 
dependencies.
GRU: An LSTM without an output gate is known as a 
GRU. At each time step, GRU is able to write the con-
tents of memory cells to the larger net. The vanishing 
gradient problem in RNN is also addressed by GRU. 
Since both are constructed similarly and, in some 
cases, produce equally excellent results, GRU can be 
considered a variant of the LSTM. 

 4.1.6. Auto Encoder
The Auto Encoder (AE) is a kind of neural network 
with the output layer having the same dimensionality 
as the input layer [10]. An AE consists of three com-
ponents:
Encoder: a fully connected, feed-forward neural 
network that compresses an input into latent space 
representation. The encoder also encodes the input, 
mostly images, as compressed representations in a 
reduced dimension. 
Code: a reduced representation of the input that will 
be fed into the decoder.
Decoder: a feedforward network that reconstructs 
the input from the code back to its original dimen-
sions. 
Stack AE (SAE), sparse AE, and de-noising AE, Con-
volutional AE, variational AE, Deep AE, Contractive 

AE, and Undercomplete AE are some of the AE ex-
tensions. Dimensionality reduction, image compres-
sion and generation, recommendation system, image 
denoising, feature extraction, sequence to sequence 
prediction are some of the applications of AE.

4.1.7. Self-organizing Map 
Self-organizing Map (SOM) is an unsupervised neural 
network based on visual clustering that maps high-di-
mensional data space to low-dimensional space and 
produces a topological structure that represents all 
high-dimensional data in low-dimensional represen-
tation. SOM and its variants have evolved extensively 
as potential application candidates in intrusion de-
tection [97]. As intrusion detection can be very well 
implemented based on topological relationships and 
new intrusion behaviors can be efficiently detected, 
SOMs are used extensively. 

4.1.8. Boltzmann Machine 
A Boltzmann Machine (BM) is a generative deep 
learning model that consists of one visible layer 
known as the input layer and one or more hidden 
layers. It is used for feature learning, dimensionality 
reduction, regression, classification, and topic mod-
elling, among other things. A BM employs recurrent 
structure in accordance with stochastic learning pro-
cesses, which serve as the basis for the optimization 
techniques used in ANN.
Before moving on to the taxonomy of DoS/DDoS at-
tacks, we provide a brief comparison of various deep 
learning models presented above. All of the above ar-
chitectures can be interpreted as a neural network. 
Even though, MLPs are capable of learning weights 
that map any input to any output, still they are inca-
pable of capturing sequential information in input 
data, which is essential for dealing with sequence 
data. CNNs are the most commonly used deep learn-
ing models for computer vision tasks. They operate 
best when the data comprises of arrays with associ-
ated neighbouring values in an array, as is the case 
with image, video, and sound data. When compared 
to other deep learning architectures, CNNs have pro-
duced very competitive results in other fields, such as 
natural language processing. CNNs, in particular, are 
capable of extracting local information from text and 
analyzing significant semantic and syntactic links be-
tween phrases and words. RNNs are frequently used 
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to solve problems involving sequential data, such as 
voice and language processing or modelling. RNN 
connections can form cycles. This makes it possible 
to simulate dynamical changes over time. They are 
intended to handle data sequences and are the basis 
for forecast models and language models. Autoen-
coders, on the other hand, almost never describe the 
network's topology. The goal is to find a decent neural 
transformation that will allow the input to be recon-
structed. They are made up of encoders (which proj-
ect the input to a hidden layer) and decoders (which 
decode the input). A set of latent characteristics or 
latent factors is learned by the hidden layer. Lin-
ear autoencoders learn a number of bases to explain 
the data's underlying pattern given a dataset. BMs 
are also a type of neural network. However, the net-
work's interpretation is quite different. BMs perceive 
the network as a bipartite graph in which the goal is 
to learn the joint probability distribution of hidden 
and input variables. They are perceived as a graphical 
model. The BM is a generative model. It can produce 
samples based on previously learnt hidden represen-
tations. An SOM is a type of artificial neural network 
that is taught through competitive learning rather 
than error-correction learning, as is the case with 
most ANNs.
Finding the correct application for a deep learning 
model is difficult because their application domains 
are not mutually exclusive. Instead, as the preceding 
discussion demonstrates, there is significant over-
lap, and in many circumstances, the best model can 
only be found through a comparison analysis. One of 
the key benefits of deep learning is its ability to solve 
complex problems that necessitate the discovery of 
hidden patterns in data and/or a thorough knowledge 
of complex relationships among a large number of 
interdependent variables. Deep learning algorithms 
can discover hidden patterns in data on their own, 
combine them, and create far more efficient decision 
rules. Due to the advent of graphics processor units, 
deep learning algorithms have become extremely 
popular in network security, notably for identify-
ing DoS/DDoS attacks. Based on the learnt patterns, 
deep learning models can predict normal or abnormal 
activity. Due to the deep structure of the data, deep 
learning-based algorithms are good at automatically 
learning complicated features. As a result, numerous 
attempts have been made to use deep learning models 
for the detection of DoS/DDoS attacks. 

4.2. Taxonomy of DoS/DDoS Attacks
A DoS/DDoS attacker's primary motivation is to hu-
miliate and degrade a server's infrastructure so that 
legitimate users are denied access to the services they 
have requested[64]. Kevin and Chris [64] have identi-
fied that the DoS/DDoS attacks exhibit following char-
acteristics: destructive, resource consumption and 
bandwidth consumption and also highlighted the dev-
astating effects of DoS attacks. Many researchers have 
tried to classify DoS/DDoS attacks using a number of 
criteria as discussed in [15, 23, 28, 48, 73, 81, 108, 118]. 
Mirkovic and Reiher [81] suggested the first compre-
hensive taxonomy of DoS/DDoS attacks. This taxono-
my was based on the characteristics of the attack, the 
effect on the victim, execution of the attacks etc. Fol-
lowing this, many taxonomies were proposed in differ-
ent attempts. Manavi [73] has classified the DoS/DDoS 
attacks into two main groups namely applications layer 
and network/transport layer attacks. The applications 
layer attacks are further classified into HTTP flood and 
SIP flood and network/transport layer attacks are clas-
sified into flooding and amplification attacks. Bhatia et 
al. and he authors of [15, 28] classified the DoS/DDoS 
attacks into high-rate flooding and semantic attacks. 
High-rate attacks overload the target by submitting a 
huge number of bogus queries, whereas semantic at-
tacks take advantage of a protocol's design weakness-
es. In addition, the authors also reviewed a few other 
taxonomies. Kalkan et al. [48] categorized DoS/DDoS 
attacks based on attack tools (Trinoo, TFN etc). Three 
major facets of DoS/DDoS attacks, namely the execu-
tion approach, the nature and the impact of the attacks 
were used by [118]. Silva et al. [23] grouped different 
DoS/DDoS attacks into three types which include ap-
plication layer attacks, volumetric attacks and resource 
exhaustion attacks. Sharafaldin et al. [108] presented a 
comprehensive taxonomy of DDoS attacks, splitting 
them into reflection-based and exploitation-based at-
tacks. Despite the fact that the current taxonomies of 
DDoS attacks are comprehensive in and of themselves, 
[23, 73, 81] have addressed only bandwidth depletion. 
Still, these efforts did not pay much attention towards 
attacks on application layer. To fill this gap, in this 
study, we perform an in-depth examination of recent 
DoS/DDoS attacks and create a taxonomy that con-
siders both network/transport and application layers 
attacks. We show a comprehensive taxonomy of DoS/
DDoS attacks in Figure 2. The reason for such classi-
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fication is to reiterate how danger DoS/DDoS attacks 
are. Amplification attack uses an amplification factor 
to multiply its power. The attackers require relatively 
less resources to cause a significantly greater num-
ber of target resources to malfunction or fail. In case 
of flooding attacks, the attackers themselves send a 
huge volume of traffic to a victim to bring it down. Sin-
gle-packet attacks are also known as malformed packet 
attacks. ICMP Redirect, Teardrop are the types of mal-
formed packet attacks. Tripathi and Hubball [122] de-
scribed a few well-known DoS/DDoS attacks and their 
impact on bandwidth and resource consumption. The 
taxonomy in Figure 2 shows the network/transport 
and application layer DoS/DDoS attacks. There are 
a few attacks targeting MAC and Physical layers, but 
they are generally not flooding attacks. So, we have not 
considered those attacks in this review. 
Network / Transport layer attacks exploit the vul-
nerabilities of network and transport layer proto-
cols such as TCP, UDP, ICMP. IP spoofing is one 
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Network / Transport layer attacks exploit the 
vulnerabilities of network and transport layer 
protocols such as TCP, UDP, ICMP. IP spoofing is 
one such exploitation which uses the inherent 
weakness of IP protocol. DoS/DDoS attacks 
targeting application layer intend to deplete the 
victim servers’ resources such as memory, CPU, 
sockets etc. through flooding of traffic. To deplete 
resources at the server, the attackers take 
advantage of weakness of the HTTP/HTTPS 
protocols over the ports 443 and 80 respectively and 
try to send traffic to consume the resources. Session 
flooding, asymmetric flooding attacks etc. are such 
type of attacks [114]. Bandwidth attacks will 
consume the bandwidth of the server by keeping 
them engaged. For example, an attacker might 
submit an HTTP request to download a large file, 
using all usable bandwidth and stopping the server 
from servicing other legitimate users. Get/Post 
request flooding attack is one such type of attacks. 
Current research and challenges in detecting these 
attacks are presented in [111]. In order to detect 
these attacks, there are several approaches 
elaborated in [88]. And, these approaches do not 

cover deep learning methods. However, 
DoS/DDoS detection approaches using deep 
learning are proposed by [44] and this work 
covered the approaches proposed till 2016. 
But, in this study, we review the very recent 
research works (up to 2021) on the detection 
of DoS/DDoS attacks using deep learning 
techniques. 
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such exploitation which uses the inherent weakness 
of IP protocol. DoS/DDoS attacks targeting applica-
tion layer intend to deplete the victim servers’ re-
sources such as memory, CPU, sockets etc. through 
flooding of traffic. To deplete resources at the serv-
er, the attackers take advantage of weakness of the 
HTTP/HTTPS protocols over the ports 443 and 80 
respectively and try to send traffic to consume the 
resources. Session flooding, asymmetric flooding at-
tacks etc. are such type of attacks [114]. Bandwidth 
attacks will consume the bandwidth of the server 
by keeping them engaged. For example, an attacker 
might submit an HTTP request to download a large 
file, using all usable bandwidth and stopping the 
server from servicing other legitimate users. Get/
Post request flooding attack is one such type of at-
tacks. Current research and challenges in detecting 
these attacks are presented in [111]. In order to de-
tect these attacks, there are several approaches elab-
orated in [88]. And, these approaches do not cover 
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deep learning methods. However, DoS/DDoS detec-
tion approaches using deep learning are proposed by 
[44] and this work covered the approaches proposed 
till 2016. But, in this study, we review the very recent 
research works (up to 2021) on the detection of DoS/
DDoS attacks using deep learning techniques.

5. Datasets for DoS/DDoS Attacks 
This section presents a brief overview of bench-
mark datasets for DoS/DDoS attacks, consider-
ing the evolving nature of the attacks. The choice 
of datasets plays a crucial role in the validation of 
DoS/DDoS detection approaches. Also, the size of 
the dataset plays a significant role in deep learning 
models. There are a few publicly accessible datasets 
that have been commonly used as benchmark data-
sets, such as DARPA, KDD, NSL-KDD, and others. 
This section addresses existing datasets that are 
used to construct a detection system, as well as a 
description of these datasets. Datasets can usually 
be obtained in two ways namely real time traces and 
publicly available datasets. For collecting real time 
traffic trace, tools like Winshark are used. General-
ly, research groups create a testbed environment to 
collect real time traffic. In order to create DoS/DDoS 
attacks, botnets may also be employed. Botnets are 
collection of internet-connected devices which are 
controlled by an attacker without the administra-
tor’s knowledge. By gaining the control of massive 
distributed devices, attackers can perpetrate DoS/
DDoS attacks against a specific target. BASHLITE 
and Mirai [61, 93] are two such botnets. These two 
botnets are especially used for compromising IoT 
devices to launch DoS/DDoS [77]. There are sim-
ulator tools like BoNeSi to generate a few types of 
attacks including UDP flood attacks, ICMP flood at-
tacks and TCP SYN attacks [59]. These methods of 
generating dataset are suitable for collecting short-
term or small amounts of data. For large volume of 
data, long-term data collection is to be carried out. 
The remaining part of this section deals with DoS/
DDoS attack datasets that are accessible over the In-
ternet. We especially give review of the datasets that 
are used by the deep learning approaches for detect-
ing these attacks.

EPA-HTTP (Environmental Protection Agency-Hy-
pertext Transfer protocol): The logs for this data-
set were collected in 1995 and contain the traces of 
HTTP requests. Johnson et al. [47] used this dataset 
to detect HTTP DoS attacks. As it was a very old data-
set and contains a smaller number of features, recent 
attempts have not used this dataset.
The CAIDA "DDoS Attack 2007" Dataset: This is one 
of the first datasets used in an intrusion detection sys-
tem. This dataset includes approximately one hour of 
anonymized DDoS attack traffic traces. This DDoS at-
tack prevented access to the targeted server by using 
all of the server's processing resources as well as the 
entire bandwidth of the network connecting the serv-
er to the Internet. These traces only contain attack 
traffic to the victim and victim responses to the attack 
[17]. We found that some of recent research works [18, 
44] use this dataset for detecting DoS/DDoS attacks. 
However, the CAIDA DDoS dataset does not ade-
quately reflect the various types of attacks that may 
occur. For instance, the DDoS attack databases only 
include spoofed-source DDoS attacks and exclude 
other types of DDoS attacks [34]. 
DARPA 1998: MIT Lincoln Labs prepared and man-
aged the DARPA Intrusion Detection Evaluation Pro-
gram in 1998 [4]. The aim was to survey and evaluate 
intrusion detection research. The dataset contains 
four types of attacks: DoS, U2R, R2L, and Probe. Fur-
thermore, this dataset does not reflect real-world net-
work traffic. The dataset is outdated for successful 
IDS evaluation on modern networks.
KDD CUP 99: This dataset has been a well-known 
benchmark in the research of IDSs. It covers more 
than 20 different forms of attacks, like DoS. Despite 
the fact that this dataset was preferred by the re-
searchers at the time, it has many flaws, including 
duplicated samples, unbalanced groups, and a lack of 
coverage of the most recent attack forms.
NSL KDD: NSL KDD dataset is an improvement over 
KDD Cup 1999 dataset since KDD CUP 99 contains 
huge number of redundant records making difficult to 
process the data accurately. This dataset has the same 
attributes as KDD CUP 99. The data in NSL-KDD 
dataset is either labelled as normal or as one of the 
24 different kinds of attacks. These 24 attacks can be 
grouped into four classes: Probe, DoS, R2L, and U2R. 
Though, most of the issues in KDD Cup 99 have been 
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addressed, this dataset still lacks newer attack types 
and it dates back to the year 1998/1999. 
UNB ISCX 2012: The ISCX dataset was generated in a 
testbed for seven days. A systematic approach is used 
to generate an attack detection dataset which incorpo-
rates HTTP DoS, DDoS and Brute Force SSH attacks 
[53]. This dataset includes new DoS attack types. While 
KDD CUP99/NSL datasets were commonly used to 
test IDS techniques, they are now too old to represent 
modern-day traffic and attacks. In comparison, ISCX 
2012 is more up to date and relevant. 
CICIDS2017 and CICIDS2018: These datasets con-
tain benign and up-to-date common attacks that 
approximate true real-world data [45]. A testbed en-
vironment exercising HTTPS, HTTP, SMTP, POP3, 
IMAP, SSH, and FTP protocols has been created to 
collect the traffic traces. Variants of DoS attacks (DoS 
Slowloris, DoS Slowhttptest, Hulk, GoldenEye), web 
attacks, infiltration attacks, Brute Force attacks are 
covered in the datasets. These datasets possess char-
acteristics like heterogeneity, attack diversity etc. 
that are required for creating a reliable benchmark 
dataset. This dataset, in particular, contains appli-
cation layer DoS attacks as well as data describing 
high-volume traditional DoS attacks. 
UNSW-NB15: The UNSW-NB15 dataset's network 
packets were created in the Australian Centre for 
Cyber Security's Cyber Range Lab using the IXIA 
PerfectStorm tool, which generated real modern 
normal activities and synthetic contemporary attack 
behaviours [89]. Fuzzers, Analysis, Backdoors, DoS, 
Exploits, Generic, Reconnaissance, Shellcode, and 
Worms are among the nine types of attacks in this 
dataset. The Argus and Bro-IDDSL tools are used, 
along with twelve classifier algorithms, to produce 49 
features in this dataset. A total of 49 attributes deter-
mining the features of connections present for each 
data instance. The major drawback of this dataset is 
that the existence of several missing samples. 
USTC-TFC2016: There are ten different forms of 
malware traffic in this dataset, which was obtained 
from a real network environment between 2011 and 
2015 [41, 42]. There are also ten categories of be-
nign, natural traffic that were collected using IXIA 
BPS, a network traffic simulation equipment. The 
USTC-TFC2016 dataset is 3.71 GB in size and in 
pcap format.

TUIDS (Tezpur University Intrusion Detection Sys-
tem): TUIDS intrusion dataset, TUIDS coordinated 
scan dataset, and TUIDS DDoS dataset are real-world 
intrusion datasets [16]. TUIDS intrusion dataset con-
tains 22 distinct attack types (like smurf, fraggle). The 
coordinated scan dataset includes six attack types 
(like UDP scan) and six attacks (like DDoS attacks) 
were included in DDoS dataset. The above datasets 
were generated by establishing a testbed with 250 cli-
ents and a few routers. 
CIDDS-001/002 (Coburg Intrusion Detection Data-
set): The main goal of CIDDS is to build evaluation 
datasets for anomaly-based network intrusion de-
tection systems and to generate customizable and 
up-to-date datasets. For generating malicious traf-
fic, DoS attacks, Brute Force attacks and Port Scans 
were executed within the network [75]. An external 
server with publicly accessible IP address has been 
used to include actual network traffic thus exposing 
the server to real and up-to-date attacks from the in-
ternet. 
CICDDoS2019: This dataset contains benign and 
up-to-date popular DDoS attacks, and it closely re-
sembles real-world data. It contains the results of a 
network traffic analysis performed with CICFlow-
Meter-V3 and labeled flows based on the time stamp, 
source and destination IP addresses, source and des-
tination ports, and other factors [20]. This dataset 
contains traffic traces from a variety of modern re-
flective DDoS attacks, including PortMap, NetBIOS, 
LDAP, MSSQL, UDP, UDP-Lag, SYN, NTP, DNS, and 
SNMP. Table 1 provides a summary of the datasets 
used by the research efforts reviewed in this study.
All the above datasets have been used in various 
research works, which we present in Section 6. 
The reason for having variety of datasets is that 
the behaviour and pattern of attacks by the intrud-
ers change, that is, intruders evolve over the period 
of time. So, it is imperative to shift from the static 
and one-time datasets to dynamically generated re-
al-time datasets. Such datasets will reflect the actu-
al composition of traffic and invade attempts carried 
out by the attackers. Hence, a systematic approach 
for generating real-time dataset to develop DoS/
DDoS attacks detection approach and to analyze, 
test and evaluate the same is necessary. Such an at-
tempt has been made by [16].
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Table 1 
Summary of datasets for DoS/DDoS attacks traffic traces

Year Dataset Target Layer(s) Types of attacks Limitations 

1995 EPA-HTTP [47] Application layer HTTP DoS Contains only the traces of HTTP DoS 
attacks. 

1998 DARPA [22, 53, 72, 91] Network/Transport 
layers

SYN Flood, UDP Flood,  
Smurf etc.

Because the DARPA dataset is made up 
of raw files, researchers must extract 
features from them in order to use them 
in machine learning algorithms.

1999 KDD CUP 99 [54] Network/Transport 
layers DoS, Probe, R2L, U2R

There are duplicate and redundant 
records.
It is a heavily skewed dataset containing 
attack instance records from recent 
malware attacks, as well as a large 
number of redundant records.

1999 NSL KDD [63] Network/Transport 
layers DoS, Probe, R2L, U2R

Despite the fact that NSL KDD 99 ad-
dresses the redundancy in the KDD CUP 
99 dataset, the results are unsatisfactory 
because they do not reflect current trends 
in normal and attack traffic.

2007 CAIDA [17, 56, 112] Network/Transport 
layers DDoS

The attacks in the CAIDA dataset are not 
diverse. Furthermore, the gathered data 
lacks features from the entire network, 
making it difficult to distinguish between 
abnormal and normal traffic flows.

2012 ISCX 2012  
[43, 45, 56, 107]

Application and 
Network/Transport 
layers

HTTP DoS attacks, IRC 
Botnet attacks, Brute Force 
SSH, unknown TCP and 
ICMP attacks, attacks by 
exploiting SMTP, IMAP, DNS

Nearly 70% of today's network traffic 
is HTTPS and this dataset contains 
no HTTPS traces. Furthermore, the 
distribution of the simulated attacks does 
not correspond to real-world statistics. 
High class imbalance

2012 TUIDS [16, 56] Network/Transport 
layers 22 types of attacks High class imbalance

2015 UNSW NB15 [34, 107] Network/Transport 
layers

TCP attacks, UDP attacks, 
attacks by HTTP, FTP, SMTP High class imbalance

2017 CICIDS2017/2018  
[2, 92, 119]

Network/Transport 
layers

DoS Slowloris, DoS 
SlowHTTPTest, DoS Hulk 
and DoS GoldenEye,  
DDoS-LOIC

High class imbalance. The data samples 
from network flow analysis are saved in 
files, and processing these files is a time-
consuming task due to the large number 
of data instances in each file.

2017 CIDDS 001/002    
[56, 123] Application Layer HTTP DoS High class imbalance

2018 BoT-IoT [62] Application and Net-
work/Transport layers

DoS TCP, DoS UDP, DoS 
HTTP -

2019 CICDOS2019 [20, 40]
Application and 
Network/Transport 
layers

SYN flood attacks, MSSQL at-
tacks, UDP-Lag, LDAP attacks, 
UDP flood attacks, PortScan, 
and NetBIOS attacks, WebD-
DoS attacks, SSDP

High class imbalance
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6. Deep Learning Solutions for  
DoS/DDoS Attacks
Various research attempts have been carried out for 
the detection of DoS/DDoS attacks using Deep Learn-
ing approaches. Since 2015, deep learning techniques 
have been explored for developing techniques to de-
tect DoS/DDoS attacks. This survey considers the re-
search articles published from 2016 to till date. This 
section contains a brief summary of each of the re-
search papers. We group the articles reviewed based 
on the types of DoS/DDoS attacks they detect (net-
work/transport or application layer or both), nature 
of learning, (supervised or unsupervised) and statis-
tical model of learning, namely generative or discrim-
inative. 
Due to the devastating impacts of DoS/DDoS attacks, 
the security research community has paid its atten-
tion on the mitigation techniques for these attacks. 
Since the appearance of DoS/DDoS attacks, there 
were many solutions to prevent, detect and alleviate 
these attacks and approaches based on Data mining, 
Soft Computing, Machine learning etc. Recently, the 
field of deep learning has made a remarkable progress 
in several applications like image recognition, com-
puter security, and speech recognition. 
Hence, several variants of deep learning techniques 
have been built to detect DoS/DDoS attacks. First, we 
summarize the recent research works that use deep 
[58]learning approaches for detecting application 
layer DoS/DDoS attacks only.

6.1. Deep Learning Approaches for 
Application Layer Attacks 
Johnson et al. and Asad et al. [11, 47] proposed a MLP 
based classification model with Genetic Algorithm 
(GA) for detecting the application layer DoS/DDoS 
attacks. The proposed algorithm is a supervised, dis-
criminative in nature. The only difference between 
the two efforts lies in the use of datasets only. Johnson 
et al. [47] used datasets from the EPA-HTTP, CAIDA 
2007, DARPA 2007, BoNeSi-based datasets, and the 
experimentally generated dataset. Asad et al. [11] 
used the EPA-HTTP dataset, which included HTTP 
logs from a web server, the CAIDA 2007 dataset, and 
a Slowloris attacks dataset. These two studies used 
different metrics to illustrate the proposed system's 
efficacy, which are presented in Table 2. 

A detection approach based on AE has been proposed 
in [12, 104, 130] which are unsupervised, generative 
algorithms. CICIDS2017 and an environment that 
generated realistic traffic patterns were used to eval-
uate accuracy and detection rate of application layer 
flooding DoS/DDoS attacks like slowloris, slowpost, 
session flooding, asymmetric attacks etc. There are a 
few research works based on ANN with more number 
of layers leading to deep models[71, 74, 78, 90, 105]. In 
addition, Odusami et al. [90] also implemented Na-
ive Bayes, Linear Discriminant Analysis (LDA) and 
variational AE. This attempt used CIDDS-001 data-
set to detect HTTP DoS attacks. Yao et al. and Asad 
et al. [11, 130] used CICIDS2017 dataset. Benzaïd et 
al. [12] focused the detection of DoS/DDoS attacks 
in Software Defined Networks (SDN). Unlike gener-
al feed forward network types, LSTMs have feedback 
connections and do not only process images, but also 
entire sequences of data. This is because of its prop-
erty to remember patterns for long time. So, recent-
ly there are a few research activities which use RNN 
and LSTM for DoS/DDoS attacks detection. [71, 90, 
104, 105] mainly used LSTM which is an RNN based 
deep learning model. These efforts fall under super-
vised learning algorithms. Furthermore, Roopak et al. 
[104] also implemented MLP, CNN, LSTM with CNN, 
which make this work generative too. The datasets 
used were CICIDS2017 and CAIDA. All the datasets 
used in these efforts contain HTTP and its related 
attacks only. A work by Manimuruagn et al. Manim-
urugan et al. [74] explored the use of Deep Belief Neu-
ral(DBN) for developing a system for detecting appli-
cation layer attacks. Meng et al. [78] attempted to use 
statistical methods to develop a system for detecting 
CPU exhaustion attacks in web applications.

6.2. Deep Learning Approaches for Network/ 
Transport Layer Attacks 
As attention paid towards detecting application lay-
er DoS/DDoS attacks, several attempts have been 
made for detecting network/transport layer attacks. 
The research attempts by Ghanbari et al., Hussain et 
al. and Singh et al. [32, 39, 111] proposed CNN based 
network/transport layer DoS/DDoS attacks detec-
tion approaches and used their own generated traf-
fic traces. These approaches are supervised and dis-
criminative in nature. These CNN based techniques 
used multiple hidden layers leading to deep neural 
networks which help the systems learn better. An 
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unsupervised and generative learning method was 
proposed by [35, 77, 82]. The authors generated their 
own real time traces by establishing a test-bed in their 
laboratories and detected network/ transport layer 
DoS/DDoS attacks. AE based deep learning tech-
nique was employed in these attempts. The authors of 
[76, 93, 96] proposed LSTM based detection method 
which successfully detects the DoS/DDoS and they 
are supervised and generative learning algorithms. 
These approaches used botnet/tools to create traces 
for DoS/DDoS attacks. Saied et al. [106] suggested a 
supervised, discriminative ANN which used real time 
traffic pattern generated using a simulator. This ap-
proach detected TCP, UDP and ICMP DDoS attacks. 
And, Min et al. [80] proposed stacked SOM, an unsu-
pervised feature dynamic deep learning method that 
uses ISP-collected netflow data to tackle the dynamic 
nature of novel DoS/DDoS attacks. BoNeSi simulator 
tool has been used in this attempt to produce three 
types of attacks: UDP flood attack, ICMP flood attack, 
and TCP SYN attack. Premkumar and Sundararajan 
[95] proposed a deep neural model based on the Ra-
dial Basis Function for designing an IDS that detects 
network/transport layer attacks such as jamming, 
misbehaviour, black hole, flooding, and so on.

6.3. Deep Learning Approaches for 
Application Layer and Network/Transport 
Attacks
Next, we cover the mechanisms that detect both ap-
plication and network/transport layer DoS/DDoS 
attacks. There are quite a large number of research 
works carried out for detecting both types of attacks 
and a brief survey of these works is presented below. 
First, we find that there are a few efforts using DNNs 
[5, 19, 51, 117] for detecting DoS/DDoS attacks. These 
attempts were using UNSW-NB15/ AWID, UN-
SW-NB15/ CICIDS2017, CIDDS-001, BoT-IoT data-
sets for developing the detection system and testing 
the same.
RNN/LSTM based detection mechanisms are pro-
posed to model flow sequences [14, 25, 42, 58, 67, 98, 
110, 131]. These research efforts used ISCX 2012, 
DARPA 1998, USTC-TFC2016, CAIDA, CICD-
DoS2019 datasets and real time traffic traces to learn 
network behaviors and further to detect DoS/DDoS 
attacks. Even though, the ISCX dataset is labelled, 
[98] detected patterns of malicious activity without 
the assistance of labelled datasets, that is, it is devel-

oped as an unsupervised learning algorithm. But all 
the other attempts are supervised learning and gen-
erative, as they used RNN as their basic deep learning 
technique. In addition, the authors of [58] also im-
plemented a basic neural network architecture and 
compared with RNN/LSTM in order to illustrate the 
power of RNN/LSTM.
Even though, CNNs have been recognized as suitable 
for image processing, they were not exploited in the 
field of IDSs. As the researchers believed that CNNs 
can make a difference in intrusion detection especial-
ly in DoS/DDoS attack detection, they attempted to 
use CNN to overcome the low detection rates in con-
ventional approaches. Doriguzzi-Corin et al. , Kim et 
al. and min et al. [24, 57, 80] used CNN to extract the 
features from the datasets to build a detection sys-
tem[68]. The datasets ISCX 2012, KDD CUP, CIC2017 
and CIC2018 have been used in these attempts and all 
are labelled. Hence, all these approaches follow su-
pervised learning and are discriminative. 
Some research attempts were performed consider-
ing both CNN and RNN/LSTM [46, 104, 105]. As all 
these approaches use both CNN and RNN, they are 
considered to be both discriminative and generative. 
They used different datasets like ISCX 2012, DARPA 
and their own traffic datasets and moreover, botnets 
like Mirai and BASHLITE have been used to create 
DoS/DDoS attacks. Based on the nature of datasets, 
they act either as supervised or unsupervised learn-
ing technique.
In addition, the authors of [29, 116] used multiple deep 
learning models to evaluate the performance of each 
of them against detecting the DoS/DDoS attacks and 
suggested the model which gives better performance. 
In this survey, we also reviewed the attempts which 
used AE and published between 2018 and till date [52, 
108-118]. In these attempts, the auto encoders have 
been used either for feature extraction or classifica-
tion. The AEs are unsupervised learning algorithms 
and generative models. CICDDoS2019, CSECICIDS 
2018 and ISCX2012 have been the datasets used in 
these techniques in addition to real time traces. Ad-
ditionally, botnets like Mirai, BASHLITE have been 
used to launch DoS/DDoS attacks. In comparison to 
other methods like CNN, LSTM, and other machine 
learning algorithms like Support Vector Machine, 
Random Forest, Logistic Regression, and many oth-
ers, the authors of these efforts claim that accuracy, 
precision, and other performance metrics show bet-
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Figure 3
Architecture for detecting DoS/DDoS attacks using deep learning models

 

ter values. After reviewing the articles, we tend to 
generalize the architecture followed by the reviewed 
articles to detect DoS/DDoS attacks and present it in 
Figure 3. 
As can be seen in Figure 3, the articles gather the 
datasets from heterogenous sources like web traffics, 
Botnets, evaluation datasets provided by different 
organizations etc. Since the models proposed in the 
reviewed articles include machine learning models 
in addition to deep learning models, pre-processing 
is also shown in Figure 3. The datasets have been di-
vided into training (with/ without validation sets) 
and testing sets with different ratios like 80-20 / 70-
30 etc. The models have been trained using training 
datasets and evaluated for their performance using 
testing datasets. If the evaluation is found not to be 
acceptable, the retraining happens with new samples. 

Table 2 provides a comprehensive comparison of all 
recent research activities undertaken between 2016 
and the present.

7. Discussion and Findings
Even though deep learning concept has been around 
long back, the real time applications of deep learning 
to large-scale started about 2010. Since then, deep 
learning finds its application in many spheres. The 
exploration of deep learning methods for intrusion 
detection has also started since the beginning of this 
decade. There are very recent surveys related to the 
application of deep learning for intrusion detection 
[34]. But, these surveys cover general intrusion de-
tection only. Imamverdiyev and Abdullayeva [44] 



195Information Technology and Control 2022/1/51

Table 2
Summary of the Deep Learning based DoS/DDoS attacks detection approaches

S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

Deep learning algorithms that detect Application layer DoS attacks

1.
Johnson 
et al. [47] 
(2016)

Multilayer 
Perceptron 
with Genetic 
Algorithm back 
propagation

Supervised Discriminative  EPA-HTTP 
datasets

Slowloris attack, 
HTTP GET 
flooding request

Live DoS attack 
detection

2.
Zolotukhin 
et al. [133] 
(2016)

1. Clustering 
algorithms 
(for dividing 
extracted 
feature vectors 
into clusters)                                     
2.Stacked auto- 
encoder for 
classification. 

Unsupervised Generative
RGCE, a 
Real time 
dataset

Slowloris and 
Slowpost 

a realistic cyber 
environment to 
generate realistic 
traffic, detection of all 
conversations related 
to DoS attacks in the 
real time traffic

3.

Yadav and 
Subramanian 
[129]
(2016)

1. Stacked 
Auto Encoder 
(feature 
learning)                                                                               
2. Logistic 
Regression 
(classification)

Unsupervised

Generative 
(SAE) and 
Discriminative 
( LR)

Real time 
dataset 

Request Flooding 
attacks, Session 
Flooding attacks, 
Asymmetric 
Attacks

Classification of 
different types of 
application layer 
attacks.

4. Singh and De 
[113] (2017)

Multilayer 
Perceptron 
with a Genetic 
Algorithm 
(MLP-GA)

Supervised Discriminative 
 EPA-HTTP 
datasets, 
CAIDA 2007 

Slowloris attack 

minimum False 
Positive when 
compared with 
traditional classifiers

5.
Abdulhammed 
et al. [1]
(2018)

1. DNN  
(3 variations)                                         
2. Random 
Forest,                                              
3. Voting 
Technique,                                           
4. Stacking 
technique with 
LDA, NB and 
OneR

Supervised Discriminative 
and Generative

CIDDS-001 
(Benchmark 
for HTTP 
DDoS 
detection 
systems)

HTTP DoS

Ability to handle 
imbalanced class 
distribution with a 
smaller number of 
samples.

6.
Yao et.al.
[130]
(2018)

Graph-based 
feature learning 
algorithm with 
Random Forest 
Regressor 

Supervised Discriminative CIC IDS 
2017

slowloris,DoS 
Slowhttptest,  
DoS Hulk,   
DoS GoldenEye

Traffic patterns 
are modelled as 
attributed graph 
to achieve space 
efficiency 
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S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

7. Asad et al. 
[11](2019)

Artificial 
Neural 
Networks

Supervised Discriminative CIC IDS 
2017

DoS Slowloris, DoS 
SlowHTTPTest, 
DoS Hulk 
and DoS GoldenEye

Ability to detect a 
malicious behaviour 
from an entirely new 
malicious pattern. 
Usage of the most 
relevant high-level 
features of packet 
flows

8. Roopak et al. 
[104] (2019)

1. MLP,                                                                                         
2.1d-CNN,                                                                                                                 
3.LSTM                                                                                                  
4. CNN+LSTM

Supervised Discriminative CIC IDS 
2017

slowloris,DoS 
Slowhttptest,  
DoS Hulk,  
DoS GoldenEye

Compared the 
performance of 
machine and deep 
learning algorithms

9.
Odusami 
et al. [90] 
(2019)

LSTM Supervised Discriminative CAIDA AL DoS
Detecting low-
rate and high-rate 
L7DDoS attacks.

10.
Benzaïd                  
et al.[12]
(2020)

MLP with more 
hidden layers Supervised Discriminative CIC IDS 

2017
HTTP Hulk, 
HTTPslowloris

Ability to mitigate 
adversarially 
generated
attack flows

11. Kasim [50] 
(2020) AE with SVM Unsupervised Generative

CIC IDS 
2017 and 
NSL KDD

slowloris,DoS 
Slowhttptest, 
DoS Hulk,  DoS 
GoldenEye

Ability to handle 
unlabeled and 
unbalanced DDOS 
traffic

12.
Muraleedha-
ran and Janet 
[83](2020)

A fully 
connected feed 
forward deep 
network

Supervised discriminative CIC IDS 
2017

slowloris,DoS 
Slowhttptest, 
DoS Hulk,  DoS 
GoldenEye

Ability to prevent 
slow DoS attacks 
before it reaches the 
victim.
Can be used in any 
web server without 
configuration 
changes at server 

13.
Sabeel et al. 
[105]
(2020)

DNN and 
LSTM Supervised Discriminative

CIC IDS 
2017 and 
ANTS2019 
(real time 
dataset)

slowloris,DoS 
Slowhttptest, 
DoS Hulk,  DoS 
GoldenEye

Generated synthetic 
dataset to mimic 
real life attacks and 
detected them.

14. Liu et.al. [71]
(2020)

CNN and 
LSTM Supervised Discriminative CIC IDS 

2017

slowloris,DoS 
Slowhttptest, 
DoS Hulk,  DoS 
GoldenEye

Prediction model for 
anomaly traffic of 
future networks.

15.
Manimuruga 
et al. [74] 
(2020)

DBN for 
classification Unsupervised Generative CIC IDS 

2017

slowloris,DoS 
Slowhttptest, 
DoS Hulk,  DoS 
GoldenEye

Ability to detect 
different types 
of attacks in IoT 
systems

16.
Meng et al. 
[78]
(2017)

Anomaly 
detection 
models using 
statistical 
methods for 
classification

Unsupervised Generative

Real-time 
data by 
runiing web 
applications 

CPU Exhaustion

Ability to adaptively 
synthesizes
and updates filtering 
rules to block future 
attack requests

Table 2 (continued)
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S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

17. Saied et al. 
[106] (2015) ANN Supervised Discriminative

simulated 
using Java 
Neural 
Network 
Simulator 
(JNNS) 

NL/TL DoS (TCP; 
UDP and ICMP 
DDoS attacks)

Trained, deployed 
and tested the 
solution in a physical 
environment.
Reduce the strength 
of the attack before it 
reaches the victim

Deep learning algorithms that detect Network / Transport layer DoS attacks

18.

Ghanbari 
and Kinsner 
[32]
(2018)

CNN and SVM Supervised Discriminative CAIDA 2007   NL/TL DoS  

Ability to detect 
anomalous 
behavior in real 
time and in various 
environments

19.
McDermott 
et al. [76]
(2018)

 Bidirectional 
Long Short 
Term Memory 
based 
Recurrent 
Neural 
Network

Supervised Discriminative

Real time 
dataset and 
Mirai Botnet 
to create 
DoS attacks.

UDP flood, 
TCP Flood, 
Acknowledgement  
flood, Domain 
Name System 
(DNS) flood, 
SYN flood attacks

Generated own 
dataset using Mirai 
Bots.
A progressive model 
that can evolve over 
the time.

20.
Meidan et al. 
[77]
(2018)

Auto Encoder 
for feature 
extraction and 
classification

Unsupervised Generative

Real traffic 
dataset 
infected by 
Mirai and 
BASHLITE 
Botnets

UDP flood, 
TCP Flood, 
Acknowledgement  
flood,  
SYN flood attacks

ability to learn
complex patterns and 
thus provide very low 
false alarms.

21.
Priyadarshini 
ans Barik [96]  
(2019)

LSTM ( with 
1,2,3 hidden 
layers) in 
Software 
Defined 
Networks                                          

Supervised Discriminative

Data from 
CTU-13 
Botnet and 
ISCX 2012 
datasets

TCP, UDP and 
ICMP protocols 
attacks

Ability to block the 
traffic at the earliest 
possible using a Fog 
server

22. Ko et al. [59] 
(2019)

Stacked SOM 
(classification) Unsupervised Discriminative

BoNeSi 
 simulator 
tool to 
generate t 
UDP flood 
attack, 
ICMP flood 
attack and 
TCP SYN 
attack 

UDP flood attack, 
ICMP flood attack 
and TCP SYN 
attack 

uses the Apache 
Spark framework 
for fast distributed 
computation to 
provide horizontal 
scalability in the face 
of large-scale attacks

23. Hussain et al. 
[39](2020)

Deep CNN re-
sidual network 
with 50 layers 
(ResNet-50) 
and deep rudi-
mentary CNN 
(DRC) model 
having 6 layers 

Supervised Discriminative

an open 
dataset 
released by 
Telecom 
Italia 

Silent call attack, 
Signaling attack, 
SMS flooding 
attack 

Detects the attacks 
in 5G Cyber 
Physical Systems. 

Table 2 (continued)
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S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

24.
Guo et al. 
[35]
(2020)

Autoencoder Unsupervised Generative 

real time 
data 
captured 
from certain 
Virtual IP 
addresses

UDP and TCP flows

Ability to handle real-
world DDoS
Traffic from a large 
commercial cloud 
platform. 
Detect anomalies
on unordered and 
noisy features with 
high recall

25.

Premkumar 
and 
Sundararajan 
[95] (2020)

Deep Learning-
based Defense 
Mechanism                   

Unsupervised, 
but  linear 
perceptron 
used in 
supervised 
manner.

generative 

Real 
time data 
colelcted 
from sensors

jamming, 
misbehavior, black 
hole, flooding, 
desynchronization, 
and homing attack

Maintains flexibility 
in the framework 
structure during 
different DoS attack 
defense

26. Mirsky et al. 
[82](2018)

Ensemble 
of neural 
networks 
(Autoencoders) 
for 
classification 

Unsupervised Generative

Synthesized 
data using 
the tools like 
Nmap, Sfuzz 

SSDP flood, 
SYN DoS, SSL 
Integration

Improved run 
time performance 
ensemble of small 
autoencoders

27. Gadze et al. 
[30](2021)

LSTM and 
CNN Supervised Discriminative 

Dataset 
generated 
using 
Mininet and 
Floodlight

TCP, UDP, and 
ICMP flood attacks

Ability to detect 
and mitigate DDoS 
attacks in SDN 
environment

28.
Wang et al. 
[125]
(2017)

HAST-IDS 
includes CNN 
(to learn low-
level spatial 
features) and 
LSTM ( to 
learn high-
level temporal 
features)

Supervised Discriminative
DARPA1998 
and 
ISCX2012 

BFSSH, HttpDoS, 
DDoS( TCP, ICMP)

Ability to learn the 
spatial and temporal 
features of a long 
sequence of data.

Deep learning algorithms that detect Application and Network / Transport layer DoS attacks

29. Yuan et al. 
[131] (2017)

LSTM,CNN-
LSTM, GRU, 
3LSTM 

Supervised Discriminative ISCX 2012 

HTTP DoS 
attacks, IRC 
Botnet attacksS, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Ability to learn much 
longer historical 
features
than conventional 
machine learning 
methods.

Table 2 (continued)
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S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

30.
Min et al. 
[80]
(2018)

Word 
embedding 
and text 
convolutional 
neural network 
(Text-CNN) 
for feature 
extraction 
and Random 
Forest for 
classification.

Supervised Discriminative ISCX2012 

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Resistant to noise 
and does not overfit. 
Computationally 
efficient and can run 
on large-scale
datasets with high 
dimensions
ability to handle 
unbalanced datasets

31. Li et al. [67]
(2018)

Recurrent 
Neural 
Network 
(RNN) with 
Restricted 
Boltzmann 
Machines 
(RBM)

Supervised Discriminative
ISCX-2012 
and DARPA 
1998

HTTP DoS 
attacks, IRC 
Botnet attacksS, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Ability to support 
streaming type of 
data.

32.  Cui et al.           
[21](2018)

Word 
embedding                         
(feature 
selection) 
and DNN for 
classification

Supervised Discriminative ISCX 2012 

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Ability of dimension 
reduction and 
learning features 
from data with 
sophisticated 
structure.

33.  Li, et al. [68]
(2018)

Recurrent 
neural network 
(RNN),long 
short‐term 
memory 
(LSTM), and 
convolutional 
neural network 
(CNN)

Supervised Discriminative ISCX2012 

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Simplifies the 
real-time update of 
detection system.
Reduces the degree 
of dependence on 
environment.

34. Kim [58]
(2019)

a basic neural 
network 
(BNN) and 
a long short‐
term memory 
recurrent 
neural network 
(LSTM RNN)

Supervised Discriminative

CAIDA 2007, 
DARPA 
1998, Real 
time data 

HTTP Flood, SQL 
Injection 
Distributed 
Denial of Service 
(SIDDOS), UDP 
Flood, and Smurf 
attacks

Fast learning 
convergence due to 
hyper-parameter 
optimization.

Table 2 (continued)



Information Technology and Control 2022/1/51200

S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

35.  Hwang et al. 
[42](2019)

Word 
embedding 
to extract the 
features and 
LSTM for 
classification. 

Supervised Discriminative

ISCX2012, 
USTC-
TFC2016, 
collected 
two datasets 
from Mirai 
botnet

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS , TCP 
ACK flood, TCP SYN 
flood, UDP flood 

Does not require 
pre-process packets 
into flows, thus 
boosting detection 
speed.

36.
Doriguzzi-
Corin et al. 
[24] (2020)

CNN Supervised Discriminative
ISCX2012, 
CIC2017 and 
CSECIC2018 

DoS slowloris, 
DoS Slowhttptest, 
DoS Hulk, DoS 
GoldenEye, 
BFSSH,HttpDoS, 
DDoS( TCP, ICMP)

Reduced feature 
engineering process 
and processing time. 
Suitable in 
resource constraint 
environment. 

37.
Kim et al. 
[57]
(2020)

CNN Supervised Discriminative 

KDD CUP 
99 and                            
CSE-CIC-
IDS 2018

DoS-Hulk, DoS-
SlowHTTPTest,  
DoS-GoldenEye, 
DoS-Slowloris,  
DDoS-LOIC-HTTP  
DDoS-HOIC, 
Neptune Attack, 
Smurf Attack

Hyper-parameters 
tuning for designing 
an optimal model

38. Parra et al.  
[93](2020)

 Distributed 
Convolutional 
Neural 
Network 
(DCNN) and 
a cloud-based 
temporal 
Long-Short 
Term Memory 
(LSTM) 

Supervised Discriminative

Real 
time data 
generated by 
IoT devices 
and Botnets 

UDP flood, 
TCP Flood, 
Acknowledgement  
flood, Domain 
Name System 
(DNS) flood, 
SYN flood attacks

capability to detect 
attacks at various 
levels on client 
devices and back-
end servers

39.
Homayoun 
et al. [38] 
(2018)

 BoTShark-SA 
that applies 
stacked 
Autoencoders 
and BoTShark-
CNN that uses 
CNNs

Supervised 
and 
Unsupervised

Generative and 
Discriminative

ISCX2012 
dataset 

HTTP DoS 
attacks, IRC 
Botnet attacksS, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS

Automatic and 
efficient extraction 
of features without 
experts.

40. Hwang et. el. 
[41] (2020)

Convolutional 
Neural 
Network 
(CNN) and 
Autoencoder

Supervised  
(feature 
extraction) 
and 
unsupervised 

Discriminative 
and Generative 

USTC-
TFC2016, 
Mirai-RGU, 
and Mirai-
CCU

ACK flood, 
SYN flood, 
UDP flood, HTTP 
flood, DNS flood, VSE 
flood, GREIP flood

speeding up the 
detection

Table 2 (continued)
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41. Thing [120]
(2017)

Stacked AE 
(stacking 
multiple layers 
of sparse auto-
encoders)

Unsupervised Generative Real time 
dataset 

Probe Request and 
Probe Response 
Flooding attacks

Self-learns the 
characteristics 
required to detect 
network anomalies 
and is capable 
of accurately 
classifying attacks..

42. Karim et.al. 
[49](2018)

Stacked AE 
(Taguchi 
Method for 
parameter 
optimization)

Unsupervised Generative UNSW-
NB15

TCP attacks, UDP 
attacks, attacks by 
HTTP, FTP, SMTP 

More robust than 
some well known 
attacks. 

43. Ali and Li  
[8] (2019)

AE for feature 
learning and 
multiple 
kernel learning 
(MKL) 
algorithm for 
combining 
the multilevel 
features

Unsupervised Generative

ISCX 2012 
and UNSW-
NB15 
datasets

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

computations are 
more efficient.
Learn robust
features for DDoS 
detection

44.
Gurina and 
Eliseev [36] 
(2019)

AE Unsupervised Generative Real time 
data

TCP flood, SYN 
flood, UDP flood, 
ICMP flood, and 
HTTP flood

High-quality 
attack detection 
for a reasonably 
simple web server; 
independence from 
expert labelling 
for training the 
classifier.

45.
Kumar and 
Bhama [65] 
(2019)

Sparse AE Unsupervised Generative 

DoS attacks 
created by 
botNets 
like Mirai, 
BASHLITE, 
FBOT, ARIS, 
EXIENDO 
and APEP

GREETH, 
UDPPlain, HTTP, 
UDP, VSE, DNS, 
SYN, ACK, STOMP 
and GRE-IP 

Ability to handle a 
flash crowd.
Controlling IoT 
botnets and 
cryptojacking by 
forecasting them in 
advance.

46. Gormez et al. 
[33](2020)

Ensemble 
models and 
AE based 
deep learning 
classifiers

Unsupervised Generative and 
Discriminative

Digiturk and 
Labris

SYN ACK DDoS, 
ICMP DDoS, FIN 
DDoS, HTTP_GET 
flooding, 

Hyper-parameter 
tuning using 
Bayesian 
Optimization to 
reduce search space 
and choose optimal 
values for hyper-
parameters 

Table 2 (continued)
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47. Elsayed et al. 
[26] (2020)

RNN with 
Autoencoder Unsupervised Generative CICDDoS2019

SYN flood attacks, 
MSSQL attacks, 
UDP-Lag, LDAP 
attacks, UDP floof 
attacks, PortScan, 
and 
NetBIOS attcks, 
WebDDoS attcks, 
SSDP DDoS

Highest evaluation 
metrics in terms of 
recall,
precision, F-score, 
and accuracy.
Reduce the data
dimensionality 
by automatically 
extracting the 
features from input 
data

48.
Catak and 
Mustacoglu 
[18](2019)

AE and DNN Unsupervised Generative

Real time 
traffic trace 
and KDD 
CUP 99

SYN flood, Neptune 
Attack, Smurf 
Attack, HTTP and 
FTP flows

Ability to support 
datasets used in 
cyber security areas.

49.
Radford et al. 
[98]
(2017)

LSTM RNN Unsupervised 
* Discriminative ISCX 2012 

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Adaptable to a wide 
array of computer 
network topologies 
and architectures

50.
Mighan and 
Kahani [79] 
(2018)

Stacked 
AE (SAE) 
network for 
dimensionality 
reduction 
and support 
vector machine 
for binary 
classification 

Unsupervised 
and 
Supervised 
(for 
classification)

Generative ISCX2012 
dataset 

HTTP DoS attacks, 
IRC Botnet attacks, 
Brute Force SSH, 
unknown TCP 
attacks, ICMP 
attacks, attacks by 
exploiting SMTP, 
IMAP, DNS 

Automatic learning 
of features. 

51. Zhang et al. 
[132] (2020)

 SGM-CNN 
(SGM - 
combination 
of Synthetic 
Minority 
Over-Sampling 
Technique 
(SMOTE) and 
under-sampling 
for clustering 
based on 
Gaussian 
Mixture Model 
(GMM))

Supervised Discriminative 
UNSW-
NB15 and 
CICIDS2017 

DoS-Hulk, DoS-
SlowHTTPTest,  
DoS-GoldenEye, 
DoS-Slowloris, 
DDoS-LOIC-HTTP 
DDoS-HOIC, 
BotNet attacks, 
general DoS attacks 
(UDP,TCP)

Ability to address 
class imbalance 
problem. 

Table 2 (continued)
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52.
Chiba et al. 
[19]
(2019)

Deep Neural 
Network 
(DNN) based 
on Improved 
Genetic 
Algorithm 
(IGA) and 
Simulated 
Annealing 

Supervised Discriminative 

CICIDS2017, 
NSL-KDD 
version 
2015 and 
CIDDS-001.

DoS Slowloris, DoS 
SlowHTTPTest, 
DoS Hulk 
and DoS 
GoldenEye, 
HTTPDoS, DDoS 
attack using UDP, 
TCP, or HTTP 
requests

Reduction in 
execution time and 
saving of processing 
power

53.
Kasongo and 
Sun [51] 
(2020)

Feed-Forward 
Deep Neural 
Network 
(FFDNN) 
with Wrapper 
Based Feature 
Extraction 
algorithm

Supervised Discriminative UNSW 
NB15, AWID 

TCP attacks, UDP 
attacks, attacks by 
HTTP, FTP, SMTP 

Ability to generate 
feature subsets 
under a variety of 
scenarios, in terms 
of the target class.

54. Ferrag et al. 
[29](2019)

DNN, CNN, 
RNN, RBM, 
DBN, DBM, DA

Supervised & 
unsupervised

Discriminative 
& Generative

CIC IDS 
2018

slowloris,DoS 
Slowhttptest, 
DoS Hulk, DoS 
GoldenEye, DDoS 
LOIC-UDP,  DDoS 
LOIC-HTTP

comparative 
analysis of deep 
learning techniques 
for DoS/DDoS 
attacks detection

55.
Tama and 
Rhee   [117]
(2017)

DNN Supervised Discriminative 

UNSW-
NB15, 
CIDDS-001, 
GPRS

TCP attacks, UDP 
attacks, attacks by 
HTTP, FTP, SMTP 

Discovered best 
hyper-parameters 
setting for each of 
the datasets used.

56.
Alguliyev      
et al. [7] 
(2019)

Improved CNN 
and LSTM 
models

Supervised Discriminative 
& Generative

Real time 
data from 
Twitter

TCP, UDP and 
HTTP attacks

Ability to handle 
social media data.

57.
Shurman 
et al. [110]
(2020)

LSTM Supervised Discriminative CICDDoS2019

SYN flood attacks, 
MSSQL attacks, 
UDP-Lag, LDAP 
attacks, UDP flood 
attacks and many 
more

capable of detecting 
unknown network 
packets and banning 
unwanted IPs 

58. Bhati et al. 
[14] (2020) RNN Supervised Discriminative

ISCX2017, 
ISCX2018 
and CICD-
DoS2019

SYN flood attacks, 
MSSQL attacks, 
UDP-Lag, LDAP 
attacks, UDP flood 
attacks, PortScan, 
and much more

Reduced memory 
requirement 
Reduce feature set.

59. Aldhaheri et 
al. [5] (2020)

Deep Learning 
and Dendritic 
Cell Algorithm

Supervised Discriminative BoT-IoT DoS TCP, DoS UDP, 
DoS HTTP

minimized false 
alarm generation
High detection rate

Table 2 (continued)
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S.No Authors and 
Year Models used Nature of 

learning DL types Dataset Attacks detected Advantages /  
characteristics 

60.
Susilo and  
Sari [116] 
(2020)

CNN, MLP, RF supervised discriminative BoT-IoT DoS TCP, DoS UDP, 
DoS HTTP

Tuning hyper-
parameter for 
speeding up the 
calculation 

61. Du et al. [25] 
(2017) Stacked LSTM Supervised Discriminative

Real-time 
dataset 
created from 
HDFS and 
Openstack

TCP,UDP, HTTP

Ability to learn 
log patterns from 
normal execution
and detect 
anomalies.
Supports online 
update/training 
and adapt to new 
execution patterns

62. Agarwal et al. 
[3] (2021)

Feature 
Selection 
Based Whale 
Optimization 
DNN

Supervised Discriminative CICIDS2017

DoS Slowloris, DoS 
SlowHTTPTest, 
DoS Hulk and DoS 
GoldenEye,   DDoS-
LOIC

Storing the non-
attacked data in 
cloud to provide 
security and 
avoiding 
the entry of DDOS 
attacks 

63.
Sumathy and 
Karthikeyan 
[115] (2021)

Auto Encoder Unsupervised Generative

Mixed 
dataset 
consists of 
Conficker 
CAIDA and 
UNINA

AL DoS, NL/TL 
DoS

Implementation of 
cost minimization 
algorithm to
reduce the 
classification error.

64. Wang and Li 
[124](2021)

Transformer 
Network                            
( encoder and 
decoder) and 
CNN

Supervised & 
Unsupervised

Discriminative 
& Generative CICDDoS2019

SYN flood attacks, 
MSSQL attacks, 
UDP-Lag, LDAP 
attacks, UDP flood 
attacks, PortScan, 
and 
many more 

Improved 
computational 
efficiency and 
scalability

65. Shieh et al. 
[109](2021)

BI-LSTM and 
GMM with 
incremental 
learning 

Supervised Discriminative 

CIC-
IDS2017 
and CIC-
DDoS2019

DoS Slowloris, DoS 
SlowHTTPTest, 
DoS Hulk and DoS 
GoldenEye,  etc. 

Ability to 
discriminate 
between normal and 
malicious packets

66. Xu et al. [128]
(2021) CNN and GRU Supervised Discriminative 

Real traffic 
traces 
gathered 
from 
Internet 
traffic 

Low-rate DoS 
attacks such 
as Slowloris, 
Slowhttptest, 
Pwnloris, 
Torshammer, and
Httpbog

Ability to detect 
LDoS attacks in 
fluctuating HTTP 
traffic

Table 2 (continued)
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presented a review of the Deep learning-based DDoS 
attacks detection methods proposed till 2016. With 
the recent advancements in deep learning, there are a 
number of efforts made after 2016. To the best of our 
knowledge, we believe that our survey is the first study 
after 2016 [128]. From the study, we find that there are 
research attempts focusing network/transport and/
or application layer DoS/DDoS attacks. Deep learning 
models such as MLP, ANN, DNN, CNN, LSTM, RNN, 
AE, DBN etc. have been used by these research efforts 
and presented in this study.
Figure 4 shows the number of supervised and un-
supervised deep learning algorithms for detecting 
different types of DoS/DDoS attacks that have been 
reviewed in this study. Surprisingly, we identify that 
irrespective of many recent improvements in deep 
learning approaches like LSTM, GRU etc., the basic 
DNNs/MLPs/ANNs [1,11, 12, 27,47, 95, 104, 106, 113, 
117, 130, 132] were also performing equally well in 
classification. 

algorithms perform well in classifying DoS/DDoS at-
tacks. The authors of supervised algorithms claimed 
that their approaches performed well while classi-
fying the test data, which has the classes similar to 
training data, whereas the accuracy of classification 
is comparatively less in case of unsupervised learn-
ing algorithms. This is due to the fact that these algo-
rithms excel in clustering rather than classification. 
Another interpretation from Figure 4 is that super-
vised learning techniques have been used in many 
research efforts as they provide more accuracy. But, 
by increasing the learning experience, there is scope 
to improve the accuracy of unsupervised techniques 
also. Figure 4 may serve as a guideline for future re-
searchers on choosing techniques for detecting DoS/
DDoS attacks. As deep learning methods are efficient 
in identifying the relationships between features in a 
dataset, they are not only used for classification, but 
also for feature learning. In the reviews taken, some 
of them used deep learning models for feature ex-
traction and some for classification [13, 21, 27, 129, 
133]. The models, AE and SOM are mostly used for 
feature extraction. We also noticed that a significant 
number of efforts used RNN/LSTM for classification 
along with word embedding for feature extraction 
[18, 42, 80] as they preserve the semantic relations 
between each data and reduce the feature dimension. 
Also, the temporal features from the input data can be 
easily extracted by RNN. LSTM is a variant of RNN 
[127] and has the ability to keep track of the long term 
relationship in the sequential data while dropping 
out short-lived temporal noises if needed. The study 
of hybrid models is also becoming hot in recent years. 
Figure 5 shows the distribution of various deep learn-
ing models reviewed in this survey. 
From Figure 5, we realize that the CNN and AE are 
more commonly used for building DoS/DDoS attack 
detection systems. High level feature representa-
tions can be very well extracted by CNN and abstract 
form of low-level feature sets of network traffic trac-
es can then be represented using those high-level 
feature representations. As AE based deep learning 
approaches performed exceedingly well in challeng-
ing classification problems, a number of research ef-
forts using AE to detect DoS/DDoS attacks have also 
been carried out. There are also other reasons like 
its use in dimensionality reduction and capability to 
address the imbalanced classification problems [27]. 

Figure 4
Layer-wise Detection Algorithms

 

These models extracted appropriate features using 
different feature selection algorithms. The authors of 
these attempts built NNs by tuning the hyper-param-
eters such as number of hidden layers and neurons in 
each layer appropriately in order to learn better. We 
also found that both supervised and unsupervised 



Information Technology and Control 2022/1/51206

While looking for the deep learning techniques to 
detect DoS/DDoS attacks, we found a large number 
of articles on AE and CNN rather than on other deep 
learning techniques. This shows that AE and CNN 
are superior to the other state-of-the-art approaches. 
Future researchers may focus on these techniques for 
building DoS/DDoS attack detection systems. 

networks in the identification of attacks. Following 
RNN, AE has been the next frequently used mod-
el. Surprising we find that, for real traffic traces, AE 
based models have been proposed. AE models, which 
are unsupervised training algorithms, are used for 
extracting the features from the traffic traces. The 
extracted features have been used for classification 
by various deep learning models. But we believe that 
the ensemble and hybrid architectures are still poorly 
explored. 
Following AE, CNN is found to be next most com-
monly used deep learning models. CNN is thought 
to be more powerful than RNN. Since CNN has more 
feature compatibility than RNN, many authors who 
work on detection of DoS/DDoS attacks have used 
CNN. As same filters are applied to multiple parts of 
the images at the same time, computations can hap-
pen simultaneously in CNN and in turn, CNN runs 
faster. Apart from classification, CNN has also been 
used for feature extraction. As the datasets such as 
CICIDS2017/2018 and CIC DoS2019 have more num-
ber of features, CNN has been used for feature ex-
traction and then, RNN is used for classification [71, 
105]. From this, we interpret that when there is more 
number of features in a dataset, instead of using RNN 
directly, the researchers have used CNN for feature 
extraction and extracted features have been given to 
RNN for classification. To the best of our knowledge, 
although CNN has proven to be a good classifier, it has 
not been fully utilized in the field of intrusion detec-
tion and need to be explored further. DBN is also new 
to its exploitation in this field, and the experimental 
work to determine the reliability of this learning is 
still underway. 
Having seen the deep learning models, we now ex-
plore how the datasets presented in Section 5 are 
used for training and testing these models. Most of 
the datasets including ISCX 2012, CICIDS2017 etc. 
used in the reviewed articles are labelled only. So, we 
find that most of the authors have used supervised 
learning algorithms. Novel DoS/DDoS attacks, on 
the other hand, can alter traffic patterns. If a model 
is trained using labeled datasets, it may not perform 
well when faced with new and unknown forms of at-
tacks with varying traffic patterns. Interestingly, we 
identify that labelled datasets are used by unsuper-
vised algorithms to learn better and classify unseen 
attack traffic [8, 38].

Figure 5
Distribution of Deep Learning Models
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Having seen how various deep learning models 
implement the detection mechanism, now, we 
present a brief comparison of various deep learning 
algorithms and different scenarios where these 
approaches have been preferred. 

Since most of the DoS/DDoS attacks datasets are time 
series data, and RNNs can integrate a temporal layer 
to capture time series data and learn variations in 
the data with the hidden recurring unit, RNN and its 
variations namely LSTM and GRU have been most-
ly used in recent times. We understand that when a 
dataset with arbitrary length of large-scale sequence 
data exhibits dynamic temporal behaviours, RNN is 
most appropriate model to analyze the dataset. This 
is due to the fact that RNN architectures are capable 
of storing and adjusting information over time-lags 
for long-term dependencies with successive connec-
tion sequence information. So, RNN techniques have 
shown better performance over other non-recurring 
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From the surveyed articles, we understand that there 
are quite a few unsupervised deep learning techniques 
like Auto Encoders [8, 13, 26, 38, 49, 50, 82] which 
used the datasets as unlabeled and achieved more 
than 90% classification accuracy. The authors of [25, 
35, 36, 59, 77, 82, 93, 95, 120, 129, 133] have generated 
their own datasets and implemented unsupervised 
algorithms to identify the unseen attack traffic. Even 
though ISCX 2012 dataset is a labelled one, Radford et 
al. [98] used the labels for validation, but not for train-
ing the model. From the study, we comprehend that, 
for new kind of traffic patterns, generative unsuper-
vised algorithms would exhibit a good performance. 
Another interesting point we find in this study is the 
use of datasets. The KDD CUP 99 and NSL KDD data-
sets have been the most common intrusion detection 
datasets. Since it was generated by simulation over 
a virtual computer network and contains redundant 
data, the KDD CUP 99 dataset does not represent real 
traffic data. So, NSL KDD 99 has been introduced by 
addressing the redundancy in KDD CUP 99 dataset. 
Still, both KDD99 and NSLKDD do not provide satis-
factory results because they lack in exhibiting current 
trends in normal and attack traffic. To address these 
issues, a huge collection of datasets for a large variety 
of attacks have been generated by Canadian Institute 
of Cybersecurity. However, today's applications pro-
duce a wide range of traffic types, each with its own 
set of service specifications. As a result, the classifica-
tion of such traffic is critical to improving the detec-
tion system's efficiency. In such case, the historical 
datasets may not be suitable. We noticed that most of 
the research works on DoS/DDoS attacks detection 
using deep learning used ISCX 2012 dataset. This 
dataset contains attacks from network/transport and 
application layer protocols. CICIDS2017, containing 
application layer DoS/DDoS attacks, is the next com-
monly used dataset by the efforts reviewed in this 
study [22]. In some of the attempts, botnets like Mi-
rai, BASHLITE etc. have been used for creating DoS/
DDoS attacks. 
Another significant point we noted from this review 
is that, even though there have been datasets con-
taining both application and network/transport layer 
attack traces, real time datasets have been generated 
and used for detecting attacks. This shows that the ex-
isting datasets do not contain traces of more types of 
attack traffic. 

We also realize that the authors of most of the at-
tempts suggest that their models could be extended to 
detect many other emerging attacks. But, we believe 
that this requires generation of real time datasets 
and more training. Furthermore, the authors of the 
reviewed articles have not ensured that their models 
can detect real time DoS/DDoS attacks or provide de-
tection while the monitored system is under attack. 
However, the authors of [68, 98] have mentioned that 
their models could be extended to detect real time 
DoS/DDoS attacks by combining a few deep learning 
models. As a result, we suggest that future research-
ers in this field concentrate on developing hybrid 
deep learning models to detect real-time DoS/DDoS 
attacks, as well as using transfer learning to detect 
new attacks by transferring knowledge from previous 
detections. 
Given the limitations of the current datasets in Table 
1, we believe a comprehensive framework for gener-
ating benchmarking datasets for DoS/DDoS attacks 
is essential. By using the work by Abdulhammed et al. 
and Catak and Mustacoglu [1, 18], we summarize the 
requirements such a framework shall meet. The re-
quirements include being real world traces, labelled 
dataset, unbiased in size of both benign and malicious 
traffic instances, appropriate feature set, diverse in 
attack scenarios, data from heterogeneous sources, 
proper documentation about data (meta data), trac-
es from variety of traffic like HTTP, FTP, VOIP, web 
browsing, online purchasing etc. 
But, we find that no dataset satisfies all the aforemen-
tioned requirements. The main reason is that it is very 
difficult to have up-to-date dataset due to the ever-in-
creasing number and kind of attacks. Nevertheless, 
authors of the surveyed articles felt that some of the 
datasets more appropriate than others. For instance, 
using KDD Cup 99 / NSL KDD datasets cannot aid in 
the development of a better deep learning model to 
detect DoS/DDoS attacks. In such cases, we recom-
mend the researchers to consider recent, updated and 
more realistic datasets such as UNSW NB15, CICD-
DoS2019 and CICIDS2017/2018.
This survey also reviewed deep learning approaches 
for detecting DoS/DDoS attacks over Software de-
fined networking (SDN) [12, 26, 68, 105]. SDN has 
been emerging as a new networking technology be-
cause of its centralized controlling nature. However, 
it is vulnerable to different forms of attacks, includ-
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ing DoS/DDoS attacks [68. These attacks have severe 
impact because it degrades the performance of the 
SDN by overloading its different components. Our 
review explored a large number of DoS/DDoS detec-
tion approaches based on deep learning. From these 
attempts, we made certain observations and found 
imbalances in some aspects namely in the choice of 
datasets and performance metrics. There are several 
datasets available, and Section 5 listed several of the 
most widely used datasets for detecting DoS/DDoS 
attacks. Based on the nature of the deep learning algo-
rithms, the authors have used datasets of their choice. 
We have also noticed that there is also disparity in the 
number of records for different types of DoS/DDoS at-
tacks in both benchmark and real time datasets. This 
is not advisable for a good learning model. Moreover, 
the performance metrics used by these authors are 
also not uniform. We find it difficult to compare the 
performance of the various research efforts as they 
have adapted different datasets and/or different met-
ric combinations. For instance, the research efforts 
using ISCX 2012 dataset measured the performance 
using one or more metrics like accuracy, precision, 
recall, false alarm rate, true positive and true nega-
tive rate etc. Among these efforts, the only common 
metric is accuracy. Wang et al. [125] provides highest 
accuracy when compared with all the other attempts 
using the same dataset. So, we were not able to com-
pare its performance with competing models based 
on other metrics. This leads to some imbalances in 
identifying a most appropriate model. Such issues 
may be addressed by future researchers. 
Following an examination of the articles, we have 
found a number of extension works that could be used 
by future scholars to further explore the subject of the 
study. They include:
 _ A variety of deep learning models may be tried. 
 _ Imbalance in the datasets may be addressed.
 _ Detection of unknown and new attacks may be 

attempted.
 _ Transfer learning techniques may be tried.
 _ Attacks on Real SDN architecture may be detected.
 _ Ensemble of learning methods may be used to 

improve the performance. 
 _ Diversity of DDoS attacks can be attempted.
 _ Optimization techniques may be attempted to 

improve the performance 
 _ Exploring a variety of feature selection methods to 

improve the detection performance. 
 _ Detection of attacks in real time environment.
 _ Minimizing the computational requirements while 

detecting the attacks

8. Conclusion
DoS/DDoS attacks continue to be the most serious 
danger to the availability of business networks, appli-
cations, and services. Because of their unique charac-
teristics, DoS/DDoS attacks are still seen as a serious 
danger by businesses that are concerned about being 
the target of an assault. Modern security systems have 
evolved ways to fight against most types of DoS/DDoS 
attacks. With deep learning receiving increased at-
tention in a variety of domains these days, this study 
investigated the application of deep learning models 
for detecting DoS/DDoS attacks and compared the 
numerous attempts made by researchers. This inves-
tigation gave a thorough examination of algorithms, 
the nature of learning, discovered threats, perfor-
mance metrics, and so on. In particular, recent efforts 
from 2016 have been analyzed in this paper, with a 
focus on single and hybrid deep learning techniques. 
A few findings have been uncovered as a result of a 
thorough investigation. From one of the findings, we 
understand that deep learning algorithms are being 
utilized not only for classification, but also for feature 
extraction and learning. Furthermore, we find that 
using an ensemble of multiple methods, we might at-
tain good results. According to the results of the sur-
vey, we learned that the majority of the recommend-
ed methodologies rely on the benchmark datasets. 
Despite the fact that we have datasets that have been 
created lately during 2019, DoS/DDoS attackers con-
tinue to adapt their attack patterns and techniques. A 
considerable urge exists to develop more recent and 
real-time datasets, due to the fact that such novel 
patterns are not discussed in the benchmark data-
sets. These findings suggest that additional research 
is needed to strengthen the present state-of-the-art 
approaches in the subject of the study. In addition to 
the benefits, we have also presented the possible ex-
tension of the research efforts. This would definitely 
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provide valuable research information and give the 
researchers suggestions for new research directions 
and stimulate the need for and encourage additional 
research into the subject of study.
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