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An Orthogonal Polynomial Framework using 5 x5 mathematical model is proposed and attempted for the tex-
ture image analysis. The Orthogonal Polynomial Framework has been shown effective for image with larger im-
age grid size of (5 x 5) or (7 x 7) or (9*9) or even higher, to analyse textured surfaces. The image region (5 x 5) un-
der consideration is evaluated to be textured or untextured using a statistical approach. The textured region is 
represented locally as well as globally by suitable descriptors for further analysis. The local descriptor is termed 
as pro5num and histogram of these pro5nums is called the pro5spectrum, the global descriptor. The novelty of 
this scheme is its representation of texture after it identifies the presence and the model can be extended to any 
image size region. This method works fine for standard database of texture images. The texture images have 
been shown successfully represented by the descriptors.   The proposed scheme has been successfully applied 
for the supervised texture classification and the classification accuracies are comparable with recent results. 
Further texture analysis problems using these descriptors are in progress.  
KEYWORDS: Texture Representation, Polynomials, Statistical Tests, Local and Global descriptors, Standard 
Texture Images, Classification.

1. Introduction
An image is considered to be consisting of either tex-
tured or un-textured or uniform distribution of gray 
levels. The presence of uniform region can be easi-
ly identified by the constant grey levels maintained 
by the pixels throughout. The presence of edges are 
found by detecting the sharp grey level variations 
among the pixels or between the regions whereas the 
texture is presumed to be present if there is a non-uni-
form grey level variations in the small region. There 
have been many algorithms proposed separately over 
the past [4, 9, 10, 13], for identifying the presence of 
texture. The texture can be classified as micro, macro, 
deterministic, non-deterministic, periodic, aperiodic, 
regular, irregular, smooth, rough, fine, coarse, and sto-
chastic based on the distribution of textural proper-
ties. Since the underlying textural content of images 
appear to convey many distinguishing quantitative 
features for classification purposes. In this paper, we 
propose a suitable framework which is used for find-
ing the presence of texture in (5x5) region. 
For analysis of texture, various schemes have been re-
ported in literature. Observable textures [5] were sug-
gested which are analysed by the primitives and their 
placement rules. Haralick et al [10] have suggested us-
ing the co-occurrence matrix and proposed variety of 
features. Tuceryan, and Weszka [13,14], suggested the 
Fourier Power spectrum and descriptor based texture 
analysis. Texture number scheme has been suggested 
by He and L Wang [11] and multi-channel filtering ap-
proach by Jain et al [12]. Ganesan and Bhattacharrya 
[7] have suggested micro texture description based on 

design of experiments approach. Local description of 
texture has been a quite challenging problem still.
Spatial filtering approach has been employed for 
texture analysis by [10]. Relatively a larger image re-
gion, say (5x5) is considered for our present analysis 
since already the analysis for 3x3 image region has 
been reported which was noise sensitive. In a (3 x 3) 
image region, even the presence of noise may cause 
the variation in the texture. To avoid this problem, an 
image region of size, (5x5), which is relatively larger, 
is chosen in our present work so as to reduce the ef-
fect of noise, as it may get blurred over a larger region. 
The influence of noise will be less and not disturbing 
the presence of signal, namely, texture in the present 
work. The image region is represented by a set of or-
thogonal polynomials, the corresponding orthogonal 
effects owing to the spatial variations and their vari-
ances can be computed. The design of experiments 
based approach suggests that there are two kinds of 
variances, namely, the variances due to the main ef-
fects and the other one is the variances due to the 
interaction effects. In a two dimensional case, the 
main effects are from the variations of x coordinate 
when the y remains constant whereas, the interac-
tion effects are due to the variations of both x and y 
coordinates jointly. It has been found experimentally 
that the interaction effects convey the presence of mi-
cro textures and the main effects, on the other hand, 
the noise. The presence of textures can be confirmed 
when the interaction effect variances are significant 
while the variances due to the main effects are con-
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tributing toward noise, i.e., they are estimates of same 
variances and  homogeneous. These variances are 
tested for the homogeneity, by performing a statis-
tical testproposed by Bishop and Nair [1] since the 
mean squares due to these effects are varying in Chi 
squared form with single degree of freedom. The test 
can be performed for a specific tolerance value, say 
1% or 5% and so on. If the test is performed for 1 %, 
it is denoted that the conditions are stringent and if 
it is 5% it is in relaxed. After this test, the average er-
ror variance is computed from the set of variances or 
its subset, which are estimates of the same variance. 
Similarly, the variances of interaction effects must 
be tested for the heterogeneity. The test can be per-
formed with all the variances of interaction effects 
or its subsets. Once homogeneity of variances test is 
over and the region is concluded to be textured. Then 
the region has to be represented. All the variances 
corresponding to the interaction effects or its subsets 
are subjected to the variance ratiostatistical test [6]. 
Numerator as the variance of the interaction effects 
and the denominator is the average error variance. 
When the ratio is greater than or equal to the stan-
dard tabulated value, (known as F ratio test) then the 
corresponding pixel position is marked as 1 otherwise 
0. The variance ratio test can also be performed by 
different significance levels. Thus there is a mapping 
of interaction effects in to 0 or 1. If these binary num-
bers are written as a sequence, i.e., a binary string is 
obtained corresponding to the set of variances used 
for the significant interaction effects. The equivalent 
decimal number for this binary string is termed as the 
pro5num. This quantifiable value is used for repre-
senting the texture present in the (5x5) region. Hence 
a (5x5) region is represented by pro5numwhich is 
called the local descriptor. Since the grey level distri-
butions over the entire image is unique which con-
tribute for the information, the pro5nums and their 
distribution is also unique. The entire image now is 
represented globally by the distribution of these pro-
5nums, called, pro5spectrum. The pro5spectrums 
are the unique representation of the given image. 
Pro5spectrumsare obtained for a number of standard 
texture images, called Brodatz album [2]. The varia-
tions in the spectrums and the number of pro5nums 
present in the spectrums differ for different images 
as expected. The usages of these pro5spectrums are 
subjected to various kinds of texture analysis prob-
lems. The Bayesian framework and PAC assembling 

suggests the usage of DL for image classification, an-
other approach to handle the Large Lattice structure 
[15], [16]. The full stage augmentation data has been 
utilised for the image classification in many lattice 
structure where the Deep learning algorithms like 
CNN, RNN and LSTM proposes a valid framework 
[17],[18].Texture classification of fabric defects has 
been successfully attempted using machine learning 
techniques [19]. 
The complete framework and the mathematical mod-
el is discussed in the next section. The experimenta-
tion works and results are described in the III section 
and finally in the IV section, the conclusions are pre-
sented. 

2. Mathematical Model
A 2D image is considered around x and y which are 
Cartesian coordinates, separable, blurring, point 
spread operator(PSF) in which the image results 
in the superposition of the point source of impulse 
weighted by the value of object function f. A 2D PSF, 
M(x,y) can be considered to be a real valued function 
defined for X x Y where X and Y are ordered subsets 
of real values. In the case of a gray level image of size 
(nxn) where x rows consists of a finite set, which is as 
0,1,2….n-1, the function M(x,y) reduces labeled to a se-
quence of function.
M(i, t) = γi(t), i = 0,1,2…n – 1.
The mathematical model used in this framework is 
illustrated below.
Since the image is a function of f(x, y) where x and y 
are Cartesian coordinates, a set of polynomials for 
fitting with image region is used. The image region,  
f(x, y) is represented as
f(x, y) = g(x, y) + η(x, y),
where g(x, y) is the signal part and η(x, y) is the ad-
ditive noise. The characteristics of the image region, 
like texture/uniform,or edge, etc. can be identified by 
analyzing the spatial variation in g(x, y). These char-
acteristics can be obtained by  using  the spatial (row 
and column) interactions. These spatial interactions 
are measured here by fitting theimage region with a 
set of polynomials, in row and column coordinates. 
A set of orthogonal polynomials are preferred by as 
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itreduces the time complexity while processing. Let 
as consider a set of orthogonal functions αi, j(x, y) 
which are used to obtainthe spatial interactions due 
to signal and noise. Hence

f(x, y) = ∑i ∑j  βi, j αi, j(x, y) + η(x, y) (1)

original image region = spatial variation due to signal 
+ spatialvariation due to noise. 
In general,

f(x, y)=∑∑βi, j ϕi(x)ϕj (y) as αi, j(x, y) seperable (2)

Let βi, j be the orthogonal effects which are the coeffi-
cients of transformations for fitting the polynomials 
with the image region.

f(x, y) = ∑ i  ∑ j  βi, j γi γj, (3)

where γi and γj are the polynomials in x and y respec-
tively. In matrix notation, this can be written as,

[f] = ∑∑βi, j γi γ̂i  t, (4)

where γ̂i    is a column vector of size (N x 1).
Considering the values of the polynomials
γi (r)   at  r = r1, r = r2

  …  r = rn

Now
[M] =  γ̂0,  γ̂1,  γ̂2 ….γn – 1

[f] = [M][βi, j] [M]t

By algebraic simplification

[βi, j] = (M t M)–1 (M t fM)(M t  M)–1. (5)

In the following section, the generation of polynomi-
als and how this is generalized to get nth order poly-
nomials are discussed. Once the generation is over, 
representation will be described. 

2.1. Polynomials
For computation of spatial interactions, the following 
polynomials are used. γ0(r, μ, n), γ1(r, μ, n) of degree 
0,1…, where μ represents mean

  

𝜇𝜇 =
1
𝑛𝑛L𝑟𝑟

%

,-'

=
𝑛𝑛 + 1
2  

where n is the image sample size, n = 5.
γ0(r, μ, n) = 1, γ1(r, μ, n) = r – μ

Higher order polynomials can be generated by em-
ploying (Generalised Chebhesev Formula)

γi +1(r, μ, n) = (r – μ) γi(r, μ, n) – si(r) γi–1(r, μ, n) for i ≥ 1. (6)

  

 

s/(n) =
/!(1./)(1)/)

3(3/!)')
  .                                              (7)

Finally, the following set of orthogonal polynomials 
are obtained. Where si is represented as the polyno-
mial generating factor, with two variables, i and n, 
used to compute γ0, γ1, γ2, γ3, γ4 and can be shown in 
Equation (8).

  

	𝛾𝛾&(𝑟𝑟, 𝜇𝜇, 𝑛𝑛) = 1 

𝛾𝛾'(𝑟𝑟, 𝜇𝜇, 𝑛𝑛) = 𝑟𝑟 − 𝜇𝜇	𝑤𝑤ℎ𝑒𝑒𝑟𝑟𝑒𝑒	𝜇𝜇 =
𝑛𝑛 + 1
2  

𝛾𝛾((𝑟𝑟, 𝜇𝜇, 𝑛𝑛) = (𝑟𝑟 − 𝜇𝜇)( −
(𝑛𝑛( − 1)

12
 

𝛾𝛾4(𝑟𝑟, 𝜇𝜇, 𝑛𝑛) = (𝑟𝑟 − 𝜇𝜇)4 −
(𝑟𝑟 − 𝜇𝜇)(3𝑛𝑛( − 7)

20
 

 

𝛾𝛾3(𝑟𝑟, 𝜇𝜇, 𝑛𝑛) = (𝑟𝑟 − 𝜇𝜇)4 − (,)7)!(,)7)(4%!)'4)
'3

+
4%")4&%!.(8
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(8)

Typically, for example,
when r0 = 1, r1 = 2, r2 = 3, r3 = 4, r4 = 5
γ1(r0) = 1 – 3 = –2, 
γ1(r1) = 2 – 3 = –1, 
γ1(r2) = 3 – 3 = 0, 
γ1 (r3)  = 3 – 4 = –1, 
γ1 (r4) = 3 – 5 = –2
Similarly, other γi such as γ2, γ3, γ4 can be obtained. 
Thus for an (n x n) i.e. (5 x 5) image region.

  

|𝑀𝑀| =
X
X

𝛾𝛾&(𝑟𝑟&) 𝛾𝛾'(𝑟𝑟&) 𝛾𝛾((𝑟𝑟&)
𝛾𝛾&(𝑟𝑟') 𝛾𝛾'(𝑟𝑟') 𝛾𝛾((𝑟𝑟')
𝛾𝛾&(𝑟𝑟() 𝛾𝛾'(𝑟𝑟() 𝛾𝛾((𝑟𝑟()
𝛾𝛾&(𝑟𝑟4) 𝛾𝛾'(𝑟𝑟4) 𝛾𝛾((𝑟𝑟4)
𝛾𝛾&(𝑟𝑟3) 𝛾𝛾'(𝑟𝑟3) 𝛾𝛾((𝑟𝑟3)

𝛾𝛾4(𝑟𝑟&) 𝛾𝛾3(𝑟𝑟&)
𝛾𝛾4(𝑟𝑟') 𝛾𝛾3(𝑟𝑟')
𝛾𝛾4(𝑟𝑟() 𝛾𝛾3(𝑟𝑟()
𝛾𝛾4(𝑟𝑟4) 𝛾𝛾3(𝑟𝑟4)
𝛾𝛾4(𝑟𝑟3) 𝛾𝛾3(𝑟𝑟3)

X
X 

 

|𝑀𝑀| = XX

1 −2 2
1 −1 −1
1 0 −2
1 1 −1
1 2 		2

		−1 1
			2 −4
				0 6
		−2 −4
					1 1

XX                          

  

|𝑀𝑀| =
X
X
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𝛾𝛾&(𝑟𝑟') 𝛾𝛾'(𝑟𝑟') 𝛾𝛾((𝑟𝑟')
𝛾𝛾&(𝑟𝑟() 𝛾𝛾'(𝑟𝑟() 𝛾𝛾((𝑟𝑟()
𝛾𝛾&(𝑟𝑟4) 𝛾𝛾'(𝑟𝑟4) 𝛾𝛾((𝑟𝑟4)
𝛾𝛾&(𝑟𝑟3) 𝛾𝛾'(𝑟𝑟3) 𝛾𝛾((𝑟𝑟3)

𝛾𝛾4(𝑟𝑟&) 𝛾𝛾3(𝑟𝑟&)
𝛾𝛾4(𝑟𝑟') 𝛾𝛾3(𝑟𝑟')
𝛾𝛾4(𝑟𝑟() 𝛾𝛾3(𝑟𝑟()
𝛾𝛾4(𝑟𝑟4) 𝛾𝛾3(𝑟𝑟4)
𝛾𝛾4(𝑟𝑟3) 𝛾𝛾3(𝑟𝑟3)

X
X 

 

|𝑀𝑀| = XX

1 −2 2
1 −1 −1
1 0 −2
1 1 −1
1 2 		2

		−1 1
			2 −4
				0 6
		−2 −4
					1 1

XX                          

(9)
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The gray level image region of size (5 x 5),

  

polynomials are used.   𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛), 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) of 
degree 0,1…, where𝜇𝜇𝜇𝜇   represents mean 

𝜇𝜇𝜇𝜇 =
1
𝑛𝑛𝑛𝑛
�𝑠𝑠𝑠𝑠
𝑛𝑛𝑛𝑛

𝑟𝑟𝑟𝑟𝑟1

=
𝑛𝑛𝑛𝑛 + 1

2
 

where n is the image sample size, n = 5. 
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇 

Higher order polynomials can be generated by 
employing (Generalised Chebhesev Formula) 

𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑖1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) −
𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠)𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑖1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛)    𝑓𝑓𝑓𝑓𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠 𝑖𝑖𝑖𝑖 𝑖 1          (6) 

 

si(n) = i2(n𝑖i)(n𝑖i)
4(4i2𝑖1)

  .                                              (7) 

Finally, the following set of orthogonal polynomials 
are obtained. Where si is represented as the 
polynomial generating factor, with two variables, i 
and n, used to compute 𝛾𝛾𝛾𝛾0, 𝛾𝛾𝛾𝛾1,𝛾𝛾𝛾𝛾2,𝛾𝛾𝛾𝛾3, 𝛾𝛾𝛾𝛾4 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎  can be 
shown in Equation (8). 

 𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 1 

𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇 𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝜇𝜇𝜇𝜇 =
𝑛𝑛𝑛𝑛 + 1

2
 

𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)2 −
(𝑛𝑛𝑛𝑛2 − 1)

12
 

𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)3 −
(𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)(3𝑛𝑛𝑛𝑛2 − 7)

20
 

 

𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)3 − (𝑟𝑟𝑟𝑟𝑖𝑟𝑟𝑟𝑟)2(𝑟𝑟𝑟𝑟𝑖𝑟𝑟𝑟𝑟)(3𝑛𝑛𝑛𝑛2𝑖13)
14

+
3𝑛𝑛𝑛𝑛4𝑖30𝑛𝑛𝑛𝑛2𝑖27

560
                                                         (8) 

 

Typically, for example, 

when 𝑠𝑠𝑠𝑠0 = 1, 𝑠𝑠𝑠𝑠1 = 2, 𝑠𝑠𝑠𝑠2 = 3, 𝑠𝑠𝑠𝑠3 = 4,r4= 5 
𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠0) = 1 − 3 = −2, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠1) = 2 − 3

= −1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠2) = 3 − 3
= 0, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠3) = 3 − 4
= −1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠4) = 3 − 5 = −2 

Similarly, other𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 such as 𝛾𝛾𝛾𝛾2, 𝛾𝛾𝛾𝛾3, 𝛾𝛾𝛾𝛾4 can be obtained. 
Thus for an (n x n) i.e. (5 x 5) image region. 

|𝑀𝑀𝑀𝑀| =
�
�

𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠0)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠1)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠2)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠3)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠4)

𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠0)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠1)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠2)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠3)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠4)

�
�
 

 

|𝑀𝑀𝑀𝑀| = �
�

1 −2 2
1 −1 −1
1 0 −2
1 1 −1
1 2   2

  −1 1
   2 −4
    0 6
  −2 −4
     1 1

�
�                          (9) 

 

The gray level image region of size (5 x 5), 

 

�𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗5 � = |𝑀𝑀𝑀𝑀||𝛽𝛽𝛽𝛽| = ∑ ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗4
𝑖𝑖𝑖𝑖𝑟0 �𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�4

𝑖𝑖𝑖𝑖𝑟0  .               (10) 

𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  is representing the variation effect due 
to�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�on f and the effects  𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗are orthogonal 
to each other. 25 basis 2D operators  𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(0 ≤
𝑖𝑖𝑖𝑖, 𝑗𝑗𝑗𝑗 ≤ 4)can be obtained as follows: 

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = 𝛾𝛾𝛾𝛾𝚤𝚤𝚤𝚤� 𝛾𝛾𝛾𝛾𝚥𝚥𝚥𝚥𝑡𝑡𝑡𝑡� , 

where    𝛾𝛾𝛾𝛾𝚤𝚤𝚤𝚤� is the (i + 1)st column vector of|𝑀𝑀𝑀𝑀|. 
Now the image region f is viewed 
assuperposition of 25 basis finite difference 
operators’ responses, of which �𝐶𝐶𝐶𝐶0,0�is 
meantfor local averaging. These basis 
operators can be generated.  Hence 

|𝑓𝑓𝑓𝑓||𝑓𝑓𝑓𝑓| = |𝑍𝑍𝑍𝑍||𝑍𝑍𝑍𝑍| 
 
∑ ∑ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝑎𝑎𝑔𝑔𝑔𝑔𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 =4

𝑖𝑖𝑖𝑖𝑟0
4
𝑖𝑖𝑖𝑖𝑟0 ∑ ∑ 𝑉𝑉𝑉𝑉𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑉𝑉𝑉𝑉𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗24

𝑖𝑖𝑖𝑖𝑟0
4
𝑖𝑖𝑖𝑖𝑟0     

(11) 

𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 may be termed as the variances 
corresponding to the(𝑛𝑛𝑛𝑛2 − 1)basis difference 
operators. As per the intuitive guidelines 
given by Canny [3], we model the texture as 
the responses of the operators 

�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�𝑖𝑖𝑖𝑖, 𝑗𝑗𝑗𝑗 = 1 𝑡𝑡𝑡𝑡𝑜𝑜𝑜𝑜 4 

and the responses of the remaining operators, 
namely, 

�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�, 𝑖𝑖𝑖𝑖 = 0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑗𝑗𝑗𝑗 = 1,2,3,4 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑗𝑗𝑗𝑗 = 0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖
= 1,2,3,4 

to be the responses towards noise present. 

 �𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� = (𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀)𝑖1(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ )(𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀)𝑖1 ,                  (12) 

where M is in Equation (9).  

From Equation (5), 

�𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ � = (𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀) and [𝑓𝑓𝑓𝑓]is an image region of 
size (5x5).The mean square variances due to 
these orthogonaleffects can be computed as 

�𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 � = ([𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡][𝑀𝑀𝑀𝑀])𝑖1(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ )2([𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡][𝑀𝑀𝑀𝑀])𝑖1 ,                
(13) 

where 𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2   are the variances of each pixel 
when the image regions are mapped. 

For texture,the conjecture [7] says that the mean 
squares or variances due to interaction effects do not 
estimate the same variance(heterogeneous)and the 
mean squares due to main effects may estimate the 
same variance(homogeneous). Statistical test : This 
homogeneity of variations test can be performed by a 

(10)

βi, j is representing the variation effect due to |Ci, j| on 
f and the effects βi, j are orthogonal to each other. 25 
basis 2D operators Ci, j(0 ≤ i, j ≤ 4)can be obtained as 
follows:
Ci, j =  γ̂i   Ä γj

t̂,
where  γ̂i   is the (i + 1)st column vector of |M|. Now the 
image region f is viewed assuperposition – of 25 basis 
finite difference operators’ responses, of which |C0,0| 
is meantfor local averaging. These basis operators can 
be generated. Hence
|f||f| = |Z||Z|

  

polynomials are used.   𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛), 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) of 
degree 0,1…, where𝜇𝜇𝜇𝜇   represents mean 

𝜇𝜇𝜇𝜇 =
1
𝑛𝑛𝑛𝑛
�𝑠𝑠𝑠𝑠
𝑛𝑛𝑛𝑛

𝑟𝑟𝑟𝑟𝑟1

=
𝑛𝑛𝑛𝑛 + 1

2
 

where n is the image sample size, n = 5. 
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇 

Higher order polynomials can be generated by 
employing (Generalised Chebhesev Formula) 

𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑖1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) −
𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠)𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑖1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛)    𝑓𝑓𝑓𝑓𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠 𝑖𝑖𝑖𝑖 𝑖 1          (6) 

 

si(n) = i2(n𝑖i)(n𝑖i)
4(4i2𝑖1)

  .                                              (7) 

Finally, the following set of orthogonal polynomials 
are obtained. Where si is represented as the 
polynomial generating factor, with two variables, i 
and n, used to compute 𝛾𝛾𝛾𝛾0, 𝛾𝛾𝛾𝛾1,𝛾𝛾𝛾𝛾2,𝛾𝛾𝛾𝛾3, 𝛾𝛾𝛾𝛾4 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎  can be 
shown in Equation (8). 

 𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 1 

𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇 𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝜇𝜇𝜇𝜇 =
𝑛𝑛𝑛𝑛 + 1

2
 

𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)2 −
(𝑛𝑛𝑛𝑛2 − 1)

12
 

𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)3 −
(𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)(3𝑛𝑛𝑛𝑛2 − 7)

20
 

 

𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)3 − (𝑟𝑟𝑟𝑟𝑖𝑟𝑟𝑟𝑟)2(𝑟𝑟𝑟𝑟𝑖𝑟𝑟𝑟𝑟)(3𝑛𝑛𝑛𝑛2𝑖13)
14

+
3𝑛𝑛𝑛𝑛4𝑖30𝑛𝑛𝑛𝑛2𝑖27

560
                                                         (8) 

 

Typically, for example, 

when 𝑠𝑠𝑠𝑠0 = 1, 𝑠𝑠𝑠𝑠1 = 2, 𝑠𝑠𝑠𝑠2 = 3, 𝑠𝑠𝑠𝑠3 = 4,r4= 5 
𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠0) = 1 − 3 = −2, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠1) = 2 − 3

= −1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠2) = 3 − 3
= 0, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠3) = 3 − 4
= −1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠4) = 3 − 5 = −2 

Similarly, other𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 such as 𝛾𝛾𝛾𝛾2, 𝛾𝛾𝛾𝛾3, 𝛾𝛾𝛾𝛾4 can be obtained. 
Thus for an (n x n) i.e. (5 x 5) image region. 

|𝑀𝑀𝑀𝑀| =
�
�

𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠0)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠1)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠2)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠3)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠4)

𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠0)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠1)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠2)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠3)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠4)

�
�
 

 

|𝑀𝑀𝑀𝑀| = �
�

1 −2 2
1 −1 −1
1 0 −2
1 1 −1
1 2   2

  −1 1
   2 −4
    0 6
  −2 −4
     1 1

�
�                          (9) 

 

The gray level image region of size (5 x 5), 

 

�𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗5 � = |𝑀𝑀𝑀𝑀||𝛽𝛽𝛽𝛽| = ∑ ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗4
𝑖𝑖𝑖𝑖𝑟0 �𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�4

𝑖𝑖𝑖𝑖𝑟0  .               (10) 

𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  is representing the variation effect due 
to�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�on f and the effects  𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗are orthogonal 
to each other. 25 basis 2D operators  𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(0 ≤
𝑖𝑖𝑖𝑖, 𝑗𝑗𝑗𝑗 ≤ 4)can be obtained as follows: 

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = 𝛾𝛾𝛾𝛾𝚤𝚤𝚤𝚤� 𝛾𝛾𝛾𝛾𝚥𝚥𝚥𝚥𝑡𝑡𝑡𝑡� , 

where    𝛾𝛾𝛾𝛾𝚤𝚤𝚤𝚤� is the (i + 1)st column vector of|𝑀𝑀𝑀𝑀|. 
Now the image region f is viewed 
assuperposition of 25 basis finite difference 
operators’ responses, of which �𝐶𝐶𝐶𝐶0,0�is 
meantfor local averaging. These basis 
operators can be generated.  Hence 

|𝑓𝑓𝑓𝑓||𝑓𝑓𝑓𝑓| = |𝑍𝑍𝑍𝑍||𝑍𝑍𝑍𝑍| 
 
∑ ∑ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝑎𝑎𝑔𝑔𝑔𝑔𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 =4

𝑖𝑖𝑖𝑖𝑟0
4
𝑖𝑖𝑖𝑖𝑟0 ∑ ∑ 𝑉𝑉𝑉𝑉𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑉𝑉𝑉𝑉𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗24

𝑖𝑖𝑖𝑖𝑟0
4
𝑖𝑖𝑖𝑖𝑟0     

𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 may be termed as the variances 
corresponding to the(𝑛𝑛𝑛𝑛2 − 1)basis difference 
operators. As per the intuitive guidelines 
given by Canny [3], we model the texture as 
the responses of the operators 

�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�𝑖𝑖𝑖𝑖, 𝑗𝑗𝑗𝑗 = 1 𝑡𝑡𝑡𝑡𝑜𝑜𝑜𝑜 4 

and the responses of the remaining operators, 
namely, 

�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�, 𝑖𝑖𝑖𝑖 = 0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑗𝑗𝑗𝑗 = 1,2,3,4 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑗𝑗𝑗𝑗 = 0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖
= 1,2,3,4 

to be the responses towards noise present. 

 �𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� = (𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀)𝑖1(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ )(𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀)𝑖1 ,                  (12) 

where M is in Equation (9).  

From Equation (5), 

�𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ � = (𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀) and [𝑓𝑓𝑓𝑓]is an image region of 
size (5x5).The mean square variances due to 
these orthogonaleffects can be computed as 

�𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 � = ([𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡][𝑀𝑀𝑀𝑀])𝑖1(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ )2([𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡][𝑀𝑀𝑀𝑀])𝑖1 ,                
(13) 

where 𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2   are the variances of each pixel 
when the image regions are mapped. 

For texture,the conjecture [7] says that the mean 
squares or variances due to interaction effects do not 
estimate the same variance(heterogeneous)and the 
mean squares due to main effects may estimate the 
same variance(homogeneous). Statistical test : This 
homogeneity of variations test can be performed by a 

(11)

  

polynomials are used.   𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛), 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) of 
degree 0,1…, where𝜇𝜇𝜇𝜇   represents mean 

𝜇𝜇𝜇𝜇 =
1
𝑛𝑛𝑛𝑛
�𝑠𝑠𝑠𝑠
𝑛𝑛𝑛𝑛

𝑟𝑟𝑟𝑟𝑟1

=
𝑛𝑛𝑛𝑛 + 1

2
 

where n is the image sample size, n = 5. 
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇 

Higher order polynomials can be generated by 
employing (Generalised Chebhesev Formula) 

𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑖1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) −
𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑠𝑠𝑠𝑠)𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑖1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛)    𝑓𝑓𝑓𝑓𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠 𝑖𝑖𝑖𝑖 𝑖 1          (6) 

 

si(n) = i2(n𝑖i)(n𝑖i)
4(4i2𝑖1)

  .                                              (7) 

Finally, the following set of orthogonal polynomials 
are obtained. Where si is represented as the 
polynomial generating factor, with two variables, i 
and n, used to compute 𝛾𝛾𝛾𝛾0, 𝛾𝛾𝛾𝛾1,𝛾𝛾𝛾𝛾2,𝛾𝛾𝛾𝛾3, 𝛾𝛾𝛾𝛾4 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎  can be 
shown in Equation (8). 

 𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 1 

𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = 𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇 𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝜇𝜇𝜇𝜇 =
𝑛𝑛𝑛𝑛 + 1

2
 

𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)2 −
(𝑛𝑛𝑛𝑛2 − 1)

12
 

𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)3 −
(𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)(3𝑛𝑛𝑛𝑛2 − 7)

20
 

 

𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠, 𝜇𝜇𝜇𝜇,𝑛𝑛𝑛𝑛) = (𝑠𝑠𝑠𝑠 − 𝜇𝜇𝜇𝜇)3 − (𝑟𝑟𝑟𝑟𝑖𝑟𝑟𝑟𝑟)2(𝑟𝑟𝑟𝑟𝑖𝑟𝑟𝑟𝑟)(3𝑛𝑛𝑛𝑛2𝑖13)
14

+
3𝑛𝑛𝑛𝑛4𝑖30𝑛𝑛𝑛𝑛2𝑖27

560
                                                         (8) 

 

Typically, for example, 

when 𝑠𝑠𝑠𝑠0 = 1, 𝑠𝑠𝑠𝑠1 = 2, 𝑠𝑠𝑠𝑠2 = 3, 𝑠𝑠𝑠𝑠3 = 4,r4= 5 
𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠0) = 1 − 3 = −2, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠1) = 2 − 3

= −1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠2) = 3 − 3
= 0, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠3) = 3 − 4
= −1, 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠4) = 3 − 5 = −2 

Similarly, other𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 such as 𝛾𝛾𝛾𝛾2, 𝛾𝛾𝛾𝛾3, 𝛾𝛾𝛾𝛾4 can be obtained. 
Thus for an (n x n) i.e. (5 x 5) image region. 

|𝑀𝑀𝑀𝑀| =
�
�

𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠0)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠1)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠2)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠3)
𝛾𝛾𝛾𝛾0(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾1(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾2(𝑠𝑠𝑠𝑠4)

𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠0) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠0)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠1) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠1)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠2) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠2)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠3) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠3)
𝛾𝛾𝛾𝛾3(𝑠𝑠𝑠𝑠4) 𝛾𝛾𝛾𝛾4(𝑠𝑠𝑠𝑠4)

�
�
 

 

|𝑀𝑀𝑀𝑀| = �
�

1 −2 2
1 −1 −1
1 0 −2
1 1 −1
1 2   2

  −1 1
   2 −4
    0 6
  −2 −4
     1 1

�
�                          (9) 

 

The gray level image region of size (5 x 5), 

 

�𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗5 � = |𝑀𝑀𝑀𝑀||𝛽𝛽𝛽𝛽| = ∑ ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗4
𝑖𝑖𝑖𝑖𝑟0 �𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�4

𝑖𝑖𝑖𝑖𝑟0  .               (10) 

𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗  is representing the variation effect due 
to�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�on f and the effects  𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗are orthogonal 
to each other. 25 basis 2D operators  𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(0 ≤
𝑖𝑖𝑖𝑖, 𝑗𝑗𝑗𝑗 ≤ 4)can be obtained as follows: 

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 = 𝛾𝛾𝛾𝛾𝚤𝚤𝚤𝚤� 𝛾𝛾𝛾𝛾𝚥𝚥𝚥𝚥𝑡𝑡𝑡𝑡� , 

where    𝛾𝛾𝛾𝛾𝚤𝚤𝚤𝚤� is the (i + 1)st column vector of|𝑀𝑀𝑀𝑀|. 
Now the image region f is viewed 
assuperposition of 25 basis finite difference 
operators’ responses, of which �𝐶𝐶𝐶𝐶0,0�is 
meantfor local averaging. These basis 
operators can be generated.  Hence 

|𝑓𝑓𝑓𝑓||𝑓𝑓𝑓𝑓| = |𝑍𝑍𝑍𝑍||𝑍𝑍𝑍𝑍| 
 
∑ ∑ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝑎𝑎𝑔𝑔𝑔𝑔𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 =4

𝑖𝑖𝑖𝑖𝑟0
4
𝑖𝑖𝑖𝑖𝑟0 ∑ ∑ 𝑉𝑉𝑉𝑉𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑉𝑉𝑉𝑉𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗24

𝑖𝑖𝑖𝑖𝑟0
4
𝑖𝑖𝑖𝑖𝑟0     

𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 may be termed as the variances 
corresponding to the(𝑛𝑛𝑛𝑛2 − 1)basis difference 
operators. As per the intuitive guidelines 
given by Canny [3], we model the texture as 
the responses of the operators 

�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�𝑖𝑖𝑖𝑖, 𝑗𝑗𝑗𝑗 = 1 𝑡𝑡𝑡𝑡𝑜𝑜𝑜𝑜 4 

and the responses of the remaining operators, 
namely, 

�𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗�, 𝑖𝑖𝑖𝑖 = 0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑗𝑗𝑗𝑗 = 1,2,3,4 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑗𝑗𝑗𝑗 = 0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖
= 1,2,3,4 

to be the responses towards noise present. 

 �𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗� = (𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀)𝑖1(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ )(𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀)𝑖1 ,                  (12) 

where M is in Equation (9).  

From Equation (5), 

�𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ � = (𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀) and [𝑓𝑓𝑓𝑓]is an image region of 
size (5x5).The mean square variances due to 
these orthogonaleffects can be computed as 

�𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2 � = ([𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡][𝑀𝑀𝑀𝑀])𝑖1(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′ )2([𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡][𝑀𝑀𝑀𝑀])𝑖1 ,                
(13) 

where 𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗2   are the variances of each pixel 
when the image regions are mapped. 

For texture,the conjecture [7] says that the mean 
squares or variances due to interaction effects do not 
estimate the same variance(heterogeneous)and the 
mean squares due to main effects may estimate the 
same variance(homogeneous). Statistical test : This 
homogeneity of variations test can be performed by a 

 may be termed as the variances corresponding to 
the (n2 – 1) basis difference operators. As per the in-
tuitive guidelines given by Canny [3], we model the 
texture as the responses of the operators
|Ci, j|i, j = 1 to 4
and the responses of the remaining operators, namely,
|Ci, j|, i = 0 and j = 1, 2, 3, 4 and j = 0 and i = 1, 2, 3, 4
to be the responses towards noise present.

[βi, j]  =(M t M)–1(β'i, j)(M  t M)–1, (12)

where M is in Equation (9). 
From Equation (5),
[β'i, j] = (M  t fM) and [f] is an image region of size (5x5).
The mean square variances due to these orthogo-
naleffects can be computed as

[Z  2i,j] = ([M t ][M])–1 (β'i, j)2 ([M t ][M])–1, (13)

where Z  2i,j  are the variances of each pixel when the im-
age regions are mapped.
For texture,the conjecture [7] says that the mean 
squares or variances due to interaction effects do not 
estimate the same variance(heterogeneous)and the 
mean squares due to main effects may estimate the 
same variance(homogeneous). Statistical test : This 
homogeneity of variations test can be performed by a 
statistical procedure called Nair’ test [1]. Nair’s Test: 

The divergence D among variances, vi, i = 1, 2, ... k is 
computed as follows:

D = kln(vav) – ∑k
i = 1 ln(vi) (14)

vav = 1k ∑k
i = 1 ln(vi). (15)

Standard values are given (tabulated) as Bishop and 
Nair’s table for different values of degrees of freedom 
and differentpercentage of significance levelsand are 
shown  in (Table 1). The interaction means squares 
are subjected to Nair’s test. The D value must be ≥ to-
the tabulated value indicating that the divergence is 
significant. If it is ≤ the values given in the table, indi-
cating the divergence isinsignificant and hence these 
can be considered for computing noise variances. 
Once the conditions are satisfied, then the imagere-
gion under analysis is considered as textured region. 
This region is to be represented as per the procedure 
in the following section.

2.2. Representation
Detected textured regions must be represented local-
ly and the entire image   globally by suitable descrip-
tors.
1 Local: Mean Square error variance (msv) is com-

puted from the main effect mean squares, namely, 
m1to m8 as in Equation (16) or its subsets, which 
are estimates of same variance divided by the total 
degrees of freedom.

2 Mean Square variance, due to contributing interac-
tion effects, must be significant compared to the msv. 

Table 1
Divergence Values

Tolerance
Degrees of Freedom (DoF) 

2 3 4 5 6 7

5% 5.1 7.7 10.0 12.0 14.1 15.9

1% 8.3 11.5 14.0 16.5 18.9 21.0

Degrees of Freedom

8 9 10 15 20

5% 17.9 19.6 21.3 29.9 37.9

1% 23.1 25.2 27.2 36.5  45.3
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This is checked by performing the variance ratio test 
as the Z  2i,j which are belonging to the interaction ef-
fects which are distributed as the F distribution [6] 
with 1 and m degree of freedom where m is the num-
ber of Z  2i,j used to compute the error variance..
Set of standard values used in F statistical distri-
bution are given in Table 2. F Test: Numerator/ 
Denominator = one of the Mean squares due to the 
interaction effects / Mean square error variance. If 
this ratio ≥ F tabulated value, then it is significant.

3 Significant interaction effects are represented by 1 
else by 0.

4 Hence a mapping from image region to a sequence 
of binary members are obtained as follows. The 
equivalent decimal number for these binary num-
bers mentioned from a1 to a16 will be the texture 
representation, called local descriptor i.e., pro-
5num
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𝑎𝑎11 𝑎𝑎12
𝑎𝑎15 𝑎𝑎16

!
!   (16)

Here pi is the ith pixel in the image region under consid-
eration, m1 to m8 are the variances due to the main ef-
fects and a1 to a16 are the variances due to the interac-
tion effects. If all 16 interaction effects are considered 
for the descriptor, it ranges from 0 to 216 which is rela-
tively larger number. The number of significant inter-
action effects and their corresponding variances are to 
be found out. I.e, the subset of these variances are used 
for our experimentation to describe the local descrip-
tion. The texture primitives, manually generated with 
intensity values and collected from the test images are 
subjected to this test. These primitives are tested by 
including all the sixteen interaction effects and then  
lesser number of effects,  considered at a time. There 
were so many combinations of interaction effects. 

Table 2
F Distribution Values

DoF 5% 10% 20% 25% 50%

2 18.51 8.53 3.56 2.59 0.667

3 10.13 5.54 2.68 2.02 0.585

4 7.71 4.54 2.35  1.80 0.548

The number of samples pass the test are taken in to 
consideration.  Over 600 such samples are subjected 
to texture detection experiments.  The following four 
groups of interaction effects  pass the test , i.e., pass in 
more than 80%. After the experiments, it was conclud-
ed that the interaction effects which are grouped as 
follows, which gave good results. Hence, from the total 
16 interaction effects, a1 to a16 as in Equation (16), 
Group 1: a2, a5, a7, a10, a12, a15: Off the main diagonal el-
ements.
Group 2: a2, a3, a4, a7, a8, a12: Upper triangular elements
Group 3: a5, a9, a10, a13, a14, a15: Lower triangular ele-
ments and
Group 4: a1, a2, a5, a6, a7, a10, a11, a12, a15, a16: Main diago-
nal and just off the diagonal elements
are considered in our work.
These variances are subjected to Bishop and Nair 
test [1] for detecting the presence of texture, as given 
in the Equations (14)-(15). If the variances pass the 
test then it implies that there is a presence of texture. 
This region has to be represented which quantifies 
the content of texture in the prescribed tolerance 
levels. Once the region under consideration is found 
to be textured, this is represented by equivalent dec-
imal number, called pro5num. Whatever may be the 
groups, the corresponding variances due to the inter-
action effects are termed as z1, z2, z3 and so on up to zn. 
With the interaction effects the local descriptor, pro-
5num is computed as follows.

pro5num = ∑n
i = 1zi 2(i – 1).                            (17)

The value of pro5nums ranges from 0 to 63 (as there 
are six interaction effects in the first three groups). 
This is viewed as the binary string of six digits, varying 
from { 0 0 0 0 0 0 } to { 1 1 1 1 1 1 } . The corresponding 
decimal numbers varying from 0 to 63 as per Equation 
(17). If the fourth group is used, the number varies 
from 0 to 1023. It is just sufficient to use any one of the 
groups throughout the work. It would have been bet-
ter if all the 16 interaction effects are considered for 
the representation. If all the 16 interaction effects are 
included for the computation of pro5nums, then the 
pro5num range will be from 0 to 65535which is equiv-
alent to the total number of pixels in case if the image 
size is 256 x 256. Generally, the representation must 
be simpler and describes the whole image. Thus, the 
above stated four groups are considered in our work.
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3. Experimentation
3.1. Global Representation
The proposal discussed in the previous section have 
been experimented with a large number of texture 
primitives. These divergence of variances test have 
been conducted and the number of samples passing 
the tests are computed for 1% and 5%significance 
or tolerance levels. The texture primitives collect-
ed from the  texture images from a large database 
[2] are considered for our analysis. The four images 
D38,D84,D92, and D94from Brodatz and six images 
from large VisTex databases[20]are shown in Figure 1. 
At stringent conditions, i.e., 1% tolerance level, the 
four group of interactions are included for the exper-
imentation. Various texture images such as D38, D82, 
D92, D94 selected from the standard Brodatz album 
[2] and six images from Vis Tex album[20]are used for 
the experimentation.  For a given image, the pro5num, 
is computed using one of the four groups as stated 
in the previous section, considering 5 x 5 region at a 
time. This will be corresponding to the center pixel’s 
position. The experiment is repeated by leaving one 
column, by including next column, another 5 x 5 re-
gion is considered. The corresponding pro5num will 
be the descriptor for this region and so on until the 
last pixels are completed. The frequency of occur-
rences of the pro5nums will be used for represent-
ing the entire image, called pro5spectrum.These are 
shown in Figure 2 for the image D38, represented in 
a bar chart. The remaining images have also been ex-
perimented and the same trend is maintained. Figure 
2(a) shows only very few components present in the 
spectrum, indicating the limited number of samples 
pass the test. D = 1% and F = 5 % significance levels are 
used with Group 1 interactions. The range of values of 
the pro5nums in this case will be0-63. In the x axis, 
the values of pro5nums and the y axis, the frequency 
of occurences of each pro5nums for the entire image, 
are used for drawing the pro5spectrums. Fig 2 b- d 
shows the pro5spectrums for the same image at dif-
ferent significance levels in F ratio test, namely, 10%, 
20% and 50%, respectively. As the significance levels 
are getting relaxed from 5% to 50 %, the number of 
components present in the spectrums will be higher 
and higher.  Figure 2(e-h), again shows the same vari-
ation with respect to F ratio and D = 5% significance 
levels. The spectrums have almost all the values of 

Figure 1
Images collected from Brodatz (a-d) and  Vis Tex (e-j) 
Textural album

(a) D38 image (b) D84 image

(c) D92 image (d) D94 image

(e) Metal0001 image (f ) Fabric image

(g) Grass image (h) Flower image

(i) Leaves image ( j) Metal0003 image
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Figure 2 
Pro5spectrums for the image D38 shown in Figure 1, [left column a-d, right column e-h, from top to bottom]
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pro5numsbecause of the relaxation. If it is still re-
laxed, almost all the regions will have texture i.e., al-
most all the pixels will be replaced by the pro5nums 
yielding larger spikes for all the pro5nums. Figure 3 
shows the pro5spectrums for  D84 image using the 
group2 interactions. The previous conclusions hold 
good here also. The experiment is repeated for the 
group3 and group4interactions. In group4 case, the 
pro5num ranges from 0 to 1023 indicating that the 
features are more. Using 5 x 5 image regions consid-
ered, very few literature have been presented. Hence 
the results have not been compared with any of the 
existing results. For the other  images shown in Fig-
ure 1, namely, for example, D92 and D94, instead of 
showing the prospectrums as in Figure 2, the graphs 
are drawn, showing the number of components pres-
ent in thepro5spectrums and the F ratio level (%) of 
relaxation. Number of components in the Y axis and 
the F ratio levels in the X axis, for the divergence lev-

el D at 1% and 5% respectively. These are shown in 
Figure 4, for four groups of interactions. As it is evi-
dent from the graphs in Figure 4 that as the levels are 
relaxed both in F and D, the number of components 
present in the graph are more. When Group 4 inter-
actions are employed for obtaining the prospectrum, 
the pro5nums ranges vary fro 0 to 1063, which is also 
visible from the graph in Figure 4.  The experiment 
has been performed for the other images also shown 
in Figure 1.  As it is evident that for D = 1%, the number 
of components present are less and will be higher in 
D = 5% cases.
The main claims in this work are as follows. For any 
given size of the image, the image regions are consid-
ered as (5 x 5) and is represented by mapping  with a 
set of orthogonal polynomials. Based on the intensity 
values of the pixels present, the coefficients (orthogo-
nal effects) for the polynomials will be different. Such 
orthogonal effects are carrying the relevant infor-

Figure 3 
Pro5spectrums for the image D84 shown in Figure 1 [left column a-d, right column e-h, from top to bottom]
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mation. Using these effects and their corresponding 
variances, the experiments are performed: (i) Wheth-
er the region has the texture,  presence can be iden-
tified, (ii) the texture content can be quantified using 
the local descriptor proposed; (iii) The frequency of 
occurrences of each pro5nums computed for the en-
tire image is the global descriptor; (iv) One among the 
four groups of interaction effects may be chosen; (v) 
Since the gray levels variation for an image is unique, 
the pro5nums computed from such image regions 
and hence the pro5spectrums are also unique; (vi) For 
performing texture analysis experiments, instead of 
processing the entire images, the equivalent proposed 
descriptors may be used which is efficient in terms of  
both the complexities; (vii) This approach is devel-
oped from provenstatistical principles and tests and 
(viii) the choice of groups and the tolerance levels can 

be of users choice, (ix) processing still with a larger 
region, is possible if the polynomials are chosen ac-
cordingly (Polynomials of any order can be generated 
using the generalization formula give in Section 2).
Using these spectrums, the supervised and unsu-
pervised classifications using the Deep Learning ap-
proach and segmentation with different edge detec-
tors are under progress. The types of textures such 
as micro, macro, strong and weak, deterministic, etc. 
can be identified by the pattern of po5spectrums. This 
work is under progress. Variety of experiments have 
been conducted to establish the efficacy of the pro-
posed framework. 
The illumination and human perceiving concepts can 
be analogously said to match with different levels of 
tolerance levels. Since the micro texture appears al-
most in all the day to day surfaces, surfaces of metals, 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

 
 

 

 

 
 

 
 

Figure 4 
F ratio in % Vs Number of components in the spectrum (first row: for the image D92 – Grop I to IV Interactions, Red line 
indicates D= 5% and Blue for D = 1%). The second row for the image D94
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composites, micro structures, abraded or fractured 
surfaces, etc. Hence the work is having more rele-
vance to all types of applications, and the images can 
be analyzed at different significance levels. The mi-
crotexture contributes for all the variety of interac-
tions, yielding to all the values present, having more 
components present in the spectrums. This unique-
ness can be effectively used for representing the tex-
ture image globally. Thus, the local descriptor and 
global descriptors are working successfully. In order 
to compare our proposed work with the existing re-
sults, classification experiment is considered and ex-
plained in the following sub section.  

3.2. Texture Classification    
The proposed texture representation, namely, 
pro5spectrum, is now applied for performing in the 
supervised texture classification, for comparing  the 
performance with recent results.
For any given texture image of size (m x n ), the 
pro5spectrum can be obtained by following the pro-
cedure depicted in the previous section, for a par-
ticular D and F ratios which are similar to the ones 
shown in Figure 3. There are four texture images, 
namely, D94, D92, D38 and D84 [2] are considered 
for our experimentation. Portions of each image have 
been positioned in four quadrants of the target image 
(Figure 5).  For performing the classification of the 
target image region to any one of the four classes in 
the reference spectrums which is the supervised clas-
sification. A window of size (15 x 15) image regions are 
considered from each image (class) and their corre-
sponding pro5spectrums are obtained  called as  ref-
erence spectrums. 
A 15 x 15 image region is considered from the tar-
get image, from the top left corner, and obtain the 
pro5spectrum. This spectrum will be compared with 
the values of the reference spectrums. The particular 
class will be assigned to the target region for which  
the distance between them is minimum. The distance 
measure used for finding the closeness is the inte-
grated absolute difference between the spectrums. 
Once the target image region is identified to be clos-
er to any one of the four classes, the centre position 
corresponding to the target region is marked as the 
particular class. Now the experiment is repeated by 
considering the adjacent region in the target image 
by including another column leaving the first column. 

For this region, the class thus obtained is represent-
ed in the corresponding position of the result image. 
After completing the entire target image, the classes 
are represented based on the distance measure in the 
result image.  The correct classification accuracy is 
obtained as the ratio of the number of pixels correct-
ly classified to the total number of pixels in the target 
image, in each region. For first quadrant, count is ob-
tained as the number of pixels correctly classified as 
1, against the total number of pixels in the first quad-
rant. Some of the pixels may be wrongly classified to 
be 2 or 3 or 4, instead of 1. Such pixels correspond to 
the misclassified pixels. The experiment is repeated 
for different values of M and F ratios and the classifi-
cation accuracy is obtained.  The values are obtained 
and are tabulated as in Table 3. The corresponding 
graphs are drawn and shown in Figure 6.
It is evident that as the M ratio is relaxed and F ra-
tio is also kept most relaxed, more number of values 
present in the pro5spectrum, leading to the maximum 
correct classification of up to 99.5 %. It is also visible 
from the table that, in the first quadrant, class1 is 
maximum and the remaining classes are also present 
in minimum which is considered to be the misclassi-
fication. As it is known that more and more correct 

Figure 5
Target Image consists of D94, D92, D38 and D84 from [2]
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Table 3
Performance of  Texture Classification

M F in 
%

First Quadrant Second Quadrant Third quadrant Fourth quadrant

Class 1 2 3 4 1 Class 2 3 4 1 2 Class 3 4 1 2 3 Class 4

1%

10 79.1 19.2 0.03 1.7 1.2 79.6 5.6 13.6 1.0 1.3 88.5 9.2 0.0 2.7 15.4 81.9

20 82.7 15.1 0.02 2.2 1.7 82.6 2.7 13.1 2.0 0.3 90.1 7.61 0.0 0.6 15.7 83.8

25 84.6 13.0 0.01 2.4 1.3 82.7 1.3 14.7 0.0 0.4 91.3 8.38 0.0 0.0 14.0 86.0

50 88.1 9.8 0.23 1.9 1.9 87.5 1.9 8.7 2.9 1.1 93.8 2.18 0.0 0.0 12.7 87.3

Average 83.6 14.3 0.1 2.0 1.5 83.1 2.9 12.5 1.5 0.7 90.9 6.8 0.0 0.8 14.4 84.8

5%

10 91.2 4.4 1.91 2.5 1.6 90.5 3.8 4.1 0.8 2.4 92.9 3.98 1.5 0.9 5.1 92.5

20 93.2 6.2 0.1 0.5 1.9 92.6 4.0 1.6 0.0 0.5 93.3 6.25 1.3 0.8 5.1 92.8

25 96.4 3.7 0.0 0.0 1.4 96.0 2.6 0.1 1.3 4.1 94.6 0.0 0.7 1.9 3.4 94.0

50 96.8 2.5 0.0 0.7 0.5 99.5 0.1 0.0 0.2 0.8 95.1 3.99 1.0 0.0 3.7 95.3

Average 94.4 4.2 0.5 0.9 1.3 94.6 2.6 1.4 0.6 1.9 93.9 3.6 1.1 0.9 4.3 93.7

Figure 6  
Texture classification – Correct classification vs F ratio  for the four quadrants of Figure 5
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classification the misclassification will be lesser and 
lesser. It is also observed that the correct classifica-
tion reaches maximum when the M is at 5% and F ra-
tio is performed at 50 %. 
The results are comparable with the recent publica-
tion on supervised texture classification as 98.25 % 
when the fabric  defect classification using the ma-
chine learning techniques adapted by Yassine Ben Sa-
lem et al [19]. Hence it is observed that the proposed 
descriptor works well for the texture analysis prob-
lems and comparable with the other recent works. 
However, the attempts are made to reduce the mis-
classification error so as to get cent percent correct 
classification. 

4. Conclusions
The presence of micro textures present in the given 
texture images have been successfully quantified by 
our proposed framework. This framework uses a set 
of Chebheshev orthogonal polynomials for represent-
ing the small part of the image of size 5 x 5 with the set 
of significant variances contributing for texture and 
noise. Only the contributing variances are subjected 
to divergence of variances test. This is varied from 
stringent and relaxed tolerances. The local image part 
is represented by a number calledpro5num. The his-
togram of these pro5nums computed for the whole 
image is the pro5spectrum, which is there presenta-
tion of the entire image. Four group of interaction ef-

fects are identified and each one is experimented for 
a number of textured images. These representations 
are unique as it is evident from the graphs of spec-
trums. The experiments are repeated and included for 
classification and segmentation. Even though the grid 
size or image size is considered as 5 x 5, the pro5num, 
which are the features,  ranges from 0 to 63 with 64 
components, the entire texture image is represented 
successfully. Since the number of features are less 
compared to the original image size, this is compu-
tationally efficient and hence while using for other 
texture analysis experiments. The grid size can be 
further increased to 7 x 7 or 9 x 9 to perform the analy-
sis, as the proposed set of polynomials are generalized 
and can be developed to any order up to n. Finally, in 
order to prove the efficacy of the proposed texture de-
scriptor, a supervised texture classification has been 
performed with four texture classes and the correct 
classification up to 99.5 %  could be achieved and the 
result is compared with recent results published in 
the literature. The future works involves the usage of 
DL model with massive Data set for performing both 
supervised and unsupervised texture classification 
experiments.
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