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Recommendation systems have been widely used in various applications to solve information overload and 
improve user experience. Traditional recommendation algorithms mainly used Euclidean data for calculation 
and abandoned the graph structure features in user and item data. Aiming at the problems in the current rec-
ommendation algorithms, this paper proposes an improved user density clustering method and extracts user 
features through optimized graph neural network. Firstly, the improved density clustering method is used to 
form the clustering subgraph of users based on the influence value of users. Secondly, the user data and item 
data features of cluster subgraph are extracted by graph convolution network. Finally, the features of cluster 
subgraphs are processed by global graph convolution network and the recommendation results are generated 
according to the global graph features. This model not only improves the efficiency of decomposing large graph 
into small graph through the improved user density clustering algorithm, but also extracts the features of user 
groups through graph convolution neural network to improve the recommendation effect. The experiment also 
proves the validity of this model.
KEYWORDS: density clustering, graph collapse, information overload, graph convolution network, recommen-
dation system.
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1. Introduction
The rapid growth of Internet information not only 
brings users rich data, but also makes users face the 
problem of data overload. Recommender system is a 
system applied to many online services such as e-com-
merce websites, social media, news information and 
other systems. By calculating and filtering user data, 
item  data,  interaction behavior, the recommendation 
system forms a result that meets the user's personal-
ized needs, thus enhancing the user's stickiness and 
improving the system's efficiency [4, 37]. Tradition-
al recommendation algorithms can be classified into 
three categories: content-based recommendation, col-
laborative filtering recommendation and hybrid rec-
ommendation [33]. Content-based recommendation 
method needs to extract the user's preference features 
and the feature data of items, and the recommenda-
tion result greatly depends on the selection of feature 
information [21]. The collaborative filtering method 
uses the similarity between users to discover the sim-
ilarity of preferences among different users. However, 
the quality of the model depends on the accuracy and 
integrity of user rating data, which is prone to data 
sparseness and cold start problems [20]. The hybrid 
recommendation method combines different recom-
mendation models, including feature fusion, algorithm 
fusion, and result fusion [5]. With the development of 
artificial intelligence, deep learning has been widely 
used in various fields and has achieved good appli-
cation effects. The recommendation model based on 
deep learning technology can effectively fuse multi-
source heterogeneous data, and the result does not de-
pend on manually selected features. It can realize the 
end-to-end training from multi-source heterogeneous 
data to prediction [36]. Through the explicit and im-
plicit features of user data, the recommendation model 
based on deep learning learns the nonlinear multi-level 
abstract expression of data, thus improving the recom-
mendation performance [34].
No matter the traditional linear model or neural net-
work model,  Euclidean structure data is the main 
data to be processed. However, in the real world, 
much data is generated from non-Euclidean struc-
ture data. In the recommendation system, there is a 
complex graph network structure, which is formed by 
the fusion of various network data, such as the social 

relationship network between users, the evaluation 
data network of users to projects, and the hierarchical 
network data  between projects. Because there is no 
fixed relationship and position between graph data, 
and the structure of graph node is not uniform, the 
current neural network model is unsuitable for pro-
cessing graph data [7].
In order to solve this problem, we propose a rec-
ommendation algorithm based on graph clustering 
around the graph convolutional neural network. First-
ly, the users’ data in the recommendation system are 
clustered based on the user's influence, and the large 
graph structure data is collapsed into a graph contain-
ing K cluster collapse subgraph nodes. Secondly, use 
the graph convolutional network to convolve the clus-
ter collapsed subgraphs to obtain the local features. 
Finally, global graph convolution is performed on the 
obtained subgraph features to obtain global graph data 
features and generate recommendation results. The 
model proposed in this paper can make full use of the 
graph structure data in the recommendation system to 
extract features. The method of dividing super-large-
scale data into k subgraphs by graph collapse cluster-
ing in the model also solves the problems of huge users 
and data processing in the recommendation system. 
Experiments also prove the effectiveness of our model.
The rest of the paper is organized as follows. Section 
2 introduces the work related to graph convolutional 
network and user density clustering. Section 3 details 
the model structure and implementation proposed in 
this paper. We compare the performance of the pro-
posed method with the baseline method and discuses 
some optimization problems in this model through 
experiments in section 4. Finally, section 5 concludes 
this paper with potential future directions.

2. Related Work
Graph convolutional neural network is a generaliza-
tion of convolution neural network in a graph struc-
ture, which can learn node features and structure fea-
tures end to end at the same time [30]. Compared with 
the traditional convolution network, the graph convo-
lution network has the same properties. The convo-
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lution operator in the graph convolutional network is 
applicable to each node, and the operator is shared ev-
erywhere on different nodes [26]. The receptive field 
of the model is proportional to the number of layers. 
At the beginning of the convolution, each node con-
tains the information of the direct neighbors. When 
the second layer of convolution is calculated, the in-
formation of the second-order neighbors can be in-
cluded, so that the information involved in the calcu-
lation is more sufficient [3]. The receptive field of the 
model is proportional to the number of convolutional 
layers. The more convolutional layers, the more infor-
mation involved in the operation. Graph convolution 
network also has the characteristics of deep learning 
[16]. For example, graph convolution network has 
a hierarchical structure, and features are extracted 
layer by layer. Graph convolution network increases 
the expression ability of the model through nonlinear 
transformation, and it can realize end-to-end training 
without defining any rules.
Although graph convolutional networks have very 
powerful capabilities, there are some limitations in 
constructing recommendation systems based on 
graph structures. In the recommendation system, 
the number of users is often huge. For example, the 
number of Amazon users exceeds 100 million [9], and 
the registered users' number of Douban exceeded 10 
million [32]. There are some problems in construct-
ing graph  network based on tens of millions users, 
such as huge data processing and high calculation 
consumption. Because of the irregularity of the graph 
structure, all data needs to be recalculated when new 
user data is added. In order to solve the problems in 
the calculation of graph structure data, we propose a 
graph-based collapse convolution model. By collaps-
ing the huge graph structure in the recommendation 
system into subgraphs based on user density, the large 
graph is divided into k subgraphs. We extract the data 
features of cluster collapse sub graph by graph convo-
lution network, and then obtain the global features by 
graph convolution of subgraph super nodes from the 
perspective of global graph structure, and predict the 
user's score to get the recommended results. The de-
tailed method will be introduced in section 3.
In our model, users need to be collapsed clustering 
based on user density. As the most popular cluster-
ing algorithm, K-means algorithm was first adopt-
ed by Macqueen [19] in 1967. Compared with other 

clustering algorithms, K-means algorithm  is  wide-
ly used in clustering  because of  its good  results  and 
simple idea. K-means algorithm generally uses the 
distance between data to measure the similarity. The 
similarity is inversely proportional to the distance 
between data. The greater the similarity, the smaller 
the distance. The algorithm needs to specify the orig-
inal number of clusters and original cluster centers in 
advance, and then update the location of cluster cen-
ters according to the similarity between data objects 
and cluster centers, so that the Sum of Squared Er-
ror (SSE) of  clustering  decreases  continuously [15]. 
When SSE no longer changes or the objective function 
converges, clustering is finished and the result is ob-
tained. K-means algorithm is simple and easy to use, 
but it also has serious shortcomings because it needs 
to determine  the number of cluster's k  in  advance 
and  select  the initial cluster center  randomly [14]. 
In view of  these  deficiencies,  scholars have  put for-
ward different improved algorithms. Rezaee et al. [24] 
proposed that the optimal value of k is in the range of 
(1, 
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network also has the characteristics of deep learning [16]. 
For example, graph convolution network has a hierar-
chical structure, and features are extracted layer by layer. 
Graph convolution network increases the expression 
ability of the model through nonlinear transformation, 
and it can realize end-to-end training without defining 
any rules. 

Although graph convolutional networks have very pow-
erful capabilities, there are some limitations in construct-
ing recommendation systems based on graph structures. 
In the recommendation system, the number of users is of-
ten huge. For example, the number of Amazon users ex-
ceeds 100 million [9], and the registered users' number of 
Douban exceeded 10 million [32]. There are some prob-
lems in constructing graph network based on tens of mil-
lions users, such as huge data processing and high calcu-
lation consumption. Because of the irregularity of the 
graph structure, all data needs to be recalculated when 
new user data is added. In order to solve the problems in 
the calculation of graph structure data, we propose a 
graph-based collapse convolution model. By collapsing 
the huge graph structure in the recommendation system 
into subgraphs based on user density, the large graph is 
divided into k subgraphs. We extract the data features of 
cluster collapse sub graph by graph convolution network, 
and then obtain the global features by graph convolution 
of subgraph super nodes from the perspective of global 
graph structure, and predict the user's score to get the rec-
ommended results. The detailed method will be intro-
duced in section 3. 

In our model, users need to be collapsed clustering based 
on user density. As the most popular clustering algo-
rithm, K-means algorithm was first adopted by 
Macqueen [19] in 1967. Compared with other clustering 
algorithms, K-means algorithm is widely used in cluster-
ing because of its good results and simple idea. K-means 
algorithm generally uses the distance between data to 
measure the similarity. The similarity is inversely propor-
tional to the distance between data. The greater the simi-
larity, the smaller the distance. The algorithm needs to 
specify the original number of clusters and original clus-
ter centers in advance, and then update the location of 
cluster centers according to the similarity between data 
objects and cluster centers, so that the Sum of Squared Er-
ror (SSE) of clustering decreases continuously [15]. When 
SSE no longer changes or the objective function con-
verges, clustering is finished and the result is obtained. 
K-means algorithm is simple and easy to use, but it also 
has serious shortcomings because it needs to deter-
mine the number of cluster's k in advance and select the 
initial cluster center randomly [14]. In view of these defi-
ciencies, scholars have put forward different improved 

algorithms. Rezaee et al. [24] proposed that the opti-
mal value of k is in the range of (1,√𝑛𝑛
of data set. Han [8] proposed an improved algorithm to 
find the initial clustering center based on density, and in-
troduced the concept of density parameter, 
which made the clustering test result on iris data set in-
crease to 83.33%. 

Different from the data in other systems, one of the im-
portant data in the recommendation system is user's in-
formation. In Chinese culture, there is a proverb for us-
ers, "Birds of a feather flock together", which means that 
in the recommendation system, users have the attribute 
of group gathering. This intrinsic connection between us-
ers will make users form density clustering [17]. There-
fore, we can select the clustering center by cluster-
ing density, and improving the convergence efficiency of 
the algorithm. 

In user clustering, there is a data which can reflect the 
density of surrounding users and represent the character-
istics of the surrounding nodes. We call it the cluster cen-
ter node. Compared with other nodes, cluster center 
nodes have two properties. One property is that the den-
sity of cluster center nodes is very high, surrounded by 
neighboring nodes whose density is not higher than it. 
The density of common nodes in the cluster is not higher 
than the center nodes [22]. The other property is that 
the distance between the cluster central node and other 
cluster central nodes with higher density is larger. Rodri-
guez and Laio [25] proposed the definition of a cluster 
center node in 2014, a new clustering algorithm named 
Density Peaks Clustering (DPC) algorithm. The biggest 
advantage of this algorithm is the fact that it doesn't need 
to determine the number of clusters in advance, and it can 
find and process arbitrary data sets. Therefore, users in 
the recommendation system can be clustered based 
on density, and k subgraphs of users can be formed. Us-
ers have various attributes, such as the original attributes, 
including gender, age, native place, educational back-
ground, etc., and implicit attributes include short-
term and long-term interests. In this paper, the 
model comprehensively calculates the data of user influ-
ence and forms density clustering based on user influ-
ence.  

3. Proposed Model 

In this section, we proposed a graph convolutional net-
work recommendation model based on graph density 
collapse (GDC-GCN). Figure 1 portrays the overall archi-
tecture of our model. 

), and n is the size of data set. Han [8] proposed 
an improved algorithm  to find  the initial clustering 
center based on density, and introduced the concept 
of density parameter, which made the clustering test 
result on iris data set increase to 83.33%.
Different  from the  data in other systems,  one of 
the important data in the recommendation system is 
user's information. In Chinese culture, there is a prov-
erb for users, "Birds of a feather flock together", which 
means that in the recommendation system, users 
have the attribute of group  gathering. This intrinsic 
connection between users will make users form den-
sity clustering [17]. Therefore, we can select the clus-
tering center by clustering density, and improving the 
convergence efficiency of the algorithm.
In user clustering, there is a data  which  can reflect 
the density of surrounding users and represent the 
characteristics of the surrounding  nodes. We  call  it 
the cluster center node. Compared with other nodes, 
cluster center nodes have two properties. One prop-
erty is that the density of cluster center nodes is very 
high, surrounded by neighboring nodes whose densi-
ty is not higher than it. The density of common nodes 
in the cluster is not higher than the center nodes [22]. 
The other property is that the  distance between the 
cluster  central  node and other cluster  central  nodes 
with higher density is larger. Rodriguez and Laio 
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[25] proposed the definition of a cluster center node 
in 2014, a new clustering algorithm named Density 
Peaks Clustering (DPC) algorithm. The biggest ad-
vantage of this algorithm is the fact that it  doesn't 
need to determine the number of clusters in advance, 
and it can find and process arbitrary data sets. There-
fore, users in the recommendation system can be 
clustered based on density, and k subgraphs of users 
can be formed. Users have various attributes, such as 
the original attributes, including gender, age, native 
place,  educational  background,  etc., and  implicit  at-
tributes include  short-term  and  long-term  interests. 
In this paper,  the model  comprehensively  calculates 
the data of user influence and forms density cluster-
ing based on user influence. 

3. Proposed Model
In this section, we proposed a graph convolutional 
network recommendation model based on graph den-
sity collapse (GDC-GCN). Figure 1 portrays the over-
all architecture of our model.

Figure 1 
Architecture of proposed model
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k subgraphs. The second layer is subgraph convolution 
network layer, which gets the features of sub-graph 
through graph convolution network. The third layer is 
the global graph convolution layer, through the graph 
convolution of the sub-graph super node. The features of 
the global graph are obtained. Finally, the prediction 
layer is used to calculate the items that may interest to the 
user through the obtained global graph structure fea-
tures, and generate a recommendation list. 

3.1. User Influence Rank 

In the recommendation system, user data are an im-
portant information component for calculating recom-
mendation results. According to the impact on other us-
ers, users can be divided into authoritative users and or-
dinary users. Authoritative users have a high influence 
on the surrounding uses, attracting additional users to 
gather around themselves. Thus, forming a dense user 
group around authoritative users. At the same time, com-
pared with ordinary users, authoritative users will im-
pact users in a further range. Thus, forming a larger user 
influence range than ordinary users. Based on this prem-
ise, users with greater influence can be found first to form 
a candidate set of cluster center nodes. At the same time, 
two different authoritative users represent two kinds of 
users with different characteristics. Therefore, the two us-
ers who become the central nodes of the cluster should 
have greater distance and higher dissimilarity.  

Firstly, N users can be selected according to the influ-
ence of users to form the candidate data of central nodes. 
The influence of users is an implicit feature, which comes 
from the following aspects:  

(a) The influence of user's basic attributes. In the recom-
mendation system, the basic attributes of users mainly in-
clude some explicit feature values, such as account num-
ber, gender, age, education level, and explicitly filled in 
areas of interest, etc. In addition, some systems also give 
users some explicit grades. For example, users in Sina 
Weibo can be ordinary users without any authentication, 
ordinary users with identity authentication, officially au-
thenticated big V users, or users with self-media authen-
tication. The integrity of the basic attributes of users and 
the trust given by the platform constitutes the influence 
of the basic attributes of users. The user's influence based 
on basic attributes is recorded as Au.  

(b) The influence of users’ positive behavior. The user's 
active behavior in the system will also increase the user's 
influence on the surrounding users and expand their in-
fluence value. For example, active users who log in fre-
quently and post topics will have a greater impact on 
other users than silent users. User's active behavior refers 
to the behavior initiated by the user without social inter-
action with others as the main purpose, such as user log-
ging in, posting posts, evaluating items, etc. Therefore, 
the user 'active behaviors such as logging in, publishing, 
visiting, commenting, forwarding, and replying to topics 
constitute the behavior influence of users, which is rec-
orded as Bu. 

(c) The influence of users' social behavior. There will be 
interaction between users in the recommendation system, 
and the influence of this interaction is higher than the in-
fluence of the user's own attribute value and the user's ac-
tive behavior. Users' social behaviors include visiting, 
praising, paying attention, commenting, sending mes-
sages, forwarding or blocking others. The societal behav-
ior of users is directional. For instance, a user pays atten-
tion to user B, but user B does not necessarily pay atten-
tion to user A. Similarly, a user A gives B a 'like', and B 
does not necessarily like A's posts. When considering 
the user's influence, the influence reflected by the so-
cial behavior sent by users is smaller than that reflected 
by the social behavior received by users. For example, 
posts posted by high-impact users with many fans in 
blog users will always get more praise, but such users 
may not praise the content of other users frequently. 
Therefore, when calculating the user's social behavior in-
fluence, what needs to be calculated is the social behavior 
influence data brought by the user as the receiver, that is, 
the in-degree of the node in the user's social relationship 
graph, which is recorded as Su. 

Based on the influence data of these aspects, the formula 
for calculating the total influence of any user u in the sys-
tem is as follows: 

The model consists of four layers. The first layer is the 
user density clustering collapse layer. Through densi-
ty clustering based on user influence, the original in-
put data are collapsed into a collapsed graph structure 
containing k subgraphs. The second layer is subgraph 

convolution network layer, which gets the features 
of sub-graph through graph convolution network. 
The third layer is the global graph convolution layer, 
through the graph convolution of the sub-graph super 
node. The features of the global graph are obtained. 
Finally, the prediction layer is used to calculate the 
items that may interest to the user through the ob-
tained global graph structure features, and generate a 
recommendation list.

3.1. User Influence Rank
In the recommendation system, user data are an im-
portant information component for calculating rec-
ommendation results. According to the impact on 
other users, users can be divided into authoritative 
users and ordinary users. Authoritative users have 
a high influence on the surrounding uses, attracting 
additional users to gather around themselves. Thus, 
forming a dense user group around authoritative us-
ers. At the same time, compared with ordinary us-
ers, authoritative users will impact users in a further 
range. Thus, forming a larger user influence range 
than ordinary users. Based on this premise, users with 
greater influence can be found first to form a candi-
date set of cluster center nodes. At the same time, two 
different authoritative users represent two kinds of 
users with different characteristics. Therefore, the 
two users who become the central nodes of the cluster 
should have greater distance and higher dissimilarity. 
Firstly, N  users can be selected  according to the  in-
fluence of users to form the candidate data of central 
nodes. The influence of users is an implicit feature, 
which comes from the following aspects: 
a The influence of user's basic attributes. In the rec-

ommendation system, the basic attributes of users 
mainly include some explicit feature values, such 
as account number, gender, age, education level, 
and explicitly filled in areas of interest, etc. In ad-
dition, some systems also give users some explicit 
grades. For example, users in Sina Weibo can be 
ordinary users without any authentication, ordi-
nary users with identity authentication, officially 
authenticated big V users, or users with self-me-
dia authentication. The integrity of the basic attri-
butes of users and the trust given by the platform 
constitutes the influence of the basic attributes of 
users. The user's influence based on basic attri-
butes is recorded as Au. 
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b The influence of users’ positive behavior. The us-
er's active behavior in the system will also increase 
the user's influence on the surrounding users and 
expand their influence value. For example, active 
users who log in frequently and post topics will 
have a greater impact on other users than silent 
users. User's active behavior refers to the behav-
ior initiated by the user without social interaction 
with others as the main purpose, such as user log-
ging in, posting posts, evaluating items, etc. There-
fore, the user 'active behaviors such as logging in, 
publishing, visiting, commenting, forwarding, and 
replying to topics constitute the behavior influence 
of users, which is recorded as Bu.

c The influence of users' social behavior. There will 
be interaction between users in the recommenda-
tion system, and the influence of this interaction is 
higher than the influence of the user's own attribute 
value and the user's active behavior. Users' social 
behaviors include visiting, praising, paying atten-
tion, commenting, sending messages, forwarding or 
blocking others. The societal behavior of users is di-
rectional. For instance, a user pays attention to user 
B, but user B does not necessarily pay attention to 
user A. Similarly, a user A gives B a 'like', and B does 
not necessarily like A's posts. When considering the 
user's influence, the influence reflected by the social 
behavior sent by users is smaller than that reflected 
by the social behavior received by users. For example, 
posts posted by high-impact users with many fans in 
blog users will always get more praise, but such users 
may not praise the content of other users frequently. 
Therefore, when calculating the user's social behav-
ior influence, what needs to be calculated is the social 
behavior influence data brought by the user as the re-
ceiver, that is, the in-degree of the node in the user's 
social relationship graph, which is recorded as Su.

Based on the influence data of these aspects, the for-
mula for calculating the total influence of any user u in 
the system is as follows:  

 4

(1 )u u u uE A B S        .    (1) 

In the formula, Au represents the attribute influence of 
the user U, Bu represents the active behavior influ-
ence and Su represents the social behavior influence. For 
a system with N users, the users with the top 2√𝑁𝑁 influ-
ence are selected to form a cluster center candidate set. 

3.2. Cluster Collapse Based on User Influence Density 

For the user data in cluster center candidate set, the sur-
rounding density of the user  i denoted as  𝜌𝜌�, the dis-
tance between the user 𝑢𝑢� and  𝑢𝑢� denoted as 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝑢𝑢� , 𝑢𝑢� � which can be calculated in Euclidean dis-
tance and formulated as follows: 

2
1

( , ) ( )n
i j ik jkk

dist u u u u


  ,    (2) 

where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
self is 0. The larger the distance is, the lower the contribu-
tion of adjacent users to the density calculation of user I. 
To prevent outliers from interfering with the density data 
when obtaining the distance, the calculated user distance 
should be normalized. In this paper, the Z-score [6] nor-
malization method is used to normalize the distance data. 
It can be formulated as follows: 

* ( ( , ) )
( , ) i j
i j

dist u u
dist u u





 ,    (3) 

where μ  denotes the average value of the users 
and σ denotes the standard deviation of the users of the 
user sample data. The density calculation formula for 
user i is as: 

*( ( , ) )
i

i i j c
u U

D dist u u d


  .     (4) 

Combining Formula 2 and Formula 3, Formula 4 can also 
be expressed as: 

2
1
( )

( )
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n
ik jkK

i c
u U

u u
D d









 
 
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The density contribution of user i to himself is 1, and the 
density contribution of other users to user i is calculated 
by Gaussian function as follows: 

2
1 2

1,

( , ) .( )
( ( ) / ) ),

n
ik jkK

c

if i j

D i j u u
exp d if i j

   

   





     


 (6) 

The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-
posed an algorithm based on the peak density of K-near-
est neighbors to eliminate the influence of the selection of 
truncation distance on the clustering results. Rodriguez 
and Laio [25] pointed out that when the data set is large, 
the clustering results of DPC algorithms are less affected 
by the truncation distance, and vice versa. In this paper, 
the data quantity decreases exponentially after calculat-
ing the user influence to form the candidate cluster center 
set. Combined with other reference methods, the trunca-
tion distance in this paper adopts the average distance 
between candidate clusters in the candidate sample set of 
the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 

*
2

1 1

1 ( , )
n n

c i j
i j

d dist u u
n  

  .     (7) 

The user density is calculated and sorted in sequence for 
the user data in the cluster center candidate set. Accord-
ing to the sorting size, the first half of the data is cho-
sen as the initial center value for the next K-means clus-
ter. Compared with the size of the original data set, the 
size of the initial center set is √𝑁𝑁 .The data in this set are 
used as the initial clustering center for K-means cluster-
ing, so as to form a more complete clustering sub-
graph of the original dataset. The algorithm is as follows. 

Algorithm 1: Density Clustering Based on User Influence

Inputs: A candidate cluster center set containing k ele-
ments and an initial data set containing n users. 

Output: allocate n users to k clusters. 

(1)

In the formula, Au represents the attribute influence 
of the user U, Bu represents the active behavior  in-
fluence and Su represents the social behavior influ-
ence. For a system with N users, the users with the 
top 2
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network also has the characteristics of deep learning [16]. 
For example, graph convolution network has a hierar-
chical structure, and features are extracted layer by layer. 
Graph convolution network increases the expression 
ability of the model through nonlinear transformation, 
and it can realize end-to-end training without defining 
any rules. 

Although graph convolutional networks have very pow-
erful capabilities, there are some limitations in construct-
ing recommendation systems based on graph structures. 
In the recommendation system, the number of users is of-
ten huge. For example, the number of Amazon users ex-
ceeds 100 million [9], and the registered users' number of 
Douban exceeded 10 million [32]. There are some prob-
lems in constructing graph network based on tens of mil-
lions users, such as huge data processing and high calcu-
lation consumption. Because of the irregularity of the 
graph structure, all data needs to be recalculated when 
new user data is added. In order to solve the problems in 
the calculation of graph structure data, we propose a 
graph-based collapse convolution model. By collapsing 
the huge graph structure in the recommendation system 
into subgraphs based on user density, the large graph is 
divided into k subgraphs. We extract the data features of 
cluster collapse sub graph by graph convolution network, 
and then obtain the global features by graph convolution 
of subgraph super nodes from the perspective of global 
graph structure, and predict the user's score to get the rec-
ommended results. The detailed method will be intro-
duced in section 3. 

In our model, users need to be collapsed clustering based 
on user density. As the most popular clustering algo-
rithm, K-means algorithm was first adopted by 
Macqueen [19] in 1967. Compared with other clustering 
algorithms, K-means algorithm is widely used in cluster-
ing because of its good results and simple idea. K-means 
algorithm generally uses the distance between data to 
measure the similarity. The similarity is inversely propor-
tional to the distance between data. The greater the simi-
larity, the smaller the distance. The algorithm needs to 
specify the original number of clusters and original clus-
ter centers in advance, and then update the location of 
cluster centers according to the similarity between data 
objects and cluster centers, so that the Sum of Squared Er-
ror (SSE) of clustering decreases continuously [15]. When 
SSE no longer changes or the objective function con-
verges, clustering is finished and the result is obtained. 
K-means algorithm is simple and easy to use, but it also 
has serious shortcomings because it needs to deter-
mine the number of cluster's k in advance and select the 
initial cluster center randomly [14]. In view of these defi-
ciencies, scholars have put forward different improved 

algorithms. Rezaee et al. [24] proposed that the opti-
mal value of k is in the range of (1,√𝑛𝑛
of data set. Han [8] proposed an improved algorithm to 
find the initial clustering center based on density, and in-
troduced the concept of density parameter, 
which made the clustering test result on iris data set in-
crease to 83.33%. 

Different from the data in other systems, one of the im-
portant data in the recommendation system is user's in-
formation. In Chinese culture, there is a proverb for us-
ers, "Birds of a feather flock together", which means that 
in the recommendation system, users have the attribute 
of group gathering. This intrinsic connection between us-
ers will make users form density clustering [17]. There-
fore, we can select the clustering center by cluster-
ing density, and improving the convergence efficiency of 
the algorithm. 

In user clustering, there is a data which can reflect the 
density of surrounding users and represent the character-
istics of the surrounding nodes. We call it the cluster cen-
ter node. Compared with other nodes, cluster center 
nodes have two properties. One property is that the den-
sity of cluster center nodes is very high, surrounded by 
neighboring nodes whose density is not higher than it. 
The density of common nodes in the cluster is not higher 
than the center nodes [22]. The other property is that 
the distance between the cluster central node and other 
cluster central nodes with higher density is larger. Rodri-
guez and Laio [25] proposed the definition of a cluster 
center node in 2014, a new clustering algorithm named 
Density Peaks Clustering (DPC) algorithm. The biggest 
advantage of this algorithm is the fact that it doesn't need 
to determine the number of clusters in advance, and it can 
find and process arbitrary data sets. Therefore, users in 
the recommendation system can be clustered based 
on density, and k subgraphs of users can be formed. Us-
ers have various attributes, such as the original attributes, 
including gender, age, native place, educational back-
ground, etc., and implicit attributes include short-
term and long-term interests. In this paper, the 
model comprehensively calculates the data of user influ-
ence and forms density clustering based on user influ-
ence.  

3. Proposed Model 

In this section, we proposed a graph convolutional net-
work recommendation model based on graph density 
collapse (GDC-GCN). Figure 1 portrays the overall archi-
tecture of our model. 

 influence are selected to form a cluster cen-
ter candidate set.

3.2. Cluster Collapse Based on User Influence 
Density
For the user data in cluster center candidate set, 
the surrounding density of the user i denoted as ρi, 
the distance between the user ui and uj denoted as  
dist(ui, uj) which can be calculated in Euclidean dis-
tance and formulated as follows:
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In the formula, Au represents the attribute influence of 
the user U, Bu represents the active behavior influ-
ence and Su represents the social behavior influence. For 
a system with N users, the users with the top 2√𝑁𝑁 influ-
ence are selected to form a cluster center candidate set. 

3.2. Cluster Collapse Based on User Influence Density 

For the user data in cluster center candidate set, the sur-
rounding density of the user  i denoted as  𝜌𝜌�, the dis-
tance between the user 𝑢𝑢� and  𝑢𝑢� denoted as 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝑢𝑢� , 𝑢𝑢� � which can be calculated in Euclidean dis-
tance and formulated as follows: 
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where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
self is 0. The larger the distance is, the lower the contribu-
tion of adjacent users to the density calculation of user I. 
To prevent outliers from interfering with the density data 
when obtaining the distance, the calculated user distance 
should be normalized. In this paper, the Z-score [6] nor-
malization method is used to normalize the distance data. 
It can be formulated as follows: 
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where μ  denotes the average value of the users 
and σ denotes the standard deviation of the users of the 
user sample data. The density calculation formula for 
user i is as: 
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Combining Formula 2 and Formula 3, Formula 4 can also 
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The density contribution of user i to himself is 1, and the 
density contribution of other users to user i is calculated 
by Gaussian function as follows: 
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The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-
posed an algorithm based on the peak density of K-near-
est neighbors to eliminate the influence of the selection of 
truncation distance on the clustering results. Rodriguez 
and Laio [25] pointed out that when the data set is large, 
the clustering results of DPC algorithms are less affected 
by the truncation distance, and vice versa. In this paper, 
the data quantity decreases exponentially after calculat-
ing the user influence to form the candidate cluster center 
set. Combined with other reference methods, the trunca-
tion distance in this paper adopts the average distance 
between candidate clusters in the candidate sample set of 
the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 
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The user density is calculated and sorted in sequence for 
the user data in the cluster center candidate set. Accord-
ing to the sorting size, the first half of the data is cho-
sen as the initial center value for the next K-means clus-
ter. Compared with the size of the original data set, the 
size of the initial center set is √𝑁𝑁 .The data in this set are 
used as the initial clustering center for K-means cluster-
ing, so as to form a more complete clustering sub-
graph of the original dataset. The algorithm is as follows. 

Algorithm 1: Density Clustering Based on User Influence

Inputs: A candidate cluster center set containing k ele-
ments and an initial data set containing n users. 

Output: allocate n users to k clusters. 

, (2)

where k is the dimension of user's feature. If the dis-
tance between the users is higher, the similarity be-
tween the users is lower, so the distance between the 
user and himself is  0. The larger the  distance is,  the 
lower the contribution of  adjacent  users to the den-
sity calculation of user I. To  prevent outliers from 
interfering with the density data when obtaining the 
distance, the calculated user distance should be nor-
malized. In this paper, the Z-score [6] normalization 
method is used to normalize the distance data. It can 
be formulated as follows:
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where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
self is 0. The larger the distance is, the lower the contribu-
tion of adjacent users to the density calculation of user I. 
To prevent outliers from interfering with the density data 
when obtaining the distance, the calculated user distance 
should be normalized. In this paper, the Z-score [6] nor-
malization method is used to normalize the distance data. 
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where μ  denotes the average value of the users 
and σ denotes the standard deviation of the users of the 
user sample data. The density calculation formula for 
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The density contribution of user i to himself is 1, and the 
density contribution of other users to user i is calculated 
by Gaussian function as follows: 
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The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-
posed an algorithm based on the peak density of K-near-
est neighbors to eliminate the influence of the selection of 
truncation distance on the clustering results. Rodriguez 
and Laio [25] pointed out that when the data set is large, 
the clustering results of DPC algorithms are less affected 
by the truncation distance, and vice versa. In this paper, 
the data quantity decreases exponentially after calculat-
ing the user influence to form the candidate cluster center 
set. Combined with other reference methods, the trunca-
tion distance in this paper adopts the average distance 
between candidate clusters in the candidate sample set of 
the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 
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The user density is calculated and sorted in sequence for 
the user data in the cluster center candidate set. Accord-
ing to the sorting size, the first half of the data is cho-
sen as the initial center value for the next K-means clus-
ter. Compared with the size of the original data set, the 
size of the initial center set is √𝑁𝑁 .The data in this set are 
used as the initial clustering center for K-means cluster-
ing, so as to form a more complete clustering sub-
graph of the original dataset. The algorithm is as follows. 

Algorithm 1: Density Clustering Based on User Influence

Inputs: A candidate cluster center set containing k ele-
ments and an initial data set containing n users. 

Output: allocate n users to k clusters. 

, (3)

where μ denotes the average value of the users and σ de-
notes the standard deviation of the users of the user sam-
ple data. The density calculation formula for user i is as:
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where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
self is 0. The larger the distance is, the lower the contribu-
tion of adjacent users to the density calculation of user I. 
To prevent outliers from interfering with the density data 
when obtaining the distance, the calculated user distance 
should be normalized. In this paper, the Z-score [6] nor-
malization method is used to normalize the distance data. 
It can be formulated as follows: 
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where μ  denotes the average value of the users 
and σ denotes the standard deviation of the users of the 
user sample data. The density calculation formula for 
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The density contribution of user i to himself is 1, and the 
density contribution of other users to user i is calculated 
by Gaussian function as follows: 
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The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-
posed an algorithm based on the peak density of K-near-
est neighbors to eliminate the influence of the selection of 
truncation distance on the clustering results. Rodriguez 
and Laio [25] pointed out that when the data set is large, 
the clustering results of DPC algorithms are less affected 
by the truncation distance, and vice versa. In this paper, 
the data quantity decreases exponentially after calculat-
ing the user influence to form the candidate cluster center 
set. Combined with other reference methods, the trunca-
tion distance in this paper adopts the average distance 
between candidate clusters in the candidate sample set of 
the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 
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The user density is calculated and sorted in sequence for 
the user data in the cluster center candidate set. Accord-
ing to the sorting size, the first half of the data is cho-
sen as the initial center value for the next K-means clus-
ter. Compared with the size of the original data set, the 
size of the initial center set is √𝑁𝑁 .The data in this set are 
used as the initial clustering center for K-means cluster-
ing, so as to form a more complete clustering sub-
graph of the original dataset. The algorithm is as follows. 

Algorithm 1: Density Clustering Based on User Influence

Inputs: A candidate cluster center set containing k ele-
ments and an initial data set containing n users. 

Output: allocate n users to k clusters. 
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Combining Formula 2 and Formula 3, Formula 4 can 
also be expressed as:
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where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
self is 0. The larger the distance is, the lower the contribu-
tion of adjacent users to the density calculation of user I. 
To prevent outliers from interfering with the density data 
when obtaining the distance, the calculated user distance 
should be normalized. In this paper, the Z-score [6] nor-
malization method is used to normalize the distance data. 
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The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-
posed an algorithm based on the peak density of K-near-
est neighbors to eliminate the influence of the selection of 
truncation distance on the clustering results. Rodriguez 
and Laio [25] pointed out that when the data set is large, 
the clustering results of DPC algorithms are less affected 
by the truncation distance, and vice versa. In this paper, 
the data quantity decreases exponentially after calculat-
ing the user influence to form the candidate cluster center 
set. Combined with other reference methods, the trunca-
tion distance in this paper adopts the average distance 
between candidate clusters in the candidate sample set of 
the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 
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The user density is calculated and sorted in sequence for 
the user data in the cluster center candidate set. Accord-
ing to the sorting size, the first half of the data is cho-
sen as the initial center value for the next K-means clus-
ter. Compared with the size of the original data set, the 
size of the initial center set is √𝑁𝑁 .The data in this set are 
used as the initial clustering center for K-means cluster-
ing, so as to form a more complete clustering sub-
graph of the original dataset. The algorithm is as follows. 

Algorithm 1: Density Clustering Based on User Influence

Inputs: A candidate cluster center set containing k ele-
ments and an initial data set containing n users. 

Output: allocate n users to k clusters. 

(5)

1The density contribution of user i to himself is 1, and 
the density contribution of other users to user i is cal-
culated by Gaussian function as follows:
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In the formula, Au represents the attribute influence of 
the user U, Bu represents the active behavior influ-
ence and Su represents the social behavior influence. For 
a system with N users, the users with the top 2√𝑁𝑁 influ-
ence are selected to form a cluster center candidate set. 

3.2. Cluster Collapse Based on User Influence Density 

For the user data in cluster center candidate set, the sur-
rounding density of the user  i denoted as  𝜌𝜌�, the dis-
tance between the user 𝑢𝑢� and  𝑢𝑢� denoted as 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝑢𝑢� , 𝑢𝑢� � which can be calculated in Euclidean dis-
tance and formulated as follows: 
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where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
self is 0. The larger the distance is, the lower the contribu-
tion of adjacent users to the density calculation of user I. 
To prevent outliers from interfering with the density data 
when obtaining the distance, the calculated user distance 
should be normalized. In this paper, the Z-score [6] nor-
malization method is used to normalize the distance data. 
It can be formulated as follows: 
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where μ  denotes the average value of the users 
and σ denotes the standard deviation of the users of the 
user sample data. The density calculation formula for 
user i is as: 
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Combining Formula 2 and Formula 3, Formula 4 can also 
be expressed as: 
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The density contribution of user i to himself is 1, and the 
density contribution of other users to user i is calculated 
by Gaussian function as follows: 
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The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-
posed an algorithm based on the peak density of K-near-
est neighbors to eliminate the influence of the selection of 
truncation distance on the clustering results. Rodriguez 
and Laio [25] pointed out that when the data set is large, 
the clustering results of DPC algorithms are less affected 
by the truncation distance, and vice versa. In this paper, 
the data quantity decreases exponentially after calculat-
ing the user influence to form the candidate cluster center 
set. Combined with other reference methods, the trunca-
tion distance in this paper adopts the average distance 
between candidate clusters in the candidate sample set of 
the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 
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The user density is calculated and sorted in sequence for 
the user data in the cluster center candidate set. Accord-
ing to the sorting size, the first half of the data is cho-
sen as the initial center value for the next K-means clus-
ter. Compared with the size of the original data set, the 
size of the initial center set is √𝑁𝑁 .The data in this set are 
used as the initial clustering center for K-means cluster-
ing, so as to form a more complete clustering sub-
graph of the original dataset. The algorithm is as follows. 

Algorithm 1: Density Clustering Based on User Influence

Inputs: A candidate cluster center set containing k ele-
ments and an initial data set containing n users. 

Output: allocate n users to k clusters. 
(6)
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The cut-off value of node distance is dc, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering 
results. Thus, the choice of cut-off distance is ex-
tremely important. Rodriguez and Laio [25] proposed 
a method so that the average number of neighbors of 
each sample point accounts for approximately 1% to 
2% of the total number of sample points in the dataset. 
Wu et al. [28] proposed an algorithm to dynamical-
ly adjust the truncation distance by Gini coefficient. 
Bai et al. [2] proposed a truncation algorithm based 
on the nearest shared neighbor. Liu et al. [18] used 
the idea of k nearest neighbors to calculate the trun-
cated distance. Wang et al. [27] proposed an optimal 
truncation distance extraction method based on the 
data field theory and information entropy theory. The 
optimal truncation distance value was obtained by 
calculating the potential energy entropy of the origi-
nal data set in the data field. Xie et al. [31] proposed 
an algorithm based on the peak density of K-nearest 
neighbors to eliminate the influence of the selection 
of truncation distance on the clustering results. Ro-
driguez and Laio [25] pointed out that when the data 
set is large, the clustering results of DPC algorithms 
are less affected by the truncation distance, and vice 
versa. In this paper, the data quantity decreases expo-
nentially after calculating the user influence to form 
the candidate cluster center set. Combined with oth-
er reference methods, the truncation distance in this 
paper adopts the average distance between candidate 
clusters in the candidate sample set of the cluster 
center. Combined with the methods of other refer-
ences, the truncation distance is calculated by using 
the average distance between the candidate cluster 
centers in the set and formulated as follows:
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In the formula, Au represents the attribute influence of 
the user U, Bu represents the active behavior influ-
ence and Su represents the social behavior influence. For 
a system with N users, the users with the top 2√𝑁𝑁 influ-
ence are selected to form a cluster center candidate set. 

3.2. Cluster Collapse Based on User Influence Density 

For the user data in cluster center candidate set, the sur-
rounding density of the user  i denoted as  𝜌𝜌�, the dis-
tance between the user 𝑢𝑢� and  𝑢𝑢� denoted as 
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where k is the dimension of user's feature. If the distance 
between the users is higher, the similarity between the 
users is lower, so the distance between the user and him-
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where μ  denotes the average value of the users 
and σ denotes the standard deviation of the users of the 
user sample data. The density calculation formula for 
user i is as: 
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The cut-off value of node distance is 𝑑𝑑�, which can also 
be regarded as a super parameter. The value of this pa-
rameter will not only affect the selection of the cluster 
center, but also affect the edge division of clustering re-
sults. Thus, the choice of cut-off distance is extremely im-
portant. Rodriguez and Laio [25] proposed a method so 
that the average number of neighbors of each sample 
point accounts for approximately 1% to 2% of the total 
number of sample points in the dataset. Wu et al. [28] pro-
posed an algorithm to dynamically adjust the truncation 
distance by Gini coefficient. Bai et al. [2] proposed a trun-
cation algorithm based on the nearest shared neighbor. 
Liu et al. [18] used the idea of k nearest neighbors to cal-
culate the truncated distance. Wang et al. [27] pro-
posed an optimal truncation distance extraction 
method based on the data field theory and information 
entropy theory. The optimal truncation distance value 
was obtained by calculating the potential energy entropy 
of the original data set in the data field. Xie et al. [31] pro-

the cluster center. Combined with the methods of other 
references, the truncation distance is calculated by using 
the average distance between the candidate cluster cen-
ters in the set and formulated as follows: 
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The user density is calculated and sorted in sequence 
for the user data in the cluster center candidate set. 
According to the sorting size, the first half of the 
data is chosen as the initial center value for the next 
K-means cluster. Compared with the size of the origi-
nal data set, the size of the initial center set is 
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network also has the characteristics of deep learning [16]. 
For example, graph convolution network has a hierar-
chical structure, and features are extracted layer by layer. 
Graph convolution network increases the expression 
ability of the model through nonlinear transformation, 
and it can realize end-to-end training without defining 
any rules. 

Although graph convolutional networks have very pow-
erful capabilities, there are some limitations in construct-
ing recommendation systems based on graph structures. 
In the recommendation system, the number of users is of-
ten huge. For example, the number of Amazon users ex-
ceeds 100 million [9], and the registered users' number of 
Douban exceeded 10 million [32]. There are some prob-
lems in constructing graph network based on tens of mil-
lions users, such as huge data processing and high calcu-
lation consumption. Because of the irregularity of the 
graph structure, all data needs to be recalculated when 
new user data is added. In order to solve the problems in 
the calculation of graph structure data, we propose a 
graph-based collapse convolution model. By collapsing 
the huge graph structure in the recommendation system 
into subgraphs based on user density, the large graph is 
divided into k subgraphs. We extract the data features of 
cluster collapse sub graph by graph convolution network, 
and then obtain the global features by graph convolution 
of subgraph super nodes from the perspective of global 
graph structure, and predict the user's score to get the rec-
ommended results. The detailed method will be intro-
duced in section 3. 

In our model, users need to be collapsed clustering based 
on user density. As the most popular clustering algo-
rithm, K-means algorithm was first adopted by 
Macqueen [19] in 1967. Compared with other clustering 
algorithms, K-means algorithm is widely used in cluster-
ing because of its good results and simple idea. K-means 
algorithm generally uses the distance between data to 
measure the similarity. The similarity is inversely propor-
tional to the distance between data. The greater the simi-
larity, the smaller the distance. The algorithm needs to 
specify the original number of clusters and original clus-
ter centers in advance, and then update the location of 
cluster centers according to the similarity between data 
objects and cluster centers, so that the Sum of Squared Er-
ror (SSE) of clustering decreases continuously [15]. When 
SSE no longer changes or the objective function con-
verges, clustering is finished and the result is obtained. 
K-means algorithm is simple and easy to use, but it also 
has serious shortcomings because it needs to deter-
mine the number of cluster's k in advance and select the 
initial cluster center randomly [14]. In view of these defi-
ciencies, scholars have put forward different improved 

algorithms. Rezaee et al. [24] proposed that the opti-
mal value of k is in the range of (1,√𝑛𝑛
of data set. Han [8] proposed an improved algorithm to 
find the initial clustering center based on density, and in-
troduced the concept of density parameter, 
which made the clustering test result on iris data set in-
crease to 83.33%. 

Different from the data in other systems, one of the im-
portant data in the recommendation system is user's in-
formation. In Chinese culture, there is a proverb for us-
ers, "Birds of a feather flock together", which means that 
in the recommendation system, users have the attribute 
of group gathering. This intrinsic connection between us-
ers will make users form density clustering [17]. There-
fore, we can select the clustering center by cluster-
ing density, and improving the convergence efficiency of 
the algorithm. 

In user clustering, there is a data which can reflect the 
density of surrounding users and represent the character-
istics of the surrounding nodes. We call it the cluster cen-
ter node. Compared with other nodes, cluster center 
nodes have two properties. One property is that the den-
sity of cluster center nodes is very high, surrounded by 
neighboring nodes whose density is not higher than it. 
The density of common nodes in the cluster is not higher 
than the center nodes [22]. The other property is that 
the distance between the cluster central node and other 
cluster central nodes with higher density is larger. Rodri-
guez and Laio [25] proposed the definition of a cluster 
center node in 2014, a new clustering algorithm named 
Density Peaks Clustering (DPC) algorithm. The biggest 
advantage of this algorithm is the fact that it doesn't need 
to determine the number of clusters in advance, and it can 
find and process arbitrary data sets. Therefore, users in 
the recommendation system can be clustered based 
on density, and k subgraphs of users can be formed. Us-
ers have various attributes, such as the original attributes, 
including gender, age, native place, educational back-
ground, etc., and implicit attributes include short-
term and long-term interests. In this paper, the 
model comprehensively calculates the data of user influ-
ence and forms density clustering based on user influ-
ence.  

3. Proposed Model 

In this section, we proposed a graph convolutional net-
work recommendation model based on graph density 
collapse (GDC-GCN). Figure 1 portrays the overall archi-
tecture of our model. 

.The 
data in this set are used as the initial clustering center 
for K-means clustering, so as to form a more complete 

clustering subgraph of the original dataset. The algo-
rithm is as follows.

Algorithm 1: Density Clustering Based on User Influ-
ence

Inputs: A candidate cluster center set containing k el-
ements and an initial data set containing n users.
Output: allocate n users to k clusters.
1: Taking k elements in the candidate cluster center 
set as the initial cluster center, and calculate the dis-
tance from all data x to the cluster center Ci, with the 
formula as:
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2: Assign  data objects to the  closest  cluster with the 
highest similarity.
3: Calculate the average value of data in each cluster 
and update the cluster center, use the formula:
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4: Repeat steps 2 and 3 until the SSE of the whole data 
converge, and the algorithm ends.
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After the algorithm is  completed,  k centroid density 
clusters are formed for users in the recommendation 
system, and k subgraphs are obtained.
The data in the recommendation system are rep-
resented and stored by graph structure, which is 
marked as graph  G.  After k-means density collapse, 
k  clusters of users are  formed. According to these k 
clusters, k subgraphs can be constructed and denoted 
as 
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1: Taking k elements in the candidate cluster center set as 
the initial cluster center, and calculate the distance from 
all data x to the cluster center 𝐶𝐶�, with the formula as: 
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2: Assign data objects to the closest cluster with the high-
est similarity. 

3: Calculate the average value of data in each cluster and 
update the cluster center, use the formula: 
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4: Repeat steps 2 and 3 until the SSE of the whole data 
converge, and the algorithm ends. 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�

���
�

. 

For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 

3.3. Graph Convolutional Network on Subgraph 

The cluster collapse matrix 𝑆𝑆�  is convoluted by graph 
convolution network to form collapse expression of sub-
graph. For the recommendation system, the most im-
portant task is to get the user's evaluation data of the pro-
ject to determine the recommended items for users. At 
the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
graph, there is unnecessary to stack too many convolu-
tion layers. Graph convolution neural network has 
the characteristic of low-pass filtering [12 He]. Although 
low-pass filtering can make the signal smoother, too 
many convolution layers will make the signal converge 
more and more, resulting in over-smoothing. There-
fore, the appropriate convolution layer should be se-
lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 

collapse subgraph 𝒢𝒢(�)，calculated the user embedding 
and the item embedding. The layer-l+1 embedding of use 
and item is formulated as follows: 
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The layer-0 embedding is the original input data of the 
graph. The user-item evaluation matrix is denoted as R 
and 𝑅𝑅 ∈ ℝ�×�, where m is the number of users and n is 
the number of items. The adjacency matrix A can be con-
structed for the evaluation matrix of user items as: 
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R
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In the calculation of graphic volume, the convolution op-
erator adopts the normalized Laplace matrix 𝐿𝐿� 
with the formula: 

1/2 1/2-L D AD    . (13)

In the neural network of convolution graph, the convolu-
tion calculation formula of the layer-l is: 

( ) ( 1)Re ( )l lE leaky LU LE W  . (14)

𝐸𝐸(�)  is the initial input data of the graph. According to 
the research of He et al. [11], multi-layer convolution is 
unnecessary and even will reduce the accuracy of the 
model. Therefore, the k-th cluster collapse subgraph is 
formed by only one layer of convolution. The user em-
bedding 𝐸𝐸�

�(�) , while 𝑢𝑢 ∈ 𝐺𝐺�and item embedding 𝐸𝐸�
�(�)

，while 𝑖𝑖 ∈ 𝐺𝐺�  of the sub-graph  𝒢𝒢(�)   can be calcu-
lated as:  
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Because the user groups with different characteris-
tics have different contributions to the scoring predic-
tion task, in the global graph convolution network, it is 
necessary to set sub-graph weight for the features ob-
tained by collapsing sub-graphs of different clusters. By 
synthesizing the features of subgraphs, we can get the 
user features  𝐸𝐸�

�  and item features 𝐸𝐸�
�  of the global 

graph structure. 
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For the k subgraph 
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1: Taking k elements in the candidate cluster center set as 
the initial cluster center, and calculate the distance from 
all data x to the cluster center 𝐶𝐶�, with the formula as: 
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2: Assign data objects to the closest cluster with the high-
est similarity. 

3: Calculate the average value of data in each cluster and 
update the cluster center, use the formula: 
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4: Repeat steps 2 and 3 until the SSE of the whole data 
converge, and the algorithm ends. 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�
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For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 

3.3. Graph Convolutional Network on Subgraph 

The cluster collapse matrix 𝑆𝑆�  is convoluted by graph 
convolution network to form collapse expression of sub-
graph. For the recommendation system, the most im-
portant task is to get the user's evaluation data of the pro-
ject to determine the recommended items for users. At 
the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
graph, there is unnecessary to stack too many convolu-
tion layers. Graph convolution neural network has 
the characteristic of low-pass filtering [12 He]. Although 
low-pass filtering can make the signal smoother, too 
many convolution layers will make the signal converge 
more and more, resulting in over-smoothing. There-
fore, the appropriate convolution layer should be se-
lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 

collapse subgraph 𝒢𝒢(�)，calculated the user embedding 
and the item embedding. The layer-l+1 embedding of use 
and item is formulated as follows: 
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The layer-0 embedding is the original input data of the 
graph. The user-item evaluation matrix is denoted as R 
and 𝑅𝑅 ∈ ℝ�×�, where m is the number of users and n is 
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Because the user groups with different characteris-
tics have different contributions to the scoring predic-
tion task, in the global graph convolution network, it is 
necessary to set sub-graph weight for the features ob-
tained by collapsing sub-graphs of different clusters. By 
synthesizing the features of subgraphs, we can get the 
user features  𝐸𝐸�

�  and item features 𝐸𝐸�
�  of the global 
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, the number of nodes con-
tained in the subgraph is denoted as Nk, and the clus-
ter collapse matrix of the subgraph is denoted as Sk.

3.3. Graph Convolutional Network on 
Subgraph
The cluster collapse matrix Sk is convoluted by graph 
convolution network to form collapse expression of 
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subgraph. For the recommendation system, the most 
important task is to get the user's evaluation data 
of  the project to  determine  the  recommended  items 
for users. At the same time, the purpose of densi-
ty-based collapse of users in the model is to obtain 
different user groups. Therefore,  when mapping the 
folding matrix of a subgraph, there is unnecessary to 
stack too many convolution layers. Graph convolution 
neural network has the characteristic of low-pass fil-
tering [12 He]. Although low-pass filtering can make 
the signal smoother, too many convolution layers will 
make the signal converge more and more, resulting 
in over-smoothing. Therefore, the appropriate convo-
lution layer should be selected in the model.
In the recommendation system, the data to be pro-
cessed  include  user data and item data.   For the 
cluster collapse subgraph 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�
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For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
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more and more, resulting in over-smoothing. There-
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lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 

collapse subgraph 𝒢𝒢(�)，calculated the user embedding 
and the item embedding. The layer-l+1 embedding of use 
and item is formulated as follows: 
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The layer-0 embedding is the original input data of the 
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Because the user groups with different characteris-
tics have different contributions to the scoring predic-
tion task, in the global graph convolution network, it is 
necessary to set sub-graph weight for the features ob-
tained by collapsing sub-graphs of different clusters. By 
synthesizing the features of subgraphs, we can get the 
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Because the user groups with different characteris-
tics have different contributions to the scoring predic-
tion task, in the global graph convolution network, it is 
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tained by collapsing sub-graphs of different clusters. By 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�
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For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 

3.3. Graph Convolutional Network on Subgraph 

The cluster collapse matrix 𝑆𝑆�  is convoluted by graph 
convolution network to form collapse expression of sub-
graph. For the recommendation system, the most im-
portant task is to get the user's evaluation data of the pro-
ject to determine the recommended items for users. At 
the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
graph, there is unnecessary to stack too many convolu-
tion layers. Graph convolution neural network has 
the characteristic of low-pass filtering [12 He]. Although 
low-pass filtering can make the signal smoother, too 
many convolution layers will make the signal converge 
more and more, resulting in over-smoothing. There-
fore, the appropriate convolution layer should be se-
lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 

collapse subgraph 𝒢𝒢(�)，calculated the user embedding 
and the item embedding. The layer-l+1 embedding of use 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�
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For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 

3.3. Graph Convolutional Network on Subgraph 

The cluster collapse matrix 𝑆𝑆�  is convoluted by graph 
convolution network to form collapse expression of sub-
graph. For the recommendation system, the most im-
portant task is to get the user's evaluation data of the pro-
ject to determine the recommended items for users. At 
the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
graph, there is unnecessary to stack too many convolu-
tion layers. Graph convolution neural network has 
the characteristic of low-pass filtering [12 He]. Although 
low-pass filtering can make the signal smoother, too 
many convolution layers will make the signal converge 
more and more, resulting in over-smoothing. There-
fore, the appropriate convolution layer should be se-
lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 
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in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 
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convolution network to form collapse expression of sub-
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the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
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The layer-0 embedding is the original input data of the 
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and 𝑅𝑅 ∈ ℝ�×�, where m is the number of users and n is 
the number of items. The adjacency matrix A can be con-
structed for the evaluation matrix of user items as: 

0
.

0T

R
R
     

 

In the calculation of graphic volume, the convolution op-
erator adopts the normalized Laplace matrix 𝐿𝐿� 
with the formula: 

1/2 1/2-L D AD    . (13)

In the neural network of convolution graph, the convolu-
tion calculation formula of the layer-l is: 

( ) ( 1)Re ( )l lE leaky LU LE W  . (14)

𝐸𝐸(�)  is the initial input data of the graph. According to 
the research of He et al. [11], multi-layer convolution is 
unnecessary and even will reduce the accuracy of the 
model. Therefore, the k-th cluster collapse subgraph is 
formed by only one layer of convolution. The user em-
bedding 𝐸𝐸�

�(�) , while 𝑢𝑢 ∈ 𝐺𝐺�and item embedding 𝐸𝐸�
�(�)

，while 𝑖𝑖 ∈ 𝐺𝐺�  of the sub-graph  𝒢𝒢(�)   can be calcu-
lated as:  

( ) (0) (0) (0) (0)
1 1 2

1Re ( ( ( )))
k

u

G
u u i i u

i N u i

E leaky LU W e W e W e e
N N

   
(15) 

( ) (0) (0) (0) (0)
1 1 2

1Re ( ( ( )))
k

i

G
i i u u i

i N u i

E leaky LU W e W e W e e
N N

   
. (16) 

Because the user groups with different characteris-
tics have different contributions to the scoring predic-
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the number of items. The adjacency matrix A can be con-
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with the formula: 

1/2 1/2-L D AD    . (13)

In the neural network of convolution graph, the convolu-
tion calculation formula of the layer-l is: 
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𝐸𝐸(�)  is the initial input data of the graph. According to 
the research of He et al. [11], multi-layer convolution is 
unnecessary and even will reduce the accuracy of the 
model. Therefore, the k-th cluster collapse subgraph is 
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Because the user groups with different characteris-
tics have different contributions to the scoring predic-
tion task, in the global graph convolution network, it is 
necessary to set sub-graph weight for the features ob-
tained by collapsing sub-graphs of different clusters. By 
synthesizing the features of subgraphs, we can get the 
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1: Taking k elements in the candidate cluster center set as 
the initial cluster center, and calculate the distance from 
all data x to the cluster center 𝐶𝐶�, with the formula as: 
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2: Assign data objects to the closest cluster with the high-
est similarity. 

3: Calculate the average value of data in each cluster and 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�
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For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 

3.3. Graph Convolutional Network on Subgraph 

The cluster collapse matrix 𝑆𝑆�  is convoluted by graph 
convolution network to form collapse expression of sub-
graph. For the recommendation system, the most im-
portant task is to get the user's evaluation data of the pro-
ject to determine the recommended items for users. At 
the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
graph, there is unnecessary to stack too many convolu-
tion layers. Graph convolution neural network has 
the characteristic of low-pass filtering [12 He]. Although 
low-pass filtering can make the signal smoother, too 
many convolution layers will make the signal converge 
more and more, resulting in over-smoothing. There-
fore, the appropriate convolution layer should be se-
lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 

collapse subgraph 𝒢𝒢(�)，calculated the user embedding 
and the item embedding. The layer-l+1 embedding of use 
and item is formulated as follows: 
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Because the user groups with different characteris-
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The layer-0 embedding is the original input data of the 
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Because the user groups with different characteris-
tics have different contributions to the scoring predic-
tion task, in the global graph convolution network, it is 
necessary to set sub-graph weight for the features ob-
tained by collapsing sub-graphs of different clusters. By 
synthesizing the features of subgraphs, we can get the 
user features  𝐸𝐸�

�  and item features 𝐸𝐸�
�  of the global 
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1: Taking k elements in the candidate cluster center set as 
the initial cluster center, and calculate the distance from 
all data x to the cluster center 𝐶𝐶�, with the formula as: 
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2: Assign data objects to the closest cluster with the high-
est similarity. 

3: Calculate the average value of data in each cluster and 
update the cluster center, use the formula: 
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4: Repeat steps 2 and 3 until the SSE of the whole data 
converge, and the algorithm ends. 
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After the algorithm is completed, k centroid density clus-
ters are formed for users in the recommendation sys-
tem, and k subgraphs are obtained. 

The data in the recommendation system are represented 
and stored by graph structure, which is marked as 
graph G. After k-means density collapse, k clusters of us-
ers are formed. According to these k clusters, k sub-
graphs can be constructed and denoted as �𝒢𝒢(�)�

���
�

. 

For the k subgraph 𝒢𝒢(�) , the number of nodes contained 
in the subgraph is denoted as 𝑁𝑁�, and the cluster collapse 
matrix of the subgraph is denoted as 𝑆𝑆�. 

3.3. Graph Convolutional Network on Subgraph 

The cluster collapse matrix 𝑆𝑆�  is convoluted by graph 
convolution network to form collapse expression of sub-
graph. For the recommendation system, the most im-
portant task is to get the user's evaluation data of the pro-
ject to determine the recommended items for users. At 
the same time, the purpose of density-based collapse of 
users in the model is to obtain different user groups. 
Therefore, when mapping the folding matrix of a sub-
graph, there is unnecessary to stack too many convolu-
tion layers. Graph convolution neural network has 
the characteristic of low-pass filtering [12 He]. Although 
low-pass filtering can make the signal smoother, too 
many convolution layers will make the signal converge 
more and more, resulting in over-smoothing. There-
fore, the appropriate convolution layer should be se-
lected in the model. 

In the recommendation system, the data to be pro-
cessed include user data and item data.  For the cluster 

collapse subgraph 𝒢𝒢(�)，calculated the user embedding 
and the item embedding. The layer-l+1 embedding of use 
and item is formulated as follows: 
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The layer-0 embedding is the original input data of the 
graph. The user-item evaluation matrix is denoted as R 
and 𝑅𝑅 ∈ ℝ�×�, where m is the number of users and n is 
the number of items. The adjacency matrix A can be con-
structed for the evaluation matrix of user items as: 
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In the calculation of graphic volume, the convolution op-
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For a graph neural network with L layers, after the 
convolution of L layers is extracted, the user embed-
ding and item embedding of each layer can be ob-
tained. The embedding obtained at the last layer of 
the network is used to complete the prediction task, 
and the uses' score prediction for item i is denoted as   
p̂ and can be calculated as: 
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For a graph neural network with L layers, after the con-
volution of L layers is extracted, the user embedding and 
item embedding of each layer can be obtained. The em-
bedding obtained at the last layer of the network is used 
to complete the prediction task, and the uses' score pre-
diction for item i is denoted as �̂�𝑝 and can be calculated 
as:  

,ˆ T
u i u ip e e .       (19) 

To learn model parameters, we optimize the pairwise 
Bayesian personalized ranking (BPR) loss [23], which has 
been intensively used in recommender systems. It consid-
ers the relative order between observed and unobserved 
user-item interactions. Specifically, BPR assumes that the 
observed interactions, which are more reflective of a 
user’s preferences, should be assigned higher prediction 
values than unobserved ones. The objective function is as 
follows. 
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While 𝐹𝐹{(𝑖𝑖, 𝑗𝑗)|𝑖𝑖 ∈ (𝑢𝑢, 𝑖𝑖) ≠ 0, 𝑗𝑗 ∈ (𝑢𝑢, 𝑗𝑗)} = 0, λ indicate L2 
regularization,  Θ denotes all trainable model parame-
ters.  

4. Experiments 

4.1. Datasets 

In order to evaluate the actual performance of our model, 
we select two public datasets for experiment. MovieLens 
[10] is collected by the GroupLens research team, which 
contains multiple users' rating data for multiple films. 
The dataset contains 69,878 users and 10,681 items, and 
10,000,054 evaluation associations between users and 
items, each user evaluates at least 20 films. In the Mov-
ieLens dataset, there is no explicit influence data among 
users, so the user collapse clustering in the MovieLens in 
this paper uses an implicit relationship calculation. 

According to Asghar [1], Yelp includes data such as us-
ers, businesses and users' comments on businesses. The 
experimental data selected in this paper include 31,668 
user data and 1,561,406 user comments on 38,048 busi-
nesses. Each user give ratings in the range [0; 5]. Simi-
larly, there is no explicit user influence data in Yelp. 
Therefore, it is necessary to obtain the user influence 
value through implicit conversion. Table 1 shows the sta-
tistics of these datasets. 

Table 1 
Statistics of the datasets 

Datasets User Item Rating Density 

MovieLens 69878 10681 100,000,054 0.01340 

Yelp 31668 38048 1561406 0.00130 

The data set is divided into training set and test set at the 
ratio of 8:2. The parameters in the model are randomly 
optimized by Adam algorithm. The learning rate is set to 
0.001 and the dropout is set to 0.3. The maximum epoch 
is 200 with early stop design. The batch size is set to 512. 

4.2. Baseline 

We compare the proposed GDC-GCN model with the fol-
lowing baselines for recommender systems. 

• UBCF [35] is a traditional collaborative filtering model. 
The model only considers users without considering item 
information. Thus, it is a user-based collaborative filter-
ing recommendation algorithm. 

• BPCF [13] is a collaborative filtering recommendation 
algorithms based on bipartite graph partitioning co-clus-
tering. Firstly, users and items are constructed into a bi-
partite graph for co-clustering, which is then mapped to 
the low-dimensional feature space. Then, the proposed 
algorithm computes two types of improved similarities 
according to the clustering results and combines them. 
Based on the combined similarity, the user-based ap-
proach are adopted, respectively to predict for an un-
known target rating and these prediction results are 
fused. 

• NGCF [12] is a model that applies graph neural net-
work to recommendation system. This model exploits the 
user-item graph structure by propagating embedding on 
it. This leads to the expressive modeling of high-order 
connectivity in user-item graph, effectively injecting the 
collaborative signal into the embedding process in an ex-
plicit manner. 

• SocialGCN [29] is a model that combines the strength 
of graph convolution neural (GCNs) for modeling the 
diffusion process in social networks and the classical la-
tent factor based models for capturing user-item prefer-
ences. 

4.3. Experimental and Analysis 

4.3.1. The Number of Layers in Graph Convolution 
Network 

For clustering collapse subgraphs formed in the model, 
multi-layer GCN can be stacked to extract the features of 
subgraphs. However, because of its low-pass filtering 
characteristics, the graph convolution neural network 
will produce over-smooth after multi-layer convolution, 
which reduces the performance of the model. Therefore, 
it needs to set an optimal number of convolution layers. 
The experimental data shows that in MovieLens, the 
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To learn model parameters, we optimize the pairwise 
Bayesian personalized ranking (BPR) loss [23], which 
has been intensively used in recommender systems. 
It considers the relative order between observed 
and unobserved user-item interactions. Specifically, 
BPR assumes that the observed interactions, which 
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are more reflective of a user’s preferences, should be 
assigned higher prediction values than unobserved 
ones. The objective function is as follows.
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While F{(i, j)|i ∈ (u, i) ≠ 0, j ∈(u, j)}=0, λ indicate L2 reg-
ularization, Θ denotes all trainable model parameters. 

4. Experiments

4.1. Datasets
In order to evaluate the actual performance of our 
model, we select two public datasets for experiment. 
MovieLens [10] is collected by the GroupLens re-
search team, which contains multiple users' rating 
data for multiple films. The dataset contains 69,878 
users and 10,681 items, and 10,000,054 evaluation as-
sociations between users and items, each user evalu-
ates at least 20 films. In the MovieLens dataset, there 
is no explicit influence data among users, so the user 
collapse clustering in the MovieLens in this paper 
uses an implicit relationship calculation.
According to Asghar [1], Yelp includes data such as 
users, businesses and users' comments on business-
es. The experimental data selected in this paper in-
clude 31,668 user data and 1,561,406 user comments 
on 38,048 businesses. Each user give ratings in the 
range [0; 5]. Similarly, there is no explicit user influ-
ence data in Yelp. Therefore, it is necessary to obtain 
the user influence value through implicit conversion. 
Table 1 shows the statistics of these datasets.

Table 1
Statistics of the datasets

Datasets User Item Rating Density

MovieLens 69878 10681 100,000,054 0.01340

Yelp 31668 38048 1561406 0.00130

The data set is divided into training set and test set at 
the ratio of 8:2. The parameters in the model are ran-
domly optimized by Adam algorithm. The learning 

rate is set to 0.001 and the dropout is set to 0.3. The 
maximum epoch is 200 with early stop design. The 
batch size is set to 512.

4.2. Baseline
We compare the proposed GDC-GCN model with the 
following baselines for recommender systems.
 _ UBCF [35] is a traditional collaborative filtering 

model. The model only considers users without 
considering item information. Thus, it is a user-
based collaborative filtering recommendation 
algorithm.

 _ BPCF [13] is a collaborative filtering 
recommendation algorithms based on bipartite 
graph partitioning co-clustering. Firstly, users and 
items are constructed into a bipartite graph for 
co-clustering, which is then mapped to the low-
dimensional feature space. Then, the proposed 
algorithm computes two types of improved 
similarities according to the clustering results and 
combines them. Based on the combined similarity, 
the user-based approach are adopted, respectively 
to predict for an unknown target rating and these 
prediction results are fused.

 _ NGCF [12] is a model that applies graph neural 
network to recommendation system. This 
model exploits the user-item graph structure by 
propagating embedding on it. This leads to the 
expressive modeling of high-order connectivity 
in user-item graph, effectively injecting the 
collaborative signal into the embedding process in 
an explicit manner.

 _ SocialGCN [29] is a model that combines the 
strength of graph  convolution neural (GCNs) for 
modeling the diffusion process in social networks 
and the classical latent factor based models for 
capturing user-item preferences.

4.3. Experimental and Analysis
4.3.1. The Number of Layers in Graph 
Convolution Network
For clustering collapse subgraphs formed in the mod-
el, multi-layer GCN can be stacked to extract the fea-
tures of subgraphs. However, because of its low-pass 
filtering characteristics, the graph convolution neural 
network will produce over-smooth after multi-layer 
convolution, which reduces the performance of the 
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model. Therefore, it needs to set an optimal number 
of convolution layers. The experimental data shows 
that in MovieLens, the highest evaluation index is ob-
tained when the sub-graph convolution layers are 3, 
while in the Yelp dataset, the best sub-graph convo-
lution layers are 2. However, no matter on MovieLens 
or Yelp datasets, it can be seen that with the increase 
of convolution layers, the evaluation indexes show a 
significant downward trend, indicating that with the 
deepening of the level, the model cannot obtain more 
abundant user and item features, but may reduce the 
quality of feature extraction due to excessive smooth-
ing. On both MovieLens and Yelp datasets, with the 
increase of convolution layers, the evaluation indexes 
show a significant downward trend(Figure 2). 

Figure 2
Experimental results of the influence of convolution layers 
of subgraphs

Figure 3
Experimental results of the influence of convolution layers 
of global graphs
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This shows that with the deepening of the hierarchy, the 
model can not only obtain more abundant features of us-
ers and objects, but may reduce the quality of feature ex-
traction because of its over-smoothness. For the convolu-
tion of the global graph structure, it is not necessary to 
pile up too many graph convolutional layers, or even re-
duce the model performance. 

For the convolution of the global graph, it does not need 
to pile up too many graph convolutional layers, or even 
reduce the model performance. It can be seen through ex-
periments that the global graph convolution is more ap-
propriate to set to 2 layers, as shown in Figure 3. In order 
to obtain better recommendation performance, the algo-

rithm model in this paper uses a 3-layer sub-graph con-
volutional layer and a 2-layer global graph convolutional 
layer.  

Figure 3 
Experimental results of the influence of convolution lay-
ers of global graphs 

 

 
4.3.2. Cluster Collapse Subgraph Weights 

In our model, when cluster collapse subgraphs are aggre-
gated into a global graph structure, we set a weight pa-
rameter for each subgraph. Compared with the full-
graph convolution model (GDC-GCN) without setting 
the weight of subgraphs (GDC-GCN-Sim), the results of 
the two models on different data sets are shown in Figure 
4. As the number of graph convolutional layers increases, 
the model with sub-graph parameters can obtain higher 
NDCG and Recall than the model without sub-graph pa-
rameters, which indicate that setting weight parameters 
of subgraph have a certain ability of adjusting over-
smooth.  

Figure 4 
Experimental results of subgraph weights 
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4.3.3. Dropout
We can set the nodes dropout and edges dropout to 
prevent over-fitting. We can also set a dropout ratio 
on the super-node formed by the cluster collapse sub-
graph. Figure 5 (a) (b) plots the effect of node drop-
out and edge dropout on subgraph against different 
evaluation protocols on different datasets, and (c) (d) 
plots the effect of node dropout on global graph. Ex-
periments show that dropout on nodes are effective 
on different data sets, but dropouts on edges may re-
duce model performance. The reason is that dropout 
of edges may lose effective neighbor node aggregation 
information, which has a negative impact on node 
feature extraction. At the same time, the dropout of 
nodes on the subgraph super-node cannot improve 
the performance of the model. The number of users 
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Figure 5
Experimental results of dropout ratio on different methods

(a) dropout of subgraph on MovieLens

(b) dropout of subgraph on Yelp

(c) dropout of global graph on MovieLens

(d) dropout of global graph on Yelp
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(d) dropout of global graph on Yelp 

4.3.4. Performance Comparison with Baseline 

The model proposed in this paper adopts 3 layer cluster 
collapse subgraph convolution layer and 2 layer global 
graph convolution layer. The feature extraction of cluster 
collapse subgraph adopts node-based dropout, and the 
dropout ratio is 0.3. The different models are unified to 
generate a list of Top 20 recommendations. 

Through comparison, it is found that the model proposed 
in this paper has a better performance in both Recall rate 
and NDCG indicators, indicating that the model pro-
posed in this paper is applicable. Figure 6 plots the re-
sults. 
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In order to get the best recommendations, experiments 
have shown that with the increase of the number of lay-
ers, neither the sub-graph convolution layer nor the 
global convolution layer will improve the recommenda-
tion performance. Through experiments, it is found that 
the optimal number of sub-graph convolution network 
stacked layers is 3, and the optimal number of global con-
volution network stacked layers is 2. This paper also dis-
cussed the impact of node dropout and edge dropout on 
model performance, and pointed out that adding drop-
out to global graph convolution is not beneficial to model 
performance. At the same time, the experiment also 
showed that when the sub-graph super node constructs 
the global graph structure, by setting the sub-graph 
weight parameters, it can better utilize the preferences of 
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cussed the impact of node dropout and edge dropout on 
model performance, and pointed out that adding drop-
out to global graph convolution is not beneficial to model 
performance. At the same time, the experiment also 
showed that when the sub-graph super node constructs 
the global graph structure, by setting the sub-graph 
weight parameters, it can better utilize the preferences of 

in the experimental data set is 69,878 and 31,668. The 
maximum number of subgraphs after collapse is 265 
and 178. The dropout optimization effect of global 
graph nodes on small data is not obvious. However, 
whether node dropout on global graph on super large 
user data is useful to improve the performance of the 
model is worth further study. 

4.3.4. Performance Comparison with Baseline
The model proposed in this paper adopts 3 layer clus-
ter collapse subgraph convolution layer and 2 layer 

global graph convolution layer. The feature extraction 
of cluster collapse subgraph adopts node-based drop-
out, and the dropout ratio is 0.3. The different models 
are unified to generate a list of Top 20 recommenda-
tions.
Through comparison, it is found that the model pro-
posed in this paper has a better performance in both 
Recall rate and NDCG indicators, indicating that the 
model proposed in this paper is applicable. Figure 6 
plots the results.
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network of clustering folding subgraph and global graph, 
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In order to get the best recommendations, experiments 
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tion performance. Through experiments, it is found that 
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model performance, and pointed out that adding drop-
out to global graph convolution is not beneficial to model 
performance. At the same time, the experiment also 
showed that when the sub-graph super node constructs 

5. Conclusions
In this paper, we proposed a graph convolutional net-
work recommendation model based on graph density 
collapse (GDC-GCN). It is a recommendation algo-
rithm based on graph structure data, and proposes a 
collapse clustering method based on user influence 
density for the clustering relationship between users in 
the recommendation system. Through training of graph 
convolution network of clustering folding subgraph and 
global graph, more abundant data features are obtained. 
In order to get the best recommendations, experiments 
have shown that with the increase of the number of 
layers, neither the sub-graph convolution layer nor 
the global convolution layer will improve the recom-
mendation performance. Through experiments, it is 
found that the optimal number of sub-graph convolu-
tion network stacked layers is 3, and the optimal num-
ber of global convolution network stacked layers is 2. 
This paper also discussed the impact of node dropout 
and edge dropout on model performance, and pointed 
out that adding dropout to global graph convolution is 
not beneficial to model performance. At the same time, 
the experiment also showed that when the sub-graph 
super node constructs the global graph structure, by 
setting the sub-graph weight parameters, it can better 
utilize the preferences of the group users to produce 
recommendation results. Experiments on two public 
data sets also prove the effectiveness of this model.
For further work, we will continue to study the cluster 
optimization problem in cluster collapse subgraph and 
the performance impact of adding dropout in global 
graph structure on different size and sparsity datasets.
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