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Due to huge size of the data and quick transmission of data between the nodes present in the optical network, a con-
dition known as network traffic is created among the nodes of the network. This issue of traffic can be overcome by 
employing numerous traffic grooming techniques. This research work focuses on the usage of multi objective modi-
fied Particle Swarm Optimization (PSO) algorithm for determining the best suitable shortest path and discusses an 
innovative visibility graph based Iterative Hungarian Traffic grooming algorithm which is implemented to reduce 
the blocking ratio by improving the allocation of bandwidth between the users. The multi-objective parameters 
such as available wavelength, throughput and all-inclusive delay have been taken into consideration for determin-
ing the optimal path in the routing scheme. The formulation implemented with the modified PSO based Iterative 
Hungarian approach focusses on grooming the traffic thereby optimal throughput and least Blocking Probabili-
ty are achieved. Then, the performance analysis is carried out by means of performance measures such as traffic 
throughput, transceivers count, average propagation delay, blocking ratio, and success ratio. It can be inferred that 
the proposed work obtains enhanced outcomes when they are compared to the other existing techniques.
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1. Introduction
Optical Networks incorporate the use of light signal 
to transmit information to various categories of tele-
communications networks. By adapting the optical 
switching separately for unicast, multicast and incast 
using optical grooming, the load in a network can be 
reduced. Traffic grooming occurs in a network due to 
the following factors:  the large size of the data present 
in the network and also the rapid transmission of data 
within the network. Almost all types of networks are 
likely to face this problem of traffic which occurs with-
in the network. Mostly, the traffic in the Data Center 
Networks (DCNs) which is emerging as the significant 
problem that has gained more attention in recent times 
[17]. The resource utilization focus on bandwidth and 
energy proportionality is addressed and the power 
consumption of the network is also enhanced by em-
ploying the power settings in the Optical Network ar-
chitectures [2]. To cope with the current trend in the 
telecommunication system, the evolution of traffic 
demands within the network has been improved in re-
cent times. Thanks to the intervention of applications 
in this realm, that an exponential growth rate is pre-
dicted in the traffic demand especially by using appli-
cations like real-time and high-definition video com-
munication in a distributed environment owing to the 
rapid development of technology in time by time [10]. 
The data transportation is enhanced up to a certain 
extent by employing an advanced type of a lightpath 
by means of light trail in the fixed wavelength grid net-
work. Wavelength division multiplexing (WDM) is a 
technique that transmits the number of optical signals 
carried on a single fiber using different wavelengths. 
WDM systems are popular over telecommunication, 
because they allow them to maximize network capacity 
without burdening the use of lot of fiber. The elastic op-
tical mesh network is an advanced form of Wavelength 
Division Multiplexing (WDM) optical mesh network 
which replaces the WDM optical mesh network as the 
WDM optical mesh network might become outdated.
Multiplexing of the Optical Orthogonal Frequency Di-
vision (O-OFDM) [4] is a hopeful technique where the 
traffic data are loaded on spectrum overlapping sub-
carriers and multiple orthogonal to attain the efficacy 
of spectrum highly. Afterwards the bandwidth-vari-
able transponders (BVT) alongside the adjustable cen-
tral frequency can handle various traffic links elasti-
cally by producing a suitable number of subcarriers in 
O-OFDM. The lightpath can be shared by a light trail 

route through communication channel using opti-
cal time division multiplexing (OTDM) technology. A 
node can access flexibly the allocated time slot till the 
time slot is not utilized by the upstream node. To meet 
the emerging need and growth of Internet data, elastic 
optical networks (EONs) have recently emerged as an 
effective solution that can adapt to real-time and data 
transfer capabilities and thus effectively manage net-
work resources. In Elastic Optical Network (EON), 
multiple consecutive slots of the spectrum could be as-
signed to one link instead of a single wavelength stream. 
EON therefore needs more complex algorithms for the 
allocation of spectrum resources than conventional 
WDM networks, and can also be known as algorithms 
for routing and spectrum allocation (RSA). Traffic 
Grooming incorporates into the optical Network for ef-
ficient multiplexing/ demultiplexing and switching of 
low-speed streams to/from high-bandwidth channel. 
The bandwidth can be used efficiently and flexibly for 
its communication channel accessed by intermediate 
nodes in the lightpath. Thus, Traffic Grooming enables 
network building and provision of resources that can 
qualify cost-effective use of both network bandwidth 
and electronic switching. Figure 1(a) represents allo-
cation of spectrum based on convention WDM optical 
Network and Figure 1(b) represents the allocation of 
spectrum with traffic grooming. Figure 1(b) shows the 
advantage of multiplexing the traffic incorporating the 
efficient utilization of spectrum.

Figure 1
Traffic grooming in OFDM based EON (a) Allocation 
of spectrum without traffic grooming,  (b) Allocation of 
spectrum by traffic grooming   
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1.1. Objectives 

The objectives involved in the research work 
are mentioned below: 

• To detect the path failures and the shortest paths 
among the nodes by Multi objective modified 
PSO. 

• To find the availability of bandwidth of the 
specified path for requested users by the 
Visibility Graph based Iterative Hungarian 
Traffic Grooming algorithm. 

• To reduce the traffic congestion request blocking 
ratio in a system of network by allocation of 
bandwidths. 

1.2. Paper Organization 
Paper organization is described in this 

section. Section 2 enlists the literature review part 
where the research works related to the traffic problem 
in networks are briefly listed one by one. Section 3 
marks the proposed work of Iterative Hungarian 
Traffic Grooming based on the Visibility graph 
method which reduces the blocking ratio by improving 
the allocation of bandwidth between the users. Section 
4 analyzes the execution of the proposed method by 
interrelating obtained results with the existing ones. 
Then finally the efficiency of the proposed work and 
the overall conclusion of the research work are 
provided in the last section. 

 

 2. Related Works 
Kaur and Rattan [5] optimized the traffic grooming 
problem existing in the optical network with the aid of 
the Wind Driven Optimization (WDO) algorithm. The 
information about the variables, types, objective 
functions, parameters and the constraints related to the 
traffic grooming problem were also discussed in the 
paper. An innovative approach of auxiliary graph 
model [8] was developed which possessed the ability 
to reflect every characteristic present in a path of light 

(a)

(b)



Information Technology and Control 2021/3/50548

1.1. Objectives
The objectives involved in the research work are 
mentioned below:
 _ To detect the path failures and the shortest paths 

among the nodes by Multi objective modified PSO.
 _ To find the availability of bandwidth of the 

specified path for requested users by the Visibility 
Graph based Iterative Hungarian Traffic Grooming 
algorithm.

 _ To reduce the traffic congestion request blocking 
ratio in a system of network by allocation of 
bandwidths.

1.2. Paper Organization
Paper organization is described in this section. Sec-
tion 2 enlists the literature review part where the 
research works related to the traffic problem in net-
works are briefly listed one by one. Section 3 marks 
the proposed work of Iterative Hungarian Traffic 
Grooming based on the Visibility graph method 
which reduces the blocking ratio by improving the 
allocation of bandwidth between the users. Section 
4 analyzes the execution of the proposed method by 
interrelating obtained results with the existing ones. 
Then finally the efficiency of the proposed work and 
the overall conclusion of the research work are pro-
vided in the last section.

2. Related Works
Kaur and Rattan [5] optimized the traffic grooming 
problem existing in the optical network with the aid 
of the Wind Driven Optimization (WDO) algorithm. 
The information about the variables, types, objective 
functions, parameters and the constraints related to 
the traffic grooming problem were also discussed in 
the paper. An innovative approach of auxiliary graph 
model [8] was developed which possessed the abili-
ty to reflect every characteristic present in a path of 
light and also with reduced shortcomings. Hence, two 
different and efficient traffic grooming methods such 
as Bw-Tx/Rx and O/E/O algorithms were proposed in 
the research work based on an auxiliary graph model. 
The Multiple Multi-hop noncontiguous elastic light-
path  algorithm  was proposed  in which the required 
spectrum of traffic demand was divided into different 

granular spectrum depending on existing availability 
and classification status of spectrum slots thereby 
preserving Spectrum Continuity Constraint [9].
Panayiotou et al. utilized an innovative traffic groom-
ing approach [12] based on the principle of grooming 
or routing the multicast calls in the hybrid graphs 
(HGs) for investigating the issue of traffic groom-
ing prevailing in the optical networks. Depending 
upon the incoming of each and every multicast call, 
the grooming or routing is carried out in HGs by im-
plementing a novel heuristic hybrid Steiner tree 
approach. The use of bandwidth resources was im-
proved by employing a very suitable traffic grooming 
approach in the dynamic optic networks [24]. The is-
sue of traffic grooming existing under dynamic traffic 
circumstances in a Spatial Division Multiplexing En-
abled Elastic Optical Networks (SDM-EON) which 
consisted of multi core fibers were solved by making 
use of a specially designed Auxiliary Graph (AG).
A novel structure for optimizing the multi period 
planning scenarios for the optical networks that were 
enabled by SBVT was proposed in [3]. The Sliceable 
Bandwidth Variable Transponder (SBVT) was one of 
the transmission modules that enabled the line rates 
to adapt simultaneously with the assured multi direc-
tionality and hence this module was considered to be 
a step forward in the technology of optical transport. 
An innovative approach of three-layered auxiliary 
graph (AG) for addressing the traffic grooming prob-
lem present in a mixed electrical-optical network was 
presented based on the scenario of dynamic traffic 
[22]. A significant issue of coordinating the optical 
and electrical traffic grooming when employing the 
new connection request in Sliceable Bandwidth-Vari-
able Transponder enabled Elastic Optical Networks 
(SBVT-EON) was rectified. Different traffic grooming 
strategies were developed separately for achieving 
various purposes, by varying the edge weights of AG. 
Then the capacity of a transponder could effectively 
be utilized by proposing two different techniques for 
spectrum reservation. 
To tackle the increasing issues like traffic demands 
and the effective use of network resources, optical net-
works for the next generation were designed by intro-
ducing the concept of elasticity in it [11]. The capacity 
of lightpaths was allowed in a way to fit into the user de-
mands due to the property of elasticity. By employing 
numerous techniques developed, the resource usage 



549Information Technology and Control 2021/3/50

could be enhanced further more by means of transmit-
ter or spectrum savings. The usage of transmitters or 
the number of transmitters were minimized by estab-
lishing the optical tunnels which carried numerous 
numbers of connections in a nearby spectrum block 
without the insertion of guard bands. Pradhan et al. 
[15] proposed the new method for reducing the num-
ber of requests blocked in dynamic multicast optical 
networks by reducing the total number of resources 
like wavelengths, transceivers and splitters which 
were utilized by the requests and the utilization of 
bandwidth was also increased at the same time as well. 
Bin packing problem was considered to be a significant 
problem in computational complexity theory. For pro-
viding effective utilization of resources, two heuristic 
algorithms such as Multicast Traffic Grooming with 
Bin packing Best-Fit (MTG-BBF) and Multicast Traf-
fic Grooming with Bin packing First-Fit (MTG-BFF) 
were proposed in the research paper. The aforemen-
tioned heuristic algorithms were developed based on 
the bin pack heuristic approach. 
The heuristic light tree dependent methodology 
which had been developed known by the name, 0/1 
knapsack dependent multi-cast grooming of traffic 
[14]. They devised this methodology for reducing the 
cost incurred in networking by making sure of lim-
ited counts of several layered optical and electronic 
components such as splitters, transmitters, and re-
ceivers along with the consumed wavelengths while 
networking. ILP-Integer Linear Programming was 
deployed by this work for optimizing the cost of the 
working. An arrangement was suggested for the Sys-
tem with the use of a sliceable optical transponder in 
order to redress the issues experienced in the traffic 
grooming using Spectrum Engineering [21]. Effec-
tiveness in terms of bandwidth was targeted the most 
by this work by developing the whole arrangement 
based on the wavelength and time multiplex opera-
tion. This work held to be good whenever network 
efficiency was to be maintained in the cases of exces-
sive traffic authorization. The issue of traffic routing 
and grooming in WDM mesh networks [19] was stud-
ied with the aid of the simple path constraint which 
was indicated as GR. The analysis of the simple path 
constraint was given as novelty in the research work. 
Due to the implementation of quadratic constraints 
by this non-trivial type of simple path constraints, the 
problem of traffic grooming or routing became a more 

challenging process. A Greedy Randomized Adaptive 
Search Procedure (GRASP) was proposed in the work 
for rectifying the GR problem, by providing a separate 
mathematical formula for the problem of GR. A total 
of 38 instances which were three sets, were generated 
based on the real-world situations within and were 
applied to GRASP algorithm and the performance.
 A novel BAT algorithm for lightpaths routing and 
spectrum assignment (RSA) [6] which balanced the 
security level of the domain was proposed. This pro-
posed BAT algorithm was considered to be the evo-
lutionary algorithm as it could be able to route the 
wavelength assignment and was also employed for 
the global optimization. The optimization functions 
based on the behavior of bats using the echolocation 
character of micro balls that ranging from pulse rate of 
emission and loudness. The most significant parame-
ters that contributed to the Quality of Services of the 
optical network was analyzed. The behavior of the na-
ture had effectively been utilized with the heuristics 
to solve various optimization problem. The behavior 
of Glowworm is applied to reduce the interference 
level and optimize the node selection process so as to 
improvise throughput and Energy Efficient Data De-
livery [13]. The Optimization of maritime search and 
rescue operation was carried out using Ant behavior 
in the process of searching and pheromone concen-
tration updating strategy of the Ant Colony Algorithm 
[23]. The improved feature selection, using forest 
tree nature [20] was carried out with an objective of 
optimizing the intermediate and subset classifier’s 
classification accuracy by employing Initialization, 
Selection and Updating process. Various multi-ob-
jective parameters like the hop count, bandwidth, 
wavelength assignment, and throughput were taken 
into consideration for the monitoring and improving 
the performance of present networks [7]. The param-
eters mentioned were responsible for achieving the 
QoS. The impact of these parameters was explained 
along with the requirement of the performance of the 
proposed work. These parameters were assessed in a 
detailed manner and the usage of these parameters in 
several research studies were also interpreted. Op-
timal use of network resources and survivability of 
data was contributed by the allotted path protection 
provided and traffic grooming strategies [18]. Assis et 
al. utilized the mixed-integer linear programming [1] 
with heuristic and meta-heuristic approaches which 
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was used for the virtual optical networks (VONs) de-
sign. Traffic adjustments were allowed within each 
VON, and a Distance adaptive modulation method 
was used to ensure optimal performance focusing on 
physical substrate bandwidth. Ruijie et al. [16] pro-
posed the Distance Adaptive Energy Aware Resource 
Allocation (DERA) algorithm using a multipath sur-
vival Method. The DERA algorithm used the concept 
of Spectrum Compactness (SC) to reduce the pow-
erful effects of crosstalk on Elastic Optical Network 
while allocating resources. The aim is to save energy 
consumption, while loading the variable traffic peaks.

Figure 2 
Overall Flow of the proposed work

3. The Proposed Work
The overall flow involved in the proposed Visibility 
Graph based Iterative Hungarian Traffic Grooming 
algorithm is illustrated in Figure 2. If the link be-
tween the nodes were not at fault, the best k-short-
est path was selected by the multi-objective particle 
swarm optimization. If the link between the nodes 
was at fault, the next best fit path to forward the data 
was obtained. After the generation of k-shortest 
paths, the graph was constructed based on the vis-
ibility of connected paths. The weights were calcu-

            

The assigned bandwidth was allocated between the 
Transmitter and Receiver and by improving the 
allocation of bandwidth among the users, the blocking 
ratio could be reduced. After the reduction of blocking 
ratio, the data transmission was processed among 
various nodes without any issues. Then the performance 
of the proposed Visibility Graph based Iterative 
Hungarian Traffic Grooming algorithm is evaluated by 
means of various performance metrics like traffic 
throughput, transceivers count, average propagation 
delay, blocking ratio, and success ratio. 

Algorithm I: Optimizer placement based on coverage 
criteria 
1.Estimate Voronoi diagram through the position of 
node. 
2.Compute interest points for prediction of node 
connectivity based on the vertices of polygon within 
Region of Interest (ROI), which distributes the interest 
points beside boundary evenly. 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼   
// IP-interest points  
// D– distance between interest points and nearest 
nodes. 

D=��IPx-Nx
i �
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+�IPy-Ny
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2
                                          

(1) 
// rnode – node connectivity 
CIP={Nx} 
// CIP – node connectivity for the interest point node 
// Nx – node which are presented less than the 
connectivity 

The percentage of node connectivity was 
maximized, by positioning the nodes in the ROI and 
this was considered to be the node connectivity 
problem. The set of N number of nodes, where S= 
{s1, s2, …., sN} and a ROI are given. 

The solution that had been encoded in a 
particle was evaluated using the fitness function. The 
maximization problem cited here was the node 
connectivity problem and maximizing the total area 
involved in the node connectivity region was 
considered as the primary objective. By utilizing the 
Voronoi diagram, the value of the node connectivity 
could be evaluated. The Voronoi diagram was 
constructed based on the position of the nodes encoded 
in a particle. Selection of a set of points known as 
interest points played a major role in the measurement 
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lated separately for the formed edges. Then by con-
sidering the weights of the edges to be parameters, 
the bandwidth was assigned through the Iterative 
Hungarian Algorithm.  
The assigned bandwidth was allocated between the 
Transmitter and Receiver and by improving the al-
location of bandwidth among the users, the block-
ing ratio could be reduced. After the reduction of 
blocking ratio, the data transmission was processed 
among various nodes without any issues. Then the 
performance of the proposed Visibility Graph based 
Iterative Hungarian Traffic Grooming algorithm is 
evaluated by means of various performance metrics 
like traffic throughput, transceivers count, average 
propagation delay, blocking ratio, and success ratio.

Algorithm I: Optimizer placement based on coverage 
criteria
1. Estimate Voronoi diagram through the position of 
node.
2. Compute interest points for prediction of node con-
nectivity based on the vertices of polygon within Re-
gion of Interest (ROI), which distributes the interest 
points beside boundary evenly.
for each IP
// IP-interest points 
// D– distance between interest points and nearest 
nodes.
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// CIP – node connectivity for the interest point node 
// Nx – node which are presented less than the 
connectivity 

The percentage of node connectivity was 
maximized, by positioning the nodes in the ROI and 
this was considered to be the node connectivity 
problem. The set of N number of nodes, where S= 
{s1, s2, …., sN} and a ROI are given. 

The solution that had been encoded in a 
particle was evaluated using the fitness function. The 
maximization problem cited here was the node 
connectivity problem and maximizing the total area 
involved in the node connectivity region was 
considered as the primary objective. By utilizing the 
Voronoi diagram, the value of the node connectivity 
could be evaluated. The Voronoi diagram was 
constructed based on the position of the nodes encoded 
in a particle. Selection of a set of points known as 
interest points played a major role in the measurement 

(1)

// rnode – node connectivity
CIP={Nx}
// CIP – node connectivity for the interest point node
// Nx – node which are presented less than the connectivity

The percentage of node connectivity was maximized, 
by positioning the nodes in the ROI and this was con-
sidered to be the node connectivity problem. The set 
of N number of nodes, where S= {s1, s2, …., sN} and a 
ROI are given.
The solution that had been encoded in a particle was 
evaluated using the fitness function. The maximiza-
tion problem cited here was the node connectivity 
problem and maximizing the total area involved in 

the node connectivity region was considered as the 
primary objective. By utilizing the Voronoi diagram, 
the value of the node connectivity could be evaluat-
ed. The Voronoi diagram was constructed based on 
the position of the nodes encoded in a particle. Se-
lection of a set of points known as interest points 
played a major role in the measurement of nodes re-
gion. A number of points which were evenly distrib-
uted in the boundary of the polygons and the vertices 
of the Voronoi polygons were collectively present in 
the set of interest points. The nodes were prevent-
ed from gathering around a particular point in the 
ROI by utilizing the points present in the boundary 
which acted as the pulling forces. Selection of the 
number of points at the boundary was carefully car-
ried out as the presence of numerous points would 
place the nodes at the very corner of the boundary 
and similarly a very few points present in the bound-
ary were allowed for the nodes to gather. The entire 
area of node connectivity region was estimated as 
follows: The interest point distance to the adjacent 
nodes was evaluated. If the distance (d) was great-
er than the connectivity of nodes (cn), then there is 
a node connectivity region around the point of in-
terest. If the point of interest was a Voronoi vertex, 
the location of the region was approximated as the 
circular area around the vertex that was not protect-
ed by the nearest detector, while it was a quarter of 
the circle if it was a corner point on the boundary. 
while it was on the edge, it would be about half the 
ring. The node connectivity region was estimated. 
The distance between d and cn (d-cn) was the con-
nectivity of the node connectivity region circle. The 
fitness was therefore the summation of the exposure 
gaps region in the ROI. The fitness value would pref-
erably be equal to zero, implying that there were no 
gaps in the node connectivity. Assuming there were 
K points of interest–boundary points and vertices of 
Voronoi, it would be possible to compute the fitness 
function.

3.1. Detection of Link Failure and the Best 
Shortest Path

The path failure and the best shortest paths among 
the nodes are performed by a multi-objective modi-
fied Particle Swarm Optimization algorithm. The al-
gorithm for the same is provided in Algorithm II:
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Algorithm II: Multi-Objective Modified Particle 
Swarm Optimization

Input: nodes nodei, nodes position nodei
coor

Output: best shortest paths pathi
Gbest

Step 1: Initialize particles:
Consider the number of nodes as the particles number,
Pi=nodei

Let take nodes position as the particle’s positions,
Posi=nodei

coor

The velocity of the particles is initialized random-
ly,Vi=rand.

Step 2: Multi Objective Fitness function:
Objective 1:
 _ Distance estimation between two nodes,

of nodes region. A number of points which were evenly 
distributed in the boundary of the polygons and the 
vertices of the Voronoi polygons were collectively 
present in the set of interest points. The nodes were 
prevented from gathering around a particular point in 
the ROI by utilizing the points present in the boundary 
which acted as the pulling forces. Selection of the 
number of points at the boundary was carefully carried 
out as the presence of numerous points would place the 
nodes at the very corner of the boundary and similarly a 
very few points present in the boundary were allowed 
for the nodes to gather. The entire area of node 
connectivity region was estimated as follows: The 
interest point distance to the adjacent nodes was 
evaluated. If the distance (d) was greater than the 
connectivity of nodes (cn), then there is a node 
connectivity region around the point of interest. If the 
point of interest was a Voronoi vertex, the location of 
the region was approximated as the circular area around 
the vertex that was not protected by the nearest detector, 
while it was a quarter of the circle if it was a corner 
point on the boundary. while it was on the edge, it 
would be about half the ring. The node connectivity 
region was estimated. The distance between d and cn (d-
cn) was the connectivity of the node connectivity region 
circle. The fitness was therefore the summation of the 
exposure gaps region in the ROI. The fitness value 
would preferably be equal to zero, implying that there 
were no gaps in the node connectivity. Assuming there 
were K points of interest–boundary points and vertices 
of Voronoi, it would be possible to compute the fitness 
function. 

3.1. Detection of link failure and the best shortest 
path 
 The path failure and the best shortest paths 
among the nodes are performed by a multi-objective 
modified Particle Swarm Optimization algorithm. The 
algorithm for the same is provided in Algorithm II: 
 
Algorithm II: Multi-Objective Modified Particle Swarm 
Optimization 
 
Input: nodes 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖, nodes position 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖  

Output: best shortest paths pathi
Gbest 

Step 1: Initialize particles: 
 Consider the number of nodes as the particles 
number, 
 Pi=nodei 
 Let take nodes position as the particle’s 
positions, 
 Posi=nodei

coor 
 The velocity of the particles is initialized 
randomly,Vi=rand. 
Step 2: Multi Objective Fitness function: 
Objective 1: 

• Distance estimation between two nodes, 

                     Dij=  �(Posi-Posj)
2                             (2) 

• Weights between two adjacent nodes are estimated, 

                    wij=
Dij

i*j
                                                   (3) 

• Estimate and update shortest path of all links 
which are adjacent to node ‘i’, 

                   pathi
present= min

j→1 to n
(Dijwij+c(i,j))           (4) 

             C(i,j) is the constant. 
 

Objective 2: 

• Find the path failure based on the blocking 
probability, 

              PFi=Block probability �pathi
present� 

                               pathi
present1=delete(pathi

present,PFi) 

 // delete the failure path from the list of selected 
shortest path 

Step 3: Update the best particle positions and their 
velocity. 

Step 4: Repeat the above steps for prediction of the 
shortest path between two nodes. 

pathi
Gbest=path

i

present1
 

 
The particles are initialized at the first step 

only after considering the number of nodes that are to 
be the particle numbers. The velocities of the function 
were randomly initialized. Then, by using the multi 
objective fitness functions, the distance between two 
nodes is determined followed by the evaluation of 
weights between the two adjacent nodes. Then, the 
shortest path of all links is estimated and updated. 
Next, the path failure based on the blocking 
probability is determined. The best particles are 
updated along the particle position and velocity. 
Finally, the above steps for prediction of the shortest 
paths between two nodes are repeated. 

3.2. Dynamic Traffic Grooming 
Various policies are employed for assigning 

the weight by which the request blocking ratio can be 
reduced. Reducing the request blocking ratio is 
considered to be the significant objective that can be 
achieved with the help of the sufficient amount of 
available network resources that include a transmitter 
at the source node, a receiver at the destination node 
and sufficient bandwidth along the shortest route. 
When the traffic existing in the same node on the 
same lightpath is increased or dropped, then a 
transmitter or a receiver gets shared by the multiple 
connections. Similarly, the traffic present in the 
connection request can be added or dropped by 
allocating a free transmitter or receiver to a new 
connection request in some of the cases. The 
connection requests are provisioned for reducing the 
request blocking ratio by taking the two important 
categories of resources into consideration. By using 
the Visibility Graph based Iterative Hungarian Traffic 
Grooming algorithm, the bandwidth is allocated. 
Therefore, the edges present in the visibility graph is 
equivalent to the bandwidth available and the free 

(2)

 _ Weights between two adjacent nodes are estimated,

of nodes region. A number of points which were evenly 
distributed in the boundary of the polygons and the 
vertices of the Voronoi polygons were collectively 
present in the set of interest points. The nodes were 
prevented from gathering around a particular point in 
the ROI by utilizing the points present in the boundary 
which acted as the pulling forces. Selection of the 
number of points at the boundary was carefully carried 
out as the presence of numerous points would place the 
nodes at the very corner of the boundary and similarly a 
very few points present in the boundary were allowed 
for the nodes to gather. The entire area of node 
connectivity region was estimated as follows: The 
interest point distance to the adjacent nodes was 
evaluated. If the distance (d) was greater than the 
connectivity of nodes (cn), then there is a node 
connectivity region around the point of interest. If the 
point of interest was a Voronoi vertex, the location of 
the region was approximated as the circular area around 
the vertex that was not protected by the nearest detector, 
while it was a quarter of the circle if it was a corner 
point on the boundary. while it was on the edge, it 
would be about half the ring. The node connectivity 
region was estimated. The distance between d and cn (d-
cn) was the connectivity of the node connectivity region 
circle. The fitness was therefore the summation of the 
exposure gaps region in the ROI. The fitness value 
would preferably be equal to zero, implying that there 
were no gaps in the node connectivity. Assuming there 
were K points of interest–boundary points and vertices 
of Voronoi, it would be possible to compute the fitness 
function. 

3.1. Detection of link failure and the best shortest 
path 
 The path failure and the best shortest paths 
among the nodes are performed by a multi-objective 
modified Particle Swarm Optimization algorithm. The 
algorithm for the same is provided in Algorithm II: 
 
Algorithm II: Multi-Objective Modified Particle Swarm 
Optimization 
 
Input: nodes 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖, nodes position 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖  

Output: best shortest paths pathi
Gbest 

Step 1: Initialize particles: 
 Consider the number of nodes as the particles 
number, 
 Pi=nodei 
 Let take nodes position as the particle’s 
positions, 
 Posi=nodei

coor 
 The velocity of the particles is initialized 
randomly,Vi=rand. 
Step 2: Multi Objective Fitness function: 
Objective 1: 

• Distance estimation between two nodes, 

                     Dij=  �(Posi-Posj)
2                             (2) 

• Weights between two adjacent nodes are estimated, 

                    wij=
Dij

i*j
                                                   (3) 

• Estimate and update shortest path of all links 
which are adjacent to node ‘i’, 

                   pathi
present= min

j→1 to n
(Dijwij+c(i,j))           (4) 

             C(i,j) is the constant. 
 

Objective 2: 

• Find the path failure based on the blocking 
probability, 

              PFi=Block probability �pathi
present� 

                               pathi
present1=delete(pathi

present,PFi) 

 // delete the failure path from the list of selected 
shortest path 

Step 3: Update the best particle positions and their 
velocity. 

Step 4: Repeat the above steps for prediction of the 
shortest path between two nodes. 

pathi
Gbest=path

i

present1
 

 
The particles are initialized at the first step 

only after considering the number of nodes that are to 
be the particle numbers. The velocities of the function 
were randomly initialized. Then, by using the multi 
objective fitness functions, the distance between two 
nodes is determined followed by the evaluation of 
weights between the two adjacent nodes. Then, the 
shortest path of all links is estimated and updated. 
Next, the path failure based on the blocking 
probability is determined. The best particles are 
updated along the particle position and velocity. 
Finally, the above steps for prediction of the shortest 
paths between two nodes are repeated. 

3.2. Dynamic Traffic Grooming 
Various policies are employed for assigning 

the weight by which the request blocking ratio can be 
reduced. Reducing the request blocking ratio is 
considered to be the significant objective that can be 
achieved with the help of the sufficient amount of 
available network resources that include a transmitter 
at the source node, a receiver at the destination node 
and sufficient bandwidth along the shortest route. 
When the traffic existing in the same node on the 
same lightpath is increased or dropped, then a 
transmitter or a receiver gets shared by the multiple 
connections. Similarly, the traffic present in the 
connection request can be added or dropped by 
allocating a free transmitter or receiver to a new 
connection request in some of the cases. The 
connection requests are provisioned for reducing the 
request blocking ratio by taking the two important 
categories of resources into consideration. By using 
the Visibility Graph based Iterative Hungarian Traffic 
Grooming algorithm, the bandwidth is allocated. 
Therefore, the edges present in the visibility graph is 
equivalent to the bandwidth available and the free 

(3)

 _ Estimate and update shortest path of all links which 
are adjacent to node ‘i’,

of nodes region. A number of points which were evenly 
distributed in the boundary of the polygons and the 
vertices of the Voronoi polygons were collectively 
present in the set of interest points. The nodes were 
prevented from gathering around a particular point in 
the ROI by utilizing the points present in the boundary 
which acted as the pulling forces. Selection of the 
number of points at the boundary was carefully carried 
out as the presence of numerous points would place the 
nodes at the very corner of the boundary and similarly a 
very few points present in the boundary were allowed 
for the nodes to gather. The entire area of node 
connectivity region was estimated as follows: The 
interest point distance to the adjacent nodes was 
evaluated. If the distance (d) was greater than the 
connectivity of nodes (cn), then there is a node 
connectivity region around the point of interest. If the 
point of interest was a Voronoi vertex, the location of 
the region was approximated as the circular area around 
the vertex that was not protected by the nearest detector, 
while it was a quarter of the circle if it was a corner 
point on the boundary. while it was on the edge, it 
would be about half the ring. The node connectivity 
region was estimated. The distance between d and cn (d-
cn) was the connectivity of the node connectivity region 
circle. The fitness was therefore the summation of the 
exposure gaps region in the ROI. The fitness value 
would preferably be equal to zero, implying that there 
were no gaps in the node connectivity. Assuming there 
were K points of interest–boundary points and vertices 
of Voronoi, it would be possible to compute the fitness 
function. 

3.1. Detection of link failure and the best shortest 
path 
 The path failure and the best shortest paths 
among the nodes are performed by a multi-objective 
modified Particle Swarm Optimization algorithm. The 
algorithm for the same is provided in Algorithm II: 
 
Algorithm II: Multi-Objective Modified Particle Swarm 
Optimization 
 
Input: nodes 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖, nodes position 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖  

Output: best shortest paths pathi
Gbest 

Step 1: Initialize particles: 
 Consider the number of nodes as the particles 
number, 
 Pi=nodei 
 Let take nodes position as the particle’s 
positions, 
 Posi=nodei

coor 
 The velocity of the particles is initialized 
randomly,Vi=rand. 
Step 2: Multi Objective Fitness function: 
Objective 1: 

• Distance estimation between two nodes, 

                     Dij=  �(Posi-Posj)
2                             (2) 

• Weights between two adjacent nodes are estimated, 

                    wij=
Dij

i*j
                                                   (3) 

• Estimate and update shortest path of all links 
which are adjacent to node ‘i’, 

                   pathi
present= min

j→1 to n
(Dijwij+c(i,j))           (4) 

             C(i,j) is the constant. 
 

Objective 2: 

• Find the path failure based on the blocking 
probability, 

              PFi=Block probability �pathi
present� 

                               pathi
present1=delete(pathi

present,PFi) 

 // delete the failure path from the list of selected 
shortest path 

Step 3: Update the best particle positions and their 
velocity. 

Step 4: Repeat the above steps for prediction of the 
shortest path between two nodes. 

pathi
Gbest=path

i

present1
 

 
The particles are initialized at the first step 

only after considering the number of nodes that are to 
be the particle numbers. The velocities of the function 
were randomly initialized. Then, by using the multi 
objective fitness functions, the distance between two 
nodes is determined followed by the evaluation of 
weights between the two adjacent nodes. Then, the 
shortest path of all links is estimated and updated. 
Next, the path failure based on the blocking 
probability is determined. The best particles are 
updated along the particle position and velocity. 
Finally, the above steps for prediction of the shortest 
paths between two nodes are repeated. 

3.2. Dynamic Traffic Grooming 
Various policies are employed for assigning 

the weight by which the request blocking ratio can be 
reduced. Reducing the request blocking ratio is 
considered to be the significant objective that can be 
achieved with the help of the sufficient amount of 
available network resources that include a transmitter 
at the source node, a receiver at the destination node 
and sufficient bandwidth along the shortest route. 
When the traffic existing in the same node on the 
same lightpath is increased or dropped, then a 
transmitter or a receiver gets shared by the multiple 
connections. Similarly, the traffic present in the 
connection request can be added or dropped by 
allocating a free transmitter or receiver to a new 
connection request in some of the cases. The 
connection requests are provisioned for reducing the 
request blocking ratio by taking the two important 
categories of resources into consideration. By using 
the Visibility Graph based Iterative Hungarian Traffic 
Grooming algorithm, the bandwidth is allocated. 
Therefore, the edges present in the visibility graph is 
equivalent to the bandwidth available and the free 

(4)

C(i,j) is the constant.

Objective 2:
 _ Find the path failure based on the blocking 

probability,

     

of nodes region. A number of points which were evenly 
distributed in the boundary of the polygons and the 
vertices of the Voronoi polygons were collectively 
present in the set of interest points. The nodes were 
prevented from gathering around a particular point in 
the ROI by utilizing the points present in the boundary 
which acted as the pulling forces. Selection of the 
number of points at the boundary was carefully carried 
out as the presence of numerous points would place the 
nodes at the very corner of the boundary and similarly a 
very few points present in the boundary were allowed 
for the nodes to gather. The entire area of node 
connectivity region was estimated as follows: The 
interest point distance to the adjacent nodes was 
evaluated. If the distance (d) was greater than the 
connectivity of nodes (cn), then there is a node 
connectivity region around the point of interest. If the 
point of interest was a Voronoi vertex, the location of 
the region was approximated as the circular area around 
the vertex that was not protected by the nearest detector, 
while it was a quarter of the circle if it was a corner 
point on the boundary. while it was on the edge, it 
would be about half the ring. The node connectivity 
region was estimated. The distance between d and cn (d-
cn) was the connectivity of the node connectivity region 
circle. The fitness was therefore the summation of the 
exposure gaps region in the ROI. The fitness value 
would preferably be equal to zero, implying that there 
were no gaps in the node connectivity. Assuming there 
were K points of interest–boundary points and vertices 
of Voronoi, it would be possible to compute the fitness 
function. 

3.1. Detection of link failure and the best shortest 
path 
 The path failure and the best shortest paths 
among the nodes are performed by a multi-objective 
modified Particle Swarm Optimization algorithm. The 
algorithm for the same is provided in Algorithm II: 
 
Algorithm II: Multi-Objective Modified Particle Swarm 
Optimization 
 
Input: nodes 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖, nodes position 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖  

Output: best shortest paths pathi
Gbest 

Step 1: Initialize particles: 
 Consider the number of nodes as the particles 
number, 
 Pi=nodei 
 Let take nodes position as the particle’s 
positions, 
 Posi=nodei

coor 
 The velocity of the particles is initialized 
randomly,Vi=rand. 
Step 2: Multi Objective Fitness function: 
Objective 1: 

• Distance estimation between two nodes, 

                     Dij=  �(Posi-Posj)
2                             (2) 

• Weights between two adjacent nodes are estimated, 

                    wij=
Dij

i*j
                                                   (3) 

• Estimate and update shortest path of all links 
which are adjacent to node ‘i’, 

                   pathi
present= min

j→1 to n
(Dijwij+c(i,j))           (4) 

             C(i,j) is the constant. 
 

Objective 2: 

• Find the path failure based on the blocking 
probability, 

              PFi=Block probability �pathi
present� 

                               pathi
present1=delete(pathi

present,PFi) 

 // delete the failure path from the list of selected 
shortest path 

Step 3: Update the best particle positions and their 
velocity. 

Step 4: Repeat the above steps for prediction of the 
shortest path between two nodes. 

pathi
Gbest=path

i

present1
 

 
The particles are initialized at the first step 

only after considering the number of nodes that are to 
be the particle numbers. The velocities of the function 
were randomly initialized. Then, by using the multi 
objective fitness functions, the distance between two 
nodes is determined followed by the evaluation of 
weights between the two adjacent nodes. Then, the 
shortest path of all links is estimated and updated. 
Next, the path failure based on the blocking 
probability is determined. The best particles are 
updated along the particle position and velocity. 
Finally, the above steps for prediction of the shortest 
paths between two nodes are repeated. 

3.2. Dynamic Traffic Grooming 
Various policies are employed for assigning 

the weight by which the request blocking ratio can be 
reduced. Reducing the request blocking ratio is 
considered to be the significant objective that can be 
achieved with the help of the sufficient amount of 
available network resources that include a transmitter 
at the source node, a receiver at the destination node 
and sufficient bandwidth along the shortest route. 
When the traffic existing in the same node on the 
same lightpath is increased or dropped, then a 
transmitter or a receiver gets shared by the multiple 
connections. Similarly, the traffic present in the 
connection request can be added or dropped by 
allocating a free transmitter or receiver to a new 
connection request in some of the cases. The 
connection requests are provisioned for reducing the 
request blocking ratio by taking the two important 
categories of resources into consideration. By using 
the Visibility Graph based Iterative Hungarian Traffic 
Grooming algorithm, the bandwidth is allocated. 
Therefore, the edges present in the visibility graph is 
equivalent to the bandwidth available and the free 

// delete the failure path from the list of selected short-
est path
Step 3: Update the best particle positions and their ve-
locity.
Step 4: Repeat the above steps for prediction of the 
shortest path between two nodes.

       

of nodes region. A number of points which were evenly 
distributed in the boundary of the polygons and the 
vertices of the Voronoi polygons were collectively 
present in the set of interest points. The nodes were 
prevented from gathering around a particular point in 
the ROI by utilizing the points present in the boundary 
which acted as the pulling forces. Selection of the 
number of points at the boundary was carefully carried 
out as the presence of numerous points would place the 
nodes at the very corner of the boundary and similarly a 
very few points present in the boundary were allowed 
for the nodes to gather. The entire area of node 
connectivity region was estimated as follows: The 
interest point distance to the adjacent nodes was 
evaluated. If the distance (d) was greater than the 
connectivity of nodes (cn), then there is a node 
connectivity region around the point of interest. If the 
point of interest was a Voronoi vertex, the location of 
the region was approximated as the circular area around 
the vertex that was not protected by the nearest detector, 
while it was a quarter of the circle if it was a corner 
point on the boundary. while it was on the edge, it 
would be about half the ring. The node connectivity 
region was estimated. The distance between d and cn (d-
cn) was the connectivity of the node connectivity region 
circle. The fitness was therefore the summation of the 
exposure gaps region in the ROI. The fitness value 
would preferably be equal to zero, implying that there 
were no gaps in the node connectivity. Assuming there 
were K points of interest–boundary points and vertices 
of Voronoi, it would be possible to compute the fitness 
function. 

3.1. Detection of link failure and the best shortest 
path 
 The path failure and the best shortest paths 
among the nodes are performed by a multi-objective 
modified Particle Swarm Optimization algorithm. The 
algorithm for the same is provided in Algorithm II: 
 
Algorithm II: Multi-Objective Modified Particle Swarm 
Optimization 
 
Input: nodes 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖, nodes position 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖  

Output: best shortest paths pathi
Gbest 

Step 1: Initialize particles: 
 Consider the number of nodes as the particles 
number, 
 Pi=nodei 
 Let take nodes position as the particle’s 
positions, 
 Posi=nodei

coor 
 The velocity of the particles is initialized 
randomly,Vi=rand. 
Step 2: Multi Objective Fitness function: 
Objective 1: 

• Distance estimation between two nodes, 

                     Dij=  �(Posi-Posj)
2                             (2) 

• Weights between two adjacent nodes are estimated, 

                    wij=
Dij

i*j
                                                   (3) 

• Estimate and update shortest path of all links 
which are adjacent to node ‘i’, 

                   pathi
present= min

j→1 to n
(Dijwij+c(i,j))           (4) 

             C(i,j) is the constant. 
 

Objective 2: 

• Find the path failure based on the blocking 
probability, 

              PFi=Block probability �pathi
present� 

                               pathi
present1=delete(pathi

present,PFi) 

 // delete the failure path from the list of selected 
shortest path 

Step 3: Update the best particle positions and their 
velocity. 

Step 4: Repeat the above steps for prediction of the 
shortest path between two nodes. 

pathi
Gbest=path

i

present1
 

 
The particles are initialized at the first step 

only after considering the number of nodes that are to 
be the particle numbers. The velocities of the function 
were randomly initialized. Then, by using the multi 
objective fitness functions, the distance between two 
nodes is determined followed by the evaluation of 
weights between the two adjacent nodes. Then, the 
shortest path of all links is estimated and updated. 
Next, the path failure based on the blocking 
probability is determined. The best particles are 
updated along the particle position and velocity. 
Finally, the above steps for prediction of the shortest 
paths between two nodes are repeated. 

3.2. Dynamic Traffic Grooming 
Various policies are employed for assigning 

the weight by which the request blocking ratio can be 
reduced. Reducing the request blocking ratio is 
considered to be the significant objective that can be 
achieved with the help of the sufficient amount of 
available network resources that include a transmitter 
at the source node, a receiver at the destination node 
and sufficient bandwidth along the shortest route. 
When the traffic existing in the same node on the 
same lightpath is increased or dropped, then a 
transmitter or a receiver gets shared by the multiple 
connections. Similarly, the traffic present in the 
connection request can be added or dropped by 
allocating a free transmitter or receiver to a new 
connection request in some of the cases. The 
connection requests are provisioned for reducing the 
request blocking ratio by taking the two important 
categories of resources into consideration. By using 
the Visibility Graph based Iterative Hungarian Traffic 
Grooming algorithm, the bandwidth is allocated. 
Therefore, the edges present in the visibility graph is 
equivalent to the bandwidth available and the free 

The particles are initialized at the first step only af-
ter considering the number of nodes that are to be 
the particle numbers. The velocities of the function 
were randomly initialized. Then, by using the multi 
objective fitness functions, the distance between two 
nodes is determined followed by the evaluation of 
weights between the two adjacent nodes. Then, the 
shortest path of all links is estimated and updated. 
Next, the path failure based on the blocking probabili-
ty is determined. The best particles are updated along 
the particle position and velocity. Finally, the above 
steps for prediction of the shortest paths between two 
nodes are repeated.

3.2. Dynamic Traffic Grooming

Various policies are employed for assigning the 
weight by which the request blocking ratio can be 
reduced. Reducing the request blocking ratio is con-
sidered to be the significant objective that can be 
achieved with the help of the sufficient amount of 
available network resources that include a transmit-
ter at the source node, a receiver at the destination 
node and sufficient bandwidth along the shortest 
route. When the traffic existing in the same node 
on the same lightpath is increased or dropped, then 
a transmitter or a receiver gets shared by the mul-
tiple connections. Similarly, the traffic present in 
the connection request can be added or dropped by 
allocating a free transmitter or receiver to a new 
connection request in some of the cases. The con-
nection requests are provisioned for reducing the 
request blocking ratio by taking the two important 
categories of resources into consideration. By using 
the Visibility Graph based Iterative Hungarian Traf-
fic Grooming algorithm, the bandwidth is allocated. 
Therefore, the edges present in the visibility graph 
is equivalent to the bandwidth available and the free 
receivers or transmitters which are assigned above 
the weights apart from the types of edges.     

3.3. Visibility Graph

Visibility graph is formed in the first step. The exist-
ing light trail is not present in the visibility graph at 
the initial stage. The visibility graph is implemented 
with the possible candidate lightpath edges. Graph 
and edges are formed by analysing the visibility be-
tween two nodes.
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receivers or transmitters which are assigned above the 
weights apart from the types of edges.      

3.3. Visibility Graph 
Visibility graph is formed in the first step. The existing 
light trail is not present in the visibility graph at the 
initial stage. The visibility graph is implemented with 
the possible candidate lightpath edges. Graph and edges 
are formed by analysing the visibility between two 
nodes. 
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present in all grooming edges are found to be very 
small. It can be proven that the significance of a 
candidate adding edge or the candidate dropping edge is 
certainly not overshadowed by the grooming edges as 
the total of the weights present in every grooming edge 
besides a single lightpath is very small when compared 
with the weight existing in a candidate adding edge or 
candidate dropping edge. Then every edge weight is 
calculated based on the formula (6) given below. 
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The strength of paths is analyzed by utilizing 
the weights which are formed along the paths. 
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4. Performance Analysis   
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metrics such as traffic throughput, transceivers count, 
average propagation delay, blocking ratio, and success 
ratio. Maximum concurrent flow with constraint 
shortest path as a subroutine (MCF-CSP) [2] aims at 
providing guaranteed performance and improvised 
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The strength of paths is analyzed by utilizing the 
weights which are formed along the paths.

3.4. Iterative Hungarian Traffic Grooming
When communication applications arrive and leave, 
light trails are increased or decreased to a lower val-
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whether it possesses acceptable residual bandwidth, 
by the arrival of a new link request with the origin 
node s, destination node d, and bandwidth require-
ment b. Both prevailing light paths are eliminated 
from the visible graph without ample residual band-
width. 
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edges of the nodes. light paths are eliminated from 
the visible graph without ample residual bandwidth. 
A square matrix is constructed from the weights and 
edges of the nodes.
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the possible candidate lightpath edges. Graph and edges 
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ratio. Maximum concurrent flow with constraint 
shortest path as a subroutine (MCF-CSP) [2] aims at 
providing guaranteed performance and improvised 

(7)

where, wj
ab is the matrix of jth path formed between ath 

and bth  node.   

receivers or transmitters which are assigned above the 
weights apart from the types of edges.      

3.3. Visibility Graph 
Visibility graph is formed in the first step. The existing 
light trail is not present in the visibility graph at the 
initial stage. The visibility graph is implemented with 
the possible candidate lightpath edges. Graph and edges 
are formed by analysing the visibility between two 
nodes. 

 eij=�
1      xa<xb ⋀ xk<xb      ∀k ϵ (i, j) ⋀ i<j

0      otherwise
                                         

   

 (5)                              

Where,Xa is the source node,Xb is the destination node 
and 𝑥𝑥𝑥𝑥𝑘𝑘𝑘𝑘 are the intermediate nodes. 

x={xa,xa+1,…,…,xb}=pathi
Gbest. 

Then the initialization of hop length paths that are very 
marginal related to every candidate trail edge are 
performed. Then different edges like candidate dropping 
and candidate adding edges are added to the visible 
graph. When compared to the weight present in 
different types of edges like candidate adding edge or 
candidate dropping edge, the value of weight in a 
grooming edge is very small, especially the weights 
present in all grooming edges are found to be very 
small. It can be proven that the significance of a 
candidate adding edge or the candidate dropping edge is 
certainly not overshadowed by the grooming edges as 
the total of the weights present in every grooming edge 
besides a single lightpath is very small when compared 
with the weight existing in a candidate adding edge or 
candidate dropping edge. Then every edge weight is 
calculated based on the formula (6) given below. 

wij= �
��xi-xj�(i-j)�+1     eij   exists 

0                                       otherwise
 

       (6) 

The strength of paths is analyzed by utilizing 
the weights which are formed along the paths. 

3.4. Iterative Hungarian Traffic Grooming 
When communication applications arrive and leave, 
light trails are increased or decreased to a lower value. 
The existing lightpath is tested for determining whether 
it possesses acceptable residual bandwidth, by the 
arrival of a new link request with the origin node s, 
destination node d, and bandwidth requirement b. Both 
prevailing light paths are eliminated from the visible 
graph without ample residual bandwidth.  

               A square matrix is constructed from the 
weights and edges of the nodes. light paths are 
eliminated from the visible graph without ample 
residual bandwidth. A square matrix is constructed from 
the weights and edges of the nodes. 

wab
j = �

w12 ⋯ wa1

⋮ ⋱ ⋮
w1b ⋯ wab

� ,                                          (7) 

     where, wab
j is the matrix of jth path formed 

between  𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡ℎ and 𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡ℎ  node .       

wab= �γ*
(maxL(s,d)-L(s,d)

L(s,d) *Th� +   

                             �(1-γ)* �1- λtotal-λ(s,d)
λ(s,d)

� *Th�          (8) 

where, 𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 is the weight value obtained between 𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡ℎ 
and 𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡ℎnode based on the estimation of the 
throughput. 
 
The weight value is calculated based on the 
Wavelength Assigned, end to end delay, Gamma 
factor (γ=1) and Throughput. The weight value is 
calculated for each link and it is updated in the square 
matrix. 

      The smallest number of the bandwidth 
existing in each row is subtracted from each entry in 
that row.        

 t=

⎣
⎢
⎢
⎢
⎡w1n

'

w2n....

'

wbn
' ⎦
⎥
⎥
⎥
⎤
                                                        (9) 

              t1=�wb
'' � .               (10) 

Assign all zeros with the minimum number of 
bandwidths along with the paths and replace zeros 
over rows and columns using the smallest number of 
bandwidths for the paths possible to cover all zeros in 
the matrix. 

     wab
j =find ��

w12 ⋯ wa1

⋮ ⋱ ⋮
w1b ⋯ wab

� ==t1�                   (11) 

          Then the smallest number of the bandwidth in 
each column is subtracted from each entry in that 
column.          
         Iterate the above steps until the number of 
available shortest paths are equal to the number of 
rows in the square matrix.  
         Find the strengthen bandwidth that is covered by 
requested users.  

bwj=   

max
j→1 to m

�∑ ∑
wab

1  ,∑ ∑ wab
2  , n

b=1
n
a=1

…,…,∑ ∑ wab
m  ,
 

n
b=1

n
a=1

n
b=1

n
a=1 � .            (12)       

𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  – represents the path which contains multiple 
available bandwidths. 
Then finally the bandwidth for the request users is 
assigned. 
 

 

4. Performance Analysis   
         The proposed system evaluates performance 
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assigned.

4. Performance Analysis  
The proposed system evaluates performance met-
rics such as traffic throughput, transceivers count, 
average propagation delay, blocking ratio, and suc-
cess ratio. Maximum concurrent flow with constraint 
shortest path as a subroutine (MCF-CSP) [2] aims 
at providing guaranteed performance and impro-
vised throughput, whereas wind driven optimization 
(WDO) [5] provides a cost-effective solution for the 
improvised performance of optical networks. Both 
of these algorithms in different perspectives prove to 
show superior quantitative results. Hence, they are 
taken for comparative evaluation to analyze perfor-
mance metrics of the proposed algorithm.

4.1. Traffic Throughput
This specifies the total traffic that is routed to the dig-
ital topology demand for low-speed traffic.
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The Figure 3 shows the throughput of network traffic.    
The value of throughput shows superior result when  
 comparing it with the MCF-CSP [2] and WDO [5]. 
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The Figure 6 indicates the total number of 
transceivers count. The count of transceivers is more, 
while comparing it with the MCF-CSP [2] and WDO 
[5]. 
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 The fitness function is evaluated as, 

F=min(F1-F2-F3) 
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throughput, whereas wind driven optimization (WDO) 
[5] provides a cost-effective solution for the improvised 
performance of optical networks. Both of these 
algorithms in different perspectives prove to show 
superior quantitative results. Hence, they are taken for 
comparative evaluation to analyze performance metrics 
of the proposed algorithm. 

4.1. Traffic Throughput 
This specifies the total traffic that is routed to the digital 
topology demand for low-speed traffic. 
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throughput, whereas wind driven optimization (WDO) 
[5] provides a cost-effective solution for the improvised 
performance of optical networks. Both of these 
algorithms in different perspectives prove to show 
superior quantitative results. Hence, they are taken for 
comparative evaluation to analyze performance metrics 
of the proposed algorithm. 
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The fitness function is evaluated as,
F=min(F1-F2-F3)
Figure 7 represents the average propagation delay. 
The delay of the proposed algorithm is reduced while 
comparing it with the MCF-CSP [2] and WDO [5].

4.4. Blocking Ratio
The ratio of number of the connection re-
quests that are blocked to sum of the connection                                                                                                                           
requests is termed as blocking ratio. The Blocking 
ratio is considered to be the important parameter in 
determining the QoS.   

Figure 7
Average propagation delay

 Figure 7 
 Average propagation delay 

   
Figure 7 represents the average propagation delay. The 
delay of the proposed algorithm is reduced while 
comparing it with the MCF-CSP [2] and WDO [5]. 

 
4.4. Blocking Ratio 
The ratio of number of the connection requests that are 
blocked to sum of the connection                                                                                                                           
requests is termed as blocking ratio. The Blocking ratio 
is considered to be the important parameter in 
determining the QoS.    
 Figure 8.a  
 Request blocking ratio

 
  Figure 8.b 
  Request blocking ratio             
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different Arrival Rate with the scenario that the numbers 

of transmitters and receivers at each node are 75% of 
maximum required number and Figure 8 b) represents 
the Request blocking ratio for different Arrival Rate 
when the numbers of transmitters and receivers at each 
node are reduced to 25% of maximum required 
numbers. The proposed algorithm is compared with 
the existing algorithms and it is inferred that the 
proposed algorithm consists of less blocking ratio 
while comparing it with the other existing algorithms 
since the bandwidth resources are utilized 
conservatively. Thus, the increase in the transmitter 
and receiver count allows more free connection for the 
upcoming new arrival packets thereby reduces 
blocking probability and utilizes the bandwidth more 
conservatively and efficiently than other algorithms. 
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Figure 9 indicates the value of success ratio. The 
Success ratio of the proposed algorithm is improved 
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The traffic grooming was performed with the aid of 
the Visibility Graph based Iterative Hungarian Traffic 
Grooming algorithm. The path failures among the 
nodes were detected. The best suitable shortest path 
was determined by the multi objective modified PSO 
algorithm and the traffic congestion in a network was 
reduced by the allocation of bandwidths by utilizing an 
innovative visibility graph based Iterative Hungarian 
Traffic grooming algorithm which was implemented to 
reduce the blocking ratio by improving the allocation 
of bandwidth between the users. Finally, the 
performance analysis was carried out by means of 
performance measures such as traffic throughput, 
transceivers count, average propagation delay, 
blocking ratio, and success ratio. It could be inferred 
that the proposed work was obtained with enhanced 
outcomes when compared with the other existing 
techniques. Compared with other algorithms, it was 
found that there is an increase in the traffic throughput, 
transceivers count and success ratio in the proposed 
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different Arrival Rate with the scenario that the num-
bers of transmitters and receivers at each node are 
75% of maximum required number and Figure 8 b) 
represents the Request blocking ratio for different Ar-
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rival Rate when the numbers of transmitters and re-
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required numbers. The proposed algorithm is com-
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that the proposed algorithm consists of less blocking 
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and receiver count allows more free connection for 
the upcoming new arrival packets thereby reduces 
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garian Traffic grooming algorithm which was imple-
mented to reduce the blocking ratio by improving the 
allocation of bandwidth between the users. Finally, 
the performance analysis was carried out by means 
of performance measures such as traffic throughput, 
transceivers count, average propagation delay, block-
ing ratio, and success ratio. It could be inferred that 
the proposed work was obtained with enhanced out-
comes when compared with the other existing tech-
niques. Compared with other algorithms, it was found 
that there is an increase in the traffic throughput, 
transceivers count and success ratio in the proposed 
algorithm. Besides these, the performance measures 
such as average propagation delay and blocking ratio 
of the proposed algorithm were found to be less while 
comparing it with other algorithms.
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