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Alzheimer’s disease (AD) is an irreversible ailment. This ailment causes rapid loss of memory and behavioral 
changes. Recently, this disorder is very common among the elderly. Although there is no specific treatment for 
this disorder, its diagnosis aids in delaying the spread of the disease. Therefore, in the past few years, automatic 
recognition of AD using image processing techniques has achieved much attraction. In this research, we propose a 
novel framework for the classification of AD using magnetic resonance imaging (MRI) data. Initially, the image is 
filtered using 2D Adaptive Bilateral Filter (2D-ABF). The denoised image is then enhanced using Entropy-based 
Contrast Limited Adaptive Histogram Equalization (ECLAHE) algorithm. From enhanced data, the region of in-
terest (ROI) is segmented using clustering and thresholding techniques. Clustering is performed using Enhanced 
Expectation Maximization (EEM) and thresholding is performed using Adaptive Histogram (AH) thresholding 
algorithm. From the ROI, Gray Level Co-Occurrence Matrix (GLCM) features are generated. GLCM is a feature 
that computes the occurrence of pixel pairs in specific spatial coordinates of an image. The dimension of these 
features is reduced using Principle Component Analysis (PCA). Finally, the obtained features are classified using 
classifiers. In this work, we have employed Logistic Regression (LR) for classification. The classification results 
were achieved with the accuracy of 96.92% from the confusion matrix to identify the Alzheimer’s Disease. The 
proposed framework was then evaluated using performance evaluation metrics like accuracy, sensitivity, F-score, 
precision and specificity that were arrived from the confusion matrix. Our study demonstrates that the proposed 
Alzheimer’s disease detection model outperforms other models proposed in the literature.
KEYWORDS: Histogram, Threshold, Entropy, Filtering, Clustering, Logistic Regression.

1. Introduction
Alzheimer’s disease (AD) is one of the chief brain ab-
normality, commonly found in the elderly people (peo-
ple with age >60 years). The main cause of this disease 
is weakening the memory and the thinking ability and 
severe AD will cause the loss of memory. If the disease 
is detected in its premature phase, prescribed treat-
ment and practice can be given to retain the memory 
or we can help the elderly people to take care of their 
common activity without any trouble. In the literature, 
a number of AD detection procedures are proposed 
and implemented by the researchers. This prohibits a 
person from carrying out day to day actions in a nor-
mal manner. It was estimated that around 5.3 million 
Americans suffer from this disorder in the year 2015. 
Hence, early diagnosis of this ailment is essential so 
that the affected person can be treated and the progres-
sion of the disorder can be ceased. Recently, the anal-
ysis of MRI data has been widely utilized for the diag-
nosis of AD. These images have various advantages like 
good resolution, high contrast, etc. The analysis of MRI 
images for AD diagnosis can be grouped into various 
categories based on grey matter voxels [17, 8, 37, 10, 27], 
morphometric systems [34], volume and regions of in-
terest [18, 4, 11, 12, 9, 40], etc. Various machine learning 
algorithms have been widely used for the classification 
of AD [16, 15, 1, 6].

Hence, in this research we propose a novel framework 
for detection and classification of AD using MRI data.
The overall contributions of this paper are fourfold:
a A new AD classification framework using MRI im-

ages is presented.
b A novel image enhancement technique using 

ECLAHE algorithm is proposed.
c A new image clustering technique using Enhanced 

Expectation Maximization (EEM) algorithm is 
presented.

d A novel Adaptive Histogram (AH) thresholding al-
gorithm is proposed.

The remaining paper is organized in the following 
way. Section 2 includes a detailed literature survey 
of the previous works in the literature. Section 3 de-
scribes the proposed methodology. The results and 
discussion are performed in Section 4. Conclusion of 
the paper is presented in Section 5.

2. Literature Survey
A system for AD detection using MRI images was 
proposed in [5]. In this paper, Convolutional Neural 
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Network was used for detection of AD. This system 
achieved a high accuracy of 99% using ADNI dataset 
and an accuracy of 98% using a combination of ADNI 
and non-ADNI dataset.
The authors of [21] proposed a system for AD diagnosis 
using deep learning technique. This paper detailed a 
review of different frameworks proposed in the litera-
ture based on deep learning techniques for the classifi-
cation of AD. It was inferred that algorithms like Con-
volutional and Recurrent Neural Networks produced 
average accuracy of 96% for AD classification.
Detection of AD using CNN was presented in [36]. 
This framework used Grey Wolf Optimization tech-
nique to achieve a high recognition rate. Texture and 
histogram features were derived from the magnetic 
resonance imaging data. This framework achieved an 
average accuracy of about 96.23%
A review on various deep learning and feature ex-
traction-based techniques for AD identification was 
presented in [25]. Here a new technique for fusion of 
data belonging to different modalities was also pre-
sented. CNN was used for the classification. The pro-
posed system was also compared with a single modal-
ity framework.
Multi-class classification of AD using Grey Level 
Co-occurrence Matrix was proposed in [3]. In this 
work the data was classified into three classes. These 
included AD, normal and the mild cognitive impair-
ment. This system achieved an overall accuracy of 
about 78.9% for the classification of the three classes.
Leaky Rectified Unit was used for the classification 
of AD in [39]. Here an eight layered-Convolutional 
Neural Network was employed. Three different poll-
ing functions were used in this paper. These pooling 
functions included the stochastic pooling, the max-
imum pooling and the average pooling. This system 
achieved an accuracy of 97.65%.
Linear Discriminant Analysis and SVM algorithms 
were used for the classification of AD in [2]. Here di-
mensionality reduction was achieved using kernel 
principal component analysis technique. This system 
achieved an average classification accuracy of about 
93.85% for ADNI database.
Prediction of AD using deformation of MRI data was 
proposed in [29]. This was based on the computation 
of morphological differences. This framework operat-
ed in three steps. The first step was the Diffeomorphic 

Registration. The next step was the embedding step. 
The final step was the classification approach. 
Various classification systems used for the diagnosis 
of AD was compared in [23]. Here a dataset generated 
from 70-year-old people was employed for classifi-
cation. It was inferred that around 46% of the people 
suffered from AD.
Classification of patients with AD and Mild Cognitive 
Impairment was proposed in [31]. Here deep learning 
CNN was used for classification. Also Multi-layered feed 
forward perceptron (MLP) architecture was employed. 
This system achieved an overall accuracy of about 80%. 
Various parameters of MRI images were combined 
for the classification of AD in [38]. In this work six 
major features were extracted. These included the 
area, thickness and the curvature of the cortical layer, 
density of grey matter etc. These features achieved a 
high AUC value of about 0.98. 
The authors of [35] proposed a method for classifying 
mild and moderate state of AD. This system utilized 
an elastic net classifier for classification. Two types of 
classification were analyzed in this work. This includ-
ed unimodal and multi-modal classification. The uni-
modal classification achieved AUC of 0.909, whereas, 
multi-modal achieved 0.952.
A technique for multitask feature learning was pro-
posed in [20]. Here multi-task feature learning tech-
nique was used to learn the features. This paper 
introduced manifold-based Laplacian Regularize 
technique. This technique helped to preserve the in-
trinsic characteristic of the multi-modal data. 
Kernel SVM and decision tree were utilized for the 
identification of AD in [42]. Here, initially MRI data 
was pre-processing using Atlas normalization. Then, 
the images were unsampled. The next step was fea-
ture extraction. This was performed using principal 
component analysis. Finally, classification was done 
using SVM.
Diagnosis of AD using sparse representation theory 
was presented in [19]. Nine different classification 
techniques were analyzed in this paper. This paper 
introduced penalized regression technique for binary 
classification.
Linear Embedding of MRI data for identification of 
people with Alzheimer’s disorder was given by the 
authors of [28]. Here, local linear embedding (LLE) 
technique was used. ADNI database was used for sim-
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ulation. It was observed that LLE was a very effective 
technique for classification of MRI data. 
An automated multimodal classification method us-
ing deep learning for brain tumor type classification 
using BraTS datasets was presented in [24].
An efficient mixture classification technique which 
uses electro encephalography (EEG) signals for es-
tablishing a communication channel for the physical-
ly challenged people was given by [26]. 
Adaptive independent subspace analysis (AISA) 
method to discover meaningful electroencephalo-
gram activity in the MRI scan data. The classification 
results were achieved using the k-nearest neighbor 
classifier with 10-fold cross-validation in [22]. Brain 
Computer Interface Systems to identify innovative, 
current, and great contribution works to the field of 
neuroscience was presented in [13].

3. Proposed Methodology
The proposed methodology comprises of steps like 
image preprocessing (filtering and enhancement), 
segmentation, feature extraction, dimensionality re-
duction and classification. This is depicted in Figure 
1. The noisy MRI is initially acquired. This image is 
pre-processed using filtering and enhancement. Fil-
tering is done to remove noise and enhancement is 
done to increase the contrast and details of the im-
age. From the enhanced image, the region of interest 
(ROI) is segmented using image segmentation. Then, 
from the segmented regions, the features are extract-
ed. The dimension of these features is reduced and fi-
nally the image is classified to two groups namely AD 
and normal.

3.1. Image Pre-processing
Pre-processing was performed using two steps name-
ly, filtering and enhancement. Image filtering was per-
formed using 2D Adaptive Bilateral Filter (2D-ABF) 
and enhancement was performed using a novel En-
tropy-based Contrast Limited Adaptive Histogram 
Equalization (ECLAHE) algorithm.

3.1.1. Image Filtering Using 2D Adaptive Bilateral 
Filters
The input image XÎ RU×V were first filtered using 2D 
Adaptive Bilateral Filters. The output obtained is YÎ 

Figure 1
Classification of MRI Images
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RU×V. The bilateral filtering operation is defined and 
shown in Equation (1).

𝑦𝑦𝑦𝑦[𝑢𝑢𝑢𝑢, 𝑣𝑣𝑣𝑣]=∑ ∑ 𝑅𝑅𝑅𝑅−1(𝑘𝑘𝑘𝑘, 𝑙𝑙𝑙𝑙)ℎ𝑑𝑑𝑑𝑑(𝑢𝑢𝑢𝑢, 𝑣𝑣𝑣𝑣; 𝑘𝑘𝑘𝑘, 𝑙𝑙𝑙𝑙)ℎ𝑟𝑟𝑟𝑟(𝑥𝑥𝑥𝑥[𝑢𝑢𝑢𝑢, 𝑣𝑣𝑣𝑣], 𝑥𝑥𝑥𝑥[𝑘𝑘𝑘𝑘, 𝑙𝑙𝑙𝑙])𝑥𝑥𝑥𝑥[𝑘𝑘𝑘𝑘, 𝑙𝑙𝑙𝑙]𝑙𝑙𝑙𝑙𝑘𝑘𝑘𝑘

(1)

where x[u, v] represents the input image and  
y[u, v] represents the filtered output. Also, hd and hr 
represents domain and range filters, respectively. 
They are represented as

ℎ𝑑𝑑𝑑𝑑(𝑢𝑢𝑢𝑢, 𝑣𝑣𝑣𝑣;𝑢𝑢𝑢𝑢0, 𝑣𝑣𝑣𝑣0) = 𝑒𝑒𝑒𝑒
−�(𝑢𝑢𝑢𝑢−𝑢𝑢𝑢𝑢0)2+(𝑣𝑣𝑣𝑣−𝑣𝑣𝑣𝑣0)2

2ó𝑑𝑑𝑑𝑑
2 �

 (2)

ℎ𝑟𝑟𝑟𝑟(𝑥𝑥𝑥𝑥[𝑢𝑢𝑢𝑢, 𝑣𝑣𝑣𝑣], 𝑥𝑥𝑥𝑥[𝑢𝑢𝑢𝑢0, 𝑣𝑣𝑣𝑣0]) = 𝑒𝑒𝑒𝑒
−�(𝑥𝑥𝑥𝑥[𝑢𝑢𝑢𝑢,𝑣𝑣𝑣𝑣]−𝑥𝑥𝑥𝑥[𝑢𝑢𝑢𝑢0,𝑣𝑣𝑣𝑣0])2

2ó𝑟𝑟𝑟𝑟
2 �

 (3)
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Here [u0, v0] represents the center pixel. Also, σd and σr 
represents the standard deviation of the domain and 
range filter respectively.
The above two equations were modified by [43] by in-
cluding an offset component. Thus, the modified 2D 
Adaptive Bilateral filters are defined as

ℎ𝑑𝑑𝑑𝑑(𝑢𝑢𝑢𝑢, 𝑣𝑣𝑣𝑣;𝑢𝑢𝑢𝑢0, 𝑣𝑣𝑣𝑣0) = 𝑒𝑒𝑒𝑒
−�(𝑢𝑢𝑢𝑢−𝑢𝑢𝑢𝑢0)2+(𝑣𝑣𝑣𝑣−𝑣𝑣𝑣𝑣0)2

2ó𝑑𝑑𝑑𝑑
2 �

 (4)

ℎ�(𝑥𝑥[𝑢𝑢, 𝑣𝑣], 𝑥𝑥[𝑢𝑢�, 𝑣𝑣�]) = 𝑒𝑒��
(�[�,�]��[��,��]��[��,��])�

����
�
      (5)

The sharpness of the image is controlled by ς. The im-
age gets blurred when the value of ς is moved closer to 
the mean. However, by moving it away from the mean, 
the filtered image gets sharper.

3.1.2. Image Enhancement Using Entropy-based 
CLAHE (ECLAHE) Algorithm
The filtered images were then enhanced using a 
novel Entropy-based CLAHE (ECLAHE) algorithm. 
This system is given in Algorithm 1. The main ob-
jective of the proposed algorithm is to preserve the 
regions containing edge information in the images. 
Since the adaptive histogram equalization tech-
nique equalizes the histogram of an image in a uni-
form manner, the edge information gets degraded. 
To avoid this, in the proposed algorithm we have 
initially identified the regions containing edges. The 
histogram equalization is not applied for the edge re-
gions. That is, the entire image is first divided into 
four groups namely, the High Entropy Blocks (HEB), 
Corner Blocks (CB), Border Blocks (BB) and the Low 
Entropy Blocks (LEB). To preserve the edge and cor-
ner details, the High Entropy, Corner and Border 
Blocks are retained. This is based on the fact that; 
the entropy or information content will be high in 
the edge regions compared to the smooth regions. 
The equalization of the histogram is applied only for 
the Low Entropy Blocks. 

Algorithm  1: Proposed Entropy-based CLAHE 
(ECLAHE) technique.
Input:
Filtered image YÎ RU×V.
Output:
Enhanced image IEÎ RU×V.

Steps:
1 Divide the entire image YÎ RU×V into non-overlap-

ping blocks of size n × n.
2 Compute entropy of each non-overlapping block 

and normalize the values using l2 –norm. 
3 From the entropy values identify the blocks that 

comprises of entropy values greater than thresh-
old λ. These blocks are identified as High Entropy 
Blocks (HEB).

4 Identify the four corner blocks as Corner Blocks 
(CB).

5 The border blocks other than the four corner 
blocks are identified as Border Blocks (BB).

6 The remaining blocks are identified as the Low En-
tropy Blocks (LEB).

7 Compute the histogram of each region.
8 Obtain uniform density function for the ISB re-

gions by computing the CDF [41] of the histogram 
using,

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑛𝑛𝑛𝑛) = (𝑁𝑁𝑁𝑁−1)
𝑀𝑀𝑀𝑀

∑ ℎ𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗(𝑘𝑘𝑘𝑘);𝑛𝑛𝑛𝑛 = 1,2, . . . ,𝑁𝑁𝑁𝑁 − 1𝑛𝑛𝑛𝑛
𝑘𝑘𝑘𝑘=0 . 

9 Map every pixel in the LEB by linear combination 
of results obtained from four nearest regions to ob-
tain the Enhanced image IEÎ RU×V.

3.2. Segmentation

Segmentation is performed using clustering and 
thresholding techniques. Clustering is performed us-
ing Enhanced Expectation Maximum algorithm and 
thresholding is done using Adaptive Histogram tech-
nique. They are described in detail in the following 
sections.

3.2.1. Enhanced Expectation Maximum (EEM) 
Clustering
We have proposed a new clustering algorithm to ob-
tain clusters from the enhanced images. This is based 
on Expectation Maximum algorithm [14]. In this al-
gorithm, there are two main steps, namely, the Ex-
pectation step and the Maximization step. They are 
described below.
Expectation step:
The probability that a pixel at IE(u, v) belongs to a par-
ticular Gaussian Gi with mean μi and standard devia-
tion σi is given by
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𝑃𝑃��� =
�����(�

�(�,�)���)�
����

�

∑ �����(�
�(�,�)���)�

����
�����
  

Maximization step: 

(6)

Maximization step:
In this step, the values of mean μi and standard devi-
ation σi of the Gaussian Gi are estimated again using

𝜇𝜇� = �
� ∑ 𝑃𝑃��� 𝐼𝐼�(𝑢𝑢, 𝑣𝑣)�,� (7)

𝜎𝜎� = �∑ ���� (��(�,�)���)��,�
�

(8)

The above two expectation and maximization steps 
are iterated until convergence state is achieved. The 
quality of clustering result obtained mainly depends 
on the initial values of the EM algorithm. In a con-
ventional EM algorithm, these initial values are ob-
tained using k-means algorithm. To further improve 
the accuracy and reliability of clustering result, in 
this work, we propose novel Enhanced Expectation 
Maximization algorithm. In this algorithm, instead of 
using k-means, the initial values are computed using 
Fuzzy C Means Clustering [7]. That is, the initial val-
ues are computed using

𝐽𝐽 = ∑ ∑ 𝑓𝑓��𝑑𝑑(𝑖𝑖,𝜃𝜃�)�������
��� (9)

where ffig refers to the fuzzy membership between pix-
el xi and histogram of cluster with center θq and d(i, θq) 
refers to the distance between pixel xi and histogram 
of cluster with center θq . The output of clustering step 
is represented as I CÎ RU ×V.

3.2.2. Adaptive Histogram (AD) Thresholding
Otsu threshold [32] is a widely used technique for im-
age segmentation. It identifies a global threshold for 
segmenting an image into two categories namely, the 
foreground and the background. Every pixel value in 
an image is compared with the threshold. If the val-
ue of the pixel is greater than the threshold, then it is 
classified as foreground, else it is classified as a back-
ground pixel. However, this thresholding technique 
does not produce accurate results when the illumina-
tion of the background is uneven. Hence, in this work 
we have employed adaptive thresholding technique. 

In this technique, the threshold used for segmenta-
tion is not global. The value of threshold varies as a 
function of the location in the image. In our proposed 
method, the adaptive threshold is computed based on 
histogram. The image is initially divided into several 
non-overlapping blocks. Then for each block the his-
togram is computed. Then the highest two peaks in 
the histogram is identified. These peaks represent the 
pixels that are dominant in the block. Then the adap-
tive threshold for that particular block is identified as 
the average of the two peak values. The proposed nov-
el AD thresholding algorithm is given in Algorithm 2. 

Algorithm 2: Proposed Adaptive Histogram (AH) 
Thresholding.
Input:
Clustered image I CÎ RU ×V.
Output:
Segmented image I SÎ RU ×V.
Steps:
1 Divide the entire image I CÎ RU ×V into non-overlap-

ping blocks of size n × n.
2 Compute the histogram of each block Bi. 
3 Identify the highest two peaks P1 and P2 in the his-

togram of each block.
4 The threshold Ti for block Bi is computed as

𝑇𝑇� =
𝑃𝑃� + 𝑃𝑃�

2  

Segment the pixels 𝐼𝐼��(𝑢𝑢, 𝑣𝑣) in block 5 Segment the pixels 
2

𝐼𝐼��(𝑢𝑢, 𝑣𝑣) in block  in block Bi using

𝐼𝐼��(𝑢𝑢, 𝑣𝑣) = �1; 𝐼𝐼�
�(𝑢𝑢, 𝑣𝑣) ≥ 𝑇𝑇�

0; 𝐼𝐼��(𝑢𝑢, 𝑣𝑣) < 𝑇𝑇�
 

3.3. Feature Extraction
In this work, we have extracted Gray-Level Co-Oc-
currence Matrix features [44]. This feature exploits 
the special relationship between two pixels that 
are spaced by a particular distance in an image. The 
GLCM feature has a rapidly changing value in fine 
texture regions and a slowly changing value in the 
coarse texture regions. It is computed as

 𝐺𝐺(𝑚𝑚,𝑛𝑛) =
#{[(��,��),(��,��)]��|�(��,��)���&�(��,��)���}

#�
(10)

Using this technique several statistical features like 
contrast, energy, homogeneity, correlation was ex-
tracted.
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Angular second moment:
Angular second moment represents the uniformity of 
the distribution of the image. It is computed as

𝐴𝐴�� = ∑ ∑ 𝐺𝐺(𝑚𝑚,𝑛𝑛)����� (11)

Correlation:
Correlation value indicates the similarity of the tex-
ture of the image in the two perpendicular directions 
namely, the horizontal and the vertical directions. It is 
computed using

𝐶𝐶�� = ∑ ∑ (���̄)(���̄)�(�,�)����
���� (12)

Contrast:
Contrast value indicates the variation of depth and 
smooth regions of the image and is computed as

𝐶𝐶�� = ∑ ∑ (𝑚𝑚 𝑚 𝑚𝑚)�𝐺𝐺(𝑚𝑚,𝑚𝑚)���� (13)

Entropy:
Entropy is the measure of information content and is 
computed using

𝐸𝐸�� = −∑ ∑ 𝐺𝐺(𝑚𝑚,𝑛𝑛)𝐼𝐼����� 𝐺𝐺(𝑚𝑚,𝑛𝑛) (14)

3.4. Dimensionality Reduction Using PCA

The principal components of the extracted features 
are computed to improve the classification accuracy. 
Here, first covariance matrix CM is computed using 
the extracted features of dimension N. Then, Eigen 
values and corresponding Eigen vectors are comput-
ed for the covariance matrix CM. The eigen vectors 
that are corresponding to the K largest eigen values 
are identified as the principal components. Finally, 
dimensionality reduction is done by projecting the 
features to a lower dimensional space using the gen-
erated principal components. 

3.5. Alzheimer’s Disease Classification on 
MRI Brain Image

From these obtained low-dimensional features, clas-
sification models are created during the training 
phase. Using the classification model, classification is 
done in the testing phase. In our work, we have em-

ployed the Logistic Regression (LR) [33] for classifi-
cation of tumor images. In logistic regression, a fea-
ture vector z = (z1, z2, ..., zq) is classified to a class y Î{0, 
1} using

𝑃𝑃(𝑦𝑦 = 0/𝑧𝑧) = �
�������� (15)

𝑃𝑃(𝑦𝑦 = 1/𝑧𝑧) = ������
�������� (16)

where β =(β1, β2, ..., βq) represents the weight vector 
and β0 represents the intercept value. A test data sam-
ple is classified to a particular class by first evaluating 
the two probabilities namely the, P(y = 0/z) and P(y = 
1/z), and then assigning to the class that has a higher 
probability.

4. Results and Discussion
4.1. Parameter Settings
The proposed system was simulated using MATLAB 
software running on windows intel i3 core processor 
with 6GB RAM. Four different MRI images were con-
sidered for analysis on our work. The value of thresh-
old in Algorithm 1 was selected as 0.75. The value of   
used for creating blocks in both Algorithm 1 and Algo-
rithm 2 was set as 16.

4.2. Simulation Results
The total number of images considered in this re-
search work is shown in Table 1.

Table 1
Total Images

Class Total images
Classifier

Training Validation

Normal 300 200 100

AD 300 200 100

Figure 2 shows the input noisy MRI images. This im-
age has noise and hence cannot be processed directly.
Figure 3 shows the 2D Adaptive Bilateral filtered MRI 
images. From Figure 3 we infer that the filtered im-
ages have less noise compared to the original images. 



793Information Technology and Control 2022/4/51

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

   

   

  

  

  
 

Figure 2 
Input Noisy MRI Images

Figure 3 
2D Adaptive Bilateral filtered MRI Images

  

  
 

  

  
 

  

  
 

  

  
 

Hence, the tumor regions are more prominently per-
ceived compared to the original images.
Figure 3 shows the 2D Adaptive Bilateral filtered MRI 
images. From Figure 3 we infer that the filtered im-
ages have less noise compared to the original images. 
Hence, the tumor regions are more prominently per-
ceived compared to the original images.
Figure 4 shows ECLAHE MRI enhanced images. 
From Figure 4, it is obvious that the enhanced imag-
es have better clarity and contrast compared to the 
original images. This aids in achieving better segmen-
tation results that in turn help in achieved accurate 
classification results.
Figure 5 shows normal and abnormal image segmen-
tation results using EEM clustering and AH thresh-
olding. The segmentation results clearly show the 
regions containing the tumor cells. From these seg-
mented regions, the features are extracted. These 
features are then classified to AD and normal classes 
using classification algorithms. From Figure 5, we see 
that the second image does not contain any tumor re-
gion. However, all the other three images contain tu-
mor regions.
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4.3. Quantitative Analysis
4.3.1. Evaluation of Proposed Pre-processing 
(2D-ABF-ECLAHE) Algorithms 
Mean Square Error (MSE):
MSE gives the average difference between the origi-
nal image O and the filtered-enhanced image E after 
applying the filtering and enhancement algorithm. It 
is given by

(1/𝑁𝑁�)∑ ∑ [𝑂𝑂(𝑖𝑖, 𝑗𝑗)− 𝐸𝐸(𝑖𝑖, 𝑗𝑗)]��������� (17)

Peak Signal to Noise Ratio (PSNR): 
PSNR gives the ratio of signal value to the error value. 
Higher the PSNR higher the quality. It is calculated as

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 10 𝑙𝑙𝑙𝑙𝑙𝑙�� ����
(�/��)∑ ∑ [�(�,�)��(�,�)]��

���
�
���

(18)

Table 2 shows the performance evaluation using 
mean square error. From Table 2 we see that, the av-
erage value of MSE for a combination of 2D Median 
Filter with CLAHE algorithm is 6.92. Similarly, the 
average value of MSE for a combination of 2D Adap-
tive Median Filter with CLAHE algorithm is 3.29. 
However, our proposed 2D-ABF Filter with ECLA-
HE algorithm produces a very low MSE of 0.80. Thus, 
the proposed pre-processing technique achieves best 
performance in terms of MSE.

 

 

 
 

 

 

 
 

 

 

 
 

 

 

 
 

Figure 5
Image segmentation using EEM clustering and AH 
thresholding

Figure 4 
ECLAHE MRI enhanced Images

 

 

 

 

 

 

 

 

Table 2
Performance Evaluation using Mean Square Error

Image 
Number

2D Median 
Filter + 
CLAHE

2D Adaptive 
Median Filter 

+ CLAHE

Proposed 
2D-ABF Filter + 

ECLAHE

1 6.13 2..98 0.73

2 6.97 3.83 0.81

3 7.32 2.13 0.87

4 7.28 3.92 0.82

Table 3 shows the performance evaluation using 
mean Peak Signal to Noise Ratio. From Table 2 we 
see that, the average value of PSNR for a combination 
of 2D Median Filter with CLAHE algorithm is 22.46. 
Similarly, the average value of PSNR for a combina-
tion of 2D Adaptive Median Filter with CLAHE algo-
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rithm is 26.26. However, our proposed 2D-ABF Filter 
with ECLAHE algorithm produces a very high PSRN 
of 34.86. Thus, our proposed pre-processing tech-
nique achieves best performance in terms of PSNR.

4.3.2. Evaluation of Segmentation Algorithms 
Jaccard coefficient is commonly used for evaluating 
the performance of segmentation algorithms. It is 
given by 

𝐽𝐽(𝑂𝑂�) = ���
��� (19)

where Oa is the overlap area, B is the binary image and 
G is the ground truth image.
The Dice coefficient is computed as

𝐷𝐷(𝐵𝐵,𝐺𝐺) = �|���|
|�|�|�| (19)

Its value ranges between 0 to 1. A value of 0 refers to 
a condition with no overlap and 1 refers to a condition 
with complete overlap.
Table 3 shows the performance evaluation using Jac-
card Coefficient. From Table 4 we infer that, the aver-
age value of Jaccard Coefficient for K means clustering 
with Otsu thresholding was 0.5265. Similarly, the av-
erage value of Jaccard Coefficient for Fuzzy C Means 
Clustering with Otsu thresholding was 0.6261. But the 
proposed EEM Clustering with proposed AD thresh-
olding achieved a maximum Jaccard Coefficient of 
0.8004. Thus, the proposed framework achieves best 
performance in terms of Jaccard Coefficient.
Table 5 shows the performance evaluation using Dice 
Coefficient. From Table 4 we infer that, the average 
value of Dice Coefficient for K means clustering with 
Otsu thresholding was 0.5549. Similarly, the average 

Table 3
Performance Evaluation using PSNR

Image 
Number

2D Median 
Filter + CLAHE

2D Adaptive 
Median Filter 

+ CLAHE

Proposed 
2D-ABF Filter 

+ ECLAHE

1 23.12 28.12 33.02

2 21.43 24.71 36.52

3 24.79 25.41 35.21

4 20.52 26.80 34.69

Table 4
Performance Evaluation using Jaccard Coefficient

Image 
set

K means 
clustering + Otsu 

Thresholding

Fuzzy C Means 
Clustering + Otsu 

Thresholding

Proposed EEM 
Clustering + AD 

Thresholding

1 0.4446 0.6534 0.8522

2 0.5732 0.6434 0.7523

3 0.5152 0.5645 0.8534

4 0.5733 0.6431 0.7439

Image 
set

K means 
clustering + Otsu 

Thresholding

Fuzzy C Means 
Clustering + Otsu 

Thresholding

Proposed EEM 
Clustering + AD 

Thresholding

1 0.5192 0.6248 0.7234

2 0.5269 0.6231 0.9274

3 0.5787 0.6631 0.7252

4 0.5951 0.6158 0.8352

value of Dice Coefficient for Fuzzy C Means Cluster-
ing with Otsu thresholding was 0.6317. But the pro-
posed EEM Clustering with proposed AD threshold-
ing achieved a maximum Dice Coefficient of 0.8028. 
Thus, our proposed framework achieves best perfor-
mance in terms of Dice Coefficient.

4.3.3. Evaluation of Classification Algorithms 
To evaluate the classification performance, metrics 
like overall accuracy, recall, precision, specificity and 
F-score were employed. For evaluation we employed 
the Open Access Series of Imaging Studies (OASIS) 
dataset [30] that consists of 416 sample with ages 
varying from 18 to 96. We performed ten-fold cross 
validation. 
To evaluate the classification performance, initially 
true positive (TP), true negative (TN), false positive 
(FP) and false negative (FN) were computed. 
TP : It gives the count of AD cases present and detected.
 TN: It gives the count of AD cases not present and not 
detected.
FP: It gives the count of AD cases not present but de-
tected as AD.

Table 5
Performance Evaluation using Dice Coefficient
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FN: It gives the count of AD cases present but not de-
tected as AD.
From the above computed parameters, classification 
metrics like overall accuracy, recall, precision, speci-
ficity and F-score were calculated.
Overall accuracy:
Overall accuracy indicates the overall classification 
performance of the classifier to identify AD.
identify AD. 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = �����

����������� (21)

Recall:
The recall refers to the sensitivity of classification for 
the detection of AD and is computed as

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = ��
����� (22)

Precision:
The precision is the ratio of number of true positives 
to the sum of true positives and false positives.
positives. 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = ��

�����
Specificity:           

(23)

Specificity: 

The specificity is the ratio of number of true negatives 
to the sum of true negatives and false positives
e positives 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = ��

����� (24)

F-score:
The F-score is computes as

𝐹𝐹 𝐹 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 2 × ���������×������
����������������

The classification is also performed using tra

(25)

The classification is also performed using tradi-
tional algorithms like k-nearest neighbour (k-NN), 
Naïve Bayes, Random Forest, support vector machine 
(SVM) for comparison. Table 5 shows the results ob-
tained in terms of overall accuracy. From Table 6, we 
see that Logistic Regression algorithm produces the 
best results compared to all other traditional classifi-
cation algorithms.

Table 6
Comparison of overall accuracy

Classifier TP FN TN FP Precision Sensitivity Specificity FScore Accuracy

k-NN 92 8 88 12 88.4615 92 88 90.1961 90.39

Naïve Bayes 91 9 92 8 91.9192 91 92 91.4573 92.19

Random Forest 93 7 91 9 91.1765 93 91 92.0792 92.98

SVM 94 6 93 7 93.0693 94 93 93.5323 93.82

Proposed Logistic Regression 97 5 98 4 96.95 95.63 98.49 96.21 96.92

Figure 6 
Comparison of specificity

Figure 6 represents the comparison of specificity for 
the four image sets. Form Figure 6 we see that the val-
ue of specificity obtained by k-NN, Naïve Bayes, Ran-
dom Forest, SVM and Logistic Regression are 93.23, 
94.92, 95.23, 97.34 and 98.49 respectively. Thus, it is 
clearly seen that Logistic Regression outperforms 
other algorithms.
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Figure 7 represents the comparison of precision for 
the four image sets. Form Figure 7 we see that the 
average value of precision obtained by k-NN, Naïve 
Bayes, Random Forest, SVM and Logistic Regression 
are 87.13, 89.42, 91.6, 92.89 and 96.95 respectively. 
Thus, it is clearly seen that Logistic Regression is the 
best compared to other algorithms.
Figure 8 represents the comparison of recall for the 
four image sets. Form Figure 8 we see that the average 
value of recall obtained by k-NN, Naïve Bayes, Ran-
dom Forest, SVM and Logistic Regression are 90.23, 
91.92, 92.23, 91.82 and 95.63 respectively. Thus, it is 
clearly seen that Logistic Regression performs better 
that other traditional classification algorithms.
Figure 9 represents the comparison of F-score for the 
four image sets. Form Figure 9 we see that the average 
value of F-score obtained by k-NN, Naïve Bayes, Ran-
dom Forest, SVM and Logistic Regression are 90.23, 
91.42, 92.63, 93.12 and 96.21 respectively. Thus, the 
F-score of Logistic Regression is better than other al-
gorithms.

Figure 7 
Comparison of precision

Figure 8 
Comparison of recall

5. Conclusion
In this research we proposed a novel approach for 
novel framework for the detection and classification 
of AD using image processing techniques. Here, we 
employed 2D Adaptive Bilateral Filter (2D-ABF) 

Figure 9
Comparison of F-Score

for noise removal. The denoised image was then 
enhanced using Entropy-based Contrast Limited 
Adaptive Histogram Equalization (ECLAHE) algo-
rithm. Clustering was performed using Enhanced 
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Expectation Maximization (EEM) and threshold-
ing was performed using Adaptive Histogram (AH) 
thresholding algorithm. From the ROI, features 
were extracted using GLCM. The dimension of these 
features was then reduced using Principle Compo-
nent Analysis (PCA). Finally, the obtained features 
were classified using Logistic Regression. The per-
formance of the proposed pre-processing frame-
work was evaluated in terms of MSE and PSNR. It 
was observed that the proposed 2D-ABF Filter with 
ECLAHE algorithm produces very low MSE of 0.80 
and high PSNR of about 34.86. Also, the credibility 
of the segmentation methodology was proved using 
Jaccard and Dice coefficients. It was observed that 

the proposed EEM Clustering with proposed AD 
thresholding achieved an average Jaccard and Dice 
coefficient values of 0.8004 and 0.8028 respective-
ly. Finally, the Logistic Regression classification 
algorithm was compared with traditional machine 
learning algorithms like k-NN, Naïve Bayes, random 
forest and SVM in terms of metrics like accuracy, 
specificity, precision, recall and F-score. It was ob-
served that Logistic regression produced excellent 
results in terms of all the classification metrics. In 
particular, the logistic regression achieved an overall 
accuracy of about 96.92%. Also, it attained 98.49%, 
96.95%, 95.63% and 96.21% in terms of specificity, 
precision, recall and F-score respectively.
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