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Haze reduces the perceived scene radiance and limits the visibility in outdoor images. The visibility is different 
for each scene point and is proportional to haze thickness, and distance from the camera. Transmission map rep-
resents percentage of scene radiance captured by the camera and is unknown for every pixel. This work generaliz-
es the concept of haze-lines, and presents an algorithm to estimate transmission map and restore scene radiance 
accurately. The proposed technique depends on the perception that the colors of haze-free natural images can be 
well approximated by a set of distinct colors and their shades (natural color-palette) that can be learned before-
hand. In presence of haze, the pixels forming a cluster in haze-free image, make a line (haze-line) in RGB color 
space. The two endpoints of this haze-line are the haze-free color and the airlight. We propose that these haze-
lines can be generalized, with one end as learned color-palette of natural images and the other as airlight. Hence 
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the scene radiance end can be made independent of underlying image. The algorithm recovers the transmission 
map, by determining membership of each pixel to a given haze-line and finding how far-off it is from its learned 
color-palette. The algorithm is linear to the size of image, and requires just a collection of haze-free natural images 
for training. The results obtained on a diverse range of images demonstrate the efficiency of proposed algorithm.
KEYWORDS: Image dehazing, haze removal, haze-line, image processing, visibility restoration.

1. Introduction
Outdoor images are mostly distorted by the turbid 
medium of dust, water vapors, and various airborne 
particles. These particles scatter the scene radiance 
traveling from its linear path to multiple directions. 
Various scattering events across the medium create a 
translucent veil of light for observer known as haze. 
It obscures the clarity of the scenery objects and se-
verely degrades the quality of the outdoor images. 
Moreover a haze free input image is usually expected 
by most of the computer vision techniques. There-
fore, haze removal is prerequisite for many practical 
applications.
Haze introduces two type of distortions in the radi-
ance of a scene point: 1) visibility is attenuated, and 2) 
a semi-transparent layer of ambient light, known as 
airlight is added. Mathematically, this physical phe-
nomenon is represented by the following image for-
mation model [41, 42]

( )(x) (x) (x) 1 (x)t t= + −I J A . (1)

According to image formation model the observed 
hazy  image is linear blend of : 1) tainted scene radi-
ance,  and 2) air-light that gets dispersed into the line-
of-sight of an observer . Here, I(x) is an RGB color hazy 
image, J(x) represents scene radiance, t(x) is visibili-
ty map or transmission of an image and A is airlight. 
Illumination is commonly assumed to be uniform 
across a scene [41, 54, 44, 26, 22, 51, 52], hence air-
light A becomes a three-dimensional constant vector, 
which is often assumed to be the brightest point in the 
haziest region of the image [9]. Transmission t(x) de-
picts the proportion of scene radiance J(x) approach-
ing the camera directly without being scattered. It 
is inversely proportional to: 1) the distance from the 
camera i.e. scene-depth d(x) and, 2) attenuation co-
efficient β which depends on aerosol type and den-
sity. The diffusion process administers the dispersal 
of these particles, and their density varies smoothly 

across the scene [24]. This makes attenuation coeffi-
cient β a constant [67, 29, 18, 19, 2, 64]. Transmission 
follows Beer-Lambert law i.e.

(x) exp( (x))t dβ= − . (2)

Mathematically, single image dehazing is an ill-posed 
problem. For input RGB image I(x) with N pixels, 3N 
values are known. The number of unknowns are: 1) 
3N for scene radiance J(x), 2) N for transmission t(x), 
and 3) 3 for airlight A. Hence, for 3N equations there 
are 4N + 3 unknowns. The ambiguity is mainly due to 
spatially varying N unknown values of transmission. 
To constrain this indeterminacy, we need at least one 
extra constraint (prior) per pixel for estimation of its 
transmission, or scene depth value.
The proposed method is based on the observati-
on that a few hundred distant colors can be used to 
approximat colors present in an image [47]. We gen-
eralize this concept over a collection of natural haze-
free images to learn their color-palette. This palette 
consists of a few thousand colors and their shades, 
and can approximate colors of unseen natural imag-
es quite accurately. The pixels clustered together, in 
haze-free image, form a line (haze-line) in RGB space 
in presence of haze [7, 8, 9]. The two end points of this 
haze-line are the haze-free color and the airlight. We 
propose that these haze-lines can be generalized, with 
one end as learned color-palette of natural images and 
the other as airlight. Hence the scene radiance end 
becomes independent of underlying image. The algo-
rithm recovers the transmission map, by determining 
the membership of each pixel to a given haze-line and 
finding how far-off it is from corresponding value of 
natural color-palette. The algorithm is linear to the 
size of image, and requires just a collection of haze-
free natural images for training. It achieves quiet good 
results for a variety of images and is competitive with 
other state-of-the-art methods.
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2. Related Work
Haze removal using a single input image is an un-
der-constrained problem. Methods used to solve such 
problems either include some additional information 
or impose further constraints or priors. Some of the 
pioneer work [41, 42, 54, 43, 44] used the difference in 
multiple images of identical scene taken under vary-
ing weather conditions for the estimation of scene 
depth. While few others used images of the same 
scene captured with different degrees of polarization 
[54, 55]. Some of additional information based meth-
ods assumes that the hazy input image and its depth-
map describing the structure of the scene is available 
[43, 60, 31]. In [4] scene geometry is assumed to be 
known, and through estimation of camera pose scene 
transmission was obtained. In [60, 31] user-assisted 
depth-map were generated. Even though these meth-
ods can provide promising results in some situations, 
but they become impractical when extra data is not 
available.
Currently, single image dehazing has become more 
sought after technique owing its popularity to broader 
application range. To solve image-dehazing problem, 
these methods introduce heuristic assumptions, sta-
tistical or physical properties, and application-based 
rules to impose at least one constraint per pixel.
Fattal used independent component analysis in 18], 
and in [19] a local formation model using color-lines 
for transmission estimation. He et al. [33] generalized 
dark-object subtraction method and proposed the 
Dark Channel Prior (DCP). DCP method produced 
excellent results, hence much work after that [22, 51, 
52, 64, 21, 45, 33, 38]  focused on its drawbacks for im-
provement. Carr [13] used piece-wise planar-geom-
etry with DCP and energy minimization framework. 
Gibson et al. [21] proposed using darkest pixel average 
in each ellipsoid. Matlin et al. [38] used non-paramet-
ric denoising with DCP. Tarel and Hautiere [62, 63], 
Gibson et al. [22], and He et al. [23] circumvent the 
time-taking soft-matting using the standard median 
filter, guided-joint bilateral filtering [65], and guided 
filter respectively. In [16] Dharna et al. proposed color 
correction on color cast images by performing weight-
ed least squares filtering on DCP. The works of [51, 52, 
64]  estimated the transmission for bright regions by 
considering the values of neighborhood values. The 
technique proposed by Riaz et al. [52] increase patch 

size for minimizing probability of DCP failure and 
halos. Yu et al. [64] suggested block-to-pixel interpo-
lation method to accelerate transmission estimation 
process in DCP.
Energy minimization/maximization based approach-
es were focused by some authors to achieve image de-
hazing. Tan et al. [61] suggested local contrast maxi-
mization in order to restore the visibility of an image. 
This technique often has over-saturated regions. Kim 
et al.  [30] suggested minimization of a cost function 
that incorporated the information-loss term as well 
as the contrast term. Tarel and Hautiere [62] also 
enhanced visibility through contrast maximization. 
They circumvent the time-consuming optimization, 
and estimate transmission by using combinations 
of median, max and min filters to enforce piece-wise 
constant constraint. Nishino et al. [45] used Bayes-
ian probabilistic framework to estimate scene depth 
along with the scene radiance. In [67], Wang et al. 
statistically blend the multi-scale nonlinear filtering 
information into a multi-scale depth fusion (MDF) 
map. Meng et al. [40] proposed inherent bound-
ary-constraint over the transmission function. The 
unknown scene transmission is estimated by com-
bining the boundary constraint with weighted L1 - 
norm. Fang et al. [17] proposed dehazing as well as de-
noising at the same time using energy model based on 
adaptive window DCP. Galdran [20] used a series of 
gamma correction operations for contrast and satura-
tion enhancement of different hazy regions of an im-
age. This avoided time consuming steps of depth-map 
estimation and refinement. Visibility maximization 
approaches mostly focus on visibility enhancement 
and does not aim to recover scene radiance physically. 
Though, they are able to reveal the details and struc-
tures but the recovered images (as can be observed in 
qualitative results section) are often improperly satu-
rated and unnatural.
Lately, some research have investigated the haze rele-
vant priors using machine learning (ML) techniques. 
Tang et al. [29] merged four different kinds of haze-re-
lated features in a Random Forest [10] based regres-
sion framework. In the learned regression model 
dark-channel provided maximum information. This 
confirmed He et al.’s observation [27] commencing 
from a learning and research perspective, where as 
other haze-relevant features also contribute consid-
erably in a corresponding way.
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Another model by Zhu et al. [49] made use of Color 
Attenuation Prior (CAP) to form a linear model in or-
der to approximate the screen depth of blurred image. 
Recently, Cai et al. [11] presented DehazeNet which 
uses a deep architecture of Convolutional Neural 
Networks (CNN). To mitigate the problem of gradient 
vanishing, a nonlinear activation function, Bilater-
al Rectified Linear Unit (BReLU), is used to perform 
non-linear regression. In [35] an end-to-end convolu-
tional dehazing network DeHaze and Smoke Gan was 
proposed. Singh et al. [57] proposed back projected 
pyramid network architecture for diverse haze condi-
tions i.e. homogenous, inhomogeneous or dense haze. 
Y-net was developed by Yang et al. [69] for recon-
structing clear images by aggregating multi-scale fea-
tures maps. Y-net uses Wavelet Structure SIMilarity 
(W-SSIM) loss-function in the training step. Qin et 
al. [48] proposed FFA-Net a feature attention module 
that combines channel attention with pixel attention 
under the observation that haze is unevenly distrib-
uted in an image. An adaptive and automatic patch-
size selection method PMS-Net was proposed for 
image dehazing by Chen et al. [14]. Ren [50] learned 
mapping between hazy images and transmission map 
using a multi-scale deep neural network. Which was 
then used to solve single image dehazing problem.
Berman et al. [7, 8, 9] used the observation that colors 
in a clear image can be represented by a few hundred 
distinct color. The tight clusters in haze-free image, 
form haze-lines in hazy images. This is a pixel based 
method while the previous methods are mostly patch 
based methods. Our proposed technique is primary 
based on Berman work and it is further explained in 
the following sections.

3. The Prior
The following section provides the motivation and 
procedure for learning color-palette of natural imag-
es. Haze-lines model [9] and its generalized through 
learning of natural image color-palette is also dis-
cussed in detail.

3.1. Learning the Natural Color-Palette
The proposed technique uses the observation that the 
number of distinct colors in outdoor haze-free images 
is much less than the number pixels [46, 47]. The said 

assumption has been extensively used in color-pal-
ette selection [47], segmentation [28], stitching [36], 
compression [1], color matting [68] and tone mapping 
[55] of images. Hence we propose natural images can 
be approximated by a set of distant colors and their 
shadings, which can be learned beforehand over a 
collection of haze-free images. The learned palette 
consists of a few thousand colors and their shades, 
and can approximate unseen natural images quite ac-
curately.
The color approximation problem has two parts: 1) an 
optimal color palette selection, and 2) optimal map-
ping of each pixel of the image to a color from the pal-
ette. We follow four design principles for selecting an 
effective color-palette [39] as listed below:
1 The color-palette should cover as much of the 

range of available colors as possible, subject to the 
constraint that the luminance increases mono-
tonically.

2 Neighboring colors throughout the color-palette 
should be as distinct as possible.

3 The perceptual difference between two colors 
should be approximately proportional to the nu-
merical difference between their positions along 
the color-palette.

4 The color-palette should be intuitive.
The Berkeley Segmentation Dataset (BSD-500) [53] 
includes a variety of haze-free outdoor color images, 
hence it is suitable for learning natural color-palette. 
A given haze-free image J(x) can represented in vec-
tor form as

ˆ ˆ(x) (x) (x), (x) 1s= =J J J , (3)

where the scalar s(x) is surface shading and Ĵ (x) is 
surface reflectance [46].

(x)ˆ (x)
(x)

=
JJ
J (4)

2 2 2(x) (x) (x) (x) (x)R G B s= + + =J . (5)

Since, over and under exposed pixels do not have re-
liable colour information, hence as pre-processing of 
training data we filter pixels that are s(x) < 0.05T and 
s(x) > 0.95T, where T is maximum value of s(x) for a 
given image. The processed training data is converted 
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to LAB color-space, which is a reversible non-linear 
transformation from RGB color-space. In LAB col-
or-space the color information is represented as three 
values: L* contains the luminosity and a*,b* have the 
color data. L* goes from black (0) to white (100), chro-
maticity-layer a* indicates where color falls along 
the green (-) to red (+) axis, and chromaticity-layer 
b* indicates where the color falls along the blue (-) 
to yellow (+) axis. Separation of luminosity from col-
or information enables us to learn the color-palette 
independent of luminosity. Also, LAB color-space is 
designed so that the change in numerical values cor-
responds to the same amount of visually perceived 
change [56]. Hence as per design principles stated 
above, LAB colorspace is more suitable than RGB for 
learning color palette of natural images.
We learn the color palette of natural images via dense 
and sparse clustering of chromatic and luminosi-
ty layers respectively. Dense chromatic clustering is 
achieved by k-mean clustering of a* and b* color chan-
nels into M = 1024 clusters. For each chromatic clus-
ter, sparse luminosity clustering is achieved by k-mean 
clustering of L* channel of corresponding pixels into P 
= 5 clusters. In this way we learn k-color-p for natural 
images in LAB colorspace or Ψ, with M colors and P 
shadings per color, hence K = M × P = 5120.
To measure the accuracy of sparse clustering, we com-
pute luminosity normalized variance σl

k for each cluster
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k

k

L
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µ
∈Ψ

= ∑ (6)

Figure 1 
k-color palette and its variance learned from Berkley Segmentation Dataset consisting of 500 images (BSD-500) [53]
Left to right: 1) k-color palette Ωk for natural images, 2) zoomed version of marked area in Ω, 3) zoomed version of marked 
area in 
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where µl
k is mean and σl

k is variance of luminosity 
L(x). Nk is number of pixels belonging to kth chromatic 
cluster.

The haze image formation model (1) is defined for RGB 
color-space, therefore we convert the learned k-col-
or palette from Lab to RGB color-space denoted by Ω. 
For each member of Ω, Ck is cluster centroid (typical 
appearance) and σl

k is cluster variance (percentage 
shading variance from typical appearance) of pixels 
belonging to kth cluster. Figure 1 presents Ck and 
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the learned k-color palette Ω. For better viewing, the 
zoomed version of marked regions of Ck and σl

k is also 
presented. Each row of the zoomed Ω consists of two 
colors and five shades, e.g. the first row consists blu-
ish-gray and cyan color with five shades each. It can be 
observed that: 1) variance changes abruptly even among 
shades of same color, and 2) bright haze-like shades of-
ten have high variance. Hence probability of error εk for 
all members of Ω varies, and is function of 

1

ˆ
max

l
l k
k l

ki K

σσ
σ

≤ ≤

=.

ˆ l
k kε σ∝ . (9)

For testing the learned k-color palette Ω, we take 
haze-free outdoor images from O-haze dataset [3]. 
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Figure 2 
Testing natural k-color palette Ω on O-haze dataset [59] 
Left to right: 1) input image, 2) output image with worst PSNR (38.28) after being mapped to k-color palette Ω, and  
3) absolute error between input and output images with maximum error value of 0.08

Figure 3 
Approximating unseen natural image with k-color palette Ω 
Left to right: 1) as expected from a scene with greenery (not part of our training data), the pixels from various regions of 
image marked in red form tight clusters around shades of green, 2) shades of green from k-color palette (squares), and 
pixels marked in red plotted in RGB color-space, 3) shades of green from learned k-color palette and their corresponding 
luminosity variance σl

k.

We start by growing a kd-tree [6] using centroids Ck 
of Ω. For test image I(x), each pixel value is substi-
tuted by its nearest neighbor in Ck kd-tree. Figure 2 
presents the dataset image with worst PSNR (38.28) 
after mapping to Ω colorspace. Visually input output 
images look identical, quantitatively the maximum 
absolute error between them is 0.08. At the end of the 
training phase we have our natural k-color palette Ω 
consisting of a variety of colors and their shades, and 
σl

k as reliability measure of each member.

3.2. Generalized Haze-Line Model

In presence of haze, the pixels forming a cluster in 
haze-free image make a line (haze-line) in RGB space 
[19, 7, 9]. The two end points of haze-line are the scene 
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3.2 Generalized Haze-Line Model 
In presence of haze, the pixels forming a cluster in haze-free 
image make a line (haze-line) in RGB space [19, 7, 9]. The 
two end points of haze-line are the scene radiance and the 
airlight. We propose that these haze-lines can be generalized, 
with one end as learned color-palette of natural images and the 
other as airlight. 
In Figure 3, we present an outdoor image with known depth-
map taken from [19]. This image is not part of our training  
dataset. We approximate it using k-color palette of natural 
images. As expected from a scene with greenery, numerous 
pixels (marked in red) are the nearest neighbor to shades of 
green from k-color palette. The pixels belonging to a single 
shade can represent different areas in the image having 
different distance from camera in actual scene. These pixels 

are plotted in RGB colorspace to observe their distribution. 
They form tight clusters around learned shades of green (green 
squares), hence are well approximated by k-color palette. 
Shades of green from the k-color palette and their 
corresponding learned luminosity variance σl

k is also shown. 
This variance provides us a confidence measure for the color 
palette. Statistically shades with low σl

k will be well 
approximated by k-color palette. 
In Figure 4, formation of haze-lines in presence of haze is 
demonstrated. With known depth-map d(x), taking A = [0.5, 
0.6, 1.0] and β = 1, the transmission t(x) can be determined by 
Equation (2). Artificial haze can then be induced in the image 
using image formation model Equation (1). In presence of 
haze, the red marked pixels forms haze-lines in RGB 
colorspace [19, 7, 9]. Where one end represents the haze-free 
color and the other end represents airlight. As the visibility 
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palette and their corresponding learned luminosity 
variance σl

k is also shown. This variance provides us 
a confidence measure for the color palette. Statisti-
cally shades with low σl

k will be well approximated by 
k-color palette.
In Figure 4, formation of haze-lines in presence of 
haze is demonstrated. With known depth-map d(x), 
taking A = [0.5, 0.6, 1.0] and β = 1, the transmission t(x) 
can be determined by Equation (2). Artificial haze 
can then be induced in the image using image forma-
tion model Equation (1). In presence of haze, the red 
marked pixels forms haze-lines in RGB colorspace 
[19, 7, 9]. Where one end represents the haze-free col-
or and the other end represents airlight. As the visibil-
ity (transmission) of pixel starts to decrease, it starts 
traveling along the haze-line from its haze-free color 
J(x) towards the common point airlight A. The pixels 
with similar color radiance in the entire image are 
represented in the form a haze-line. Their acquired 
color can be modeled by a convex combination of the 
radiance color and the airlight color i.e. Equation (1), 
such objects span a line in RGB space. 
Shades of green from k-color palette and their corre-
sponding haze-line variance σh

k is also shown. This 
variance provides a confidence measure for a given 
haze-line. Statistically haze-lines with high σh

k will be 
long with well distributed pixels. For example, haze-
lines formed by darker shades of green are long and 
have well distributed pixels, hence have a higher σh

k 
value. The transmission map is recovered by deter-
mining the membership of each pixel to a given haze-

line and finding how far-off it is from corresponding 
haze-free value.
The method by Berman et al. [7, 9] use haze-lines for im-
age dehazing. However, it has following shortcomings: 
1) it assumes that in each haze-line a haze-free pixel is 
present but this assumption usually does not hold. As 
can be observed in RGB plot of haze-lines presented in 
Figure 4, all haze-lines lack haze-free pixels, which re-
sults in over-estimation of transmission values, hence 
poor recovery of member pixels, 2) the orientation of a 
haze-line does not depend on the image data, it can only 
have a fixed number of directions obtained by uniform 
sampling of a unit sphere. This results in sub-optimum 
mapping of pixels to a haze-line and may render fine 
tones indistinguishable, 3) it requires finding the pixel 
with maximum distance from A per haze-line which is 
computationally expensive, and 4) it is prone to noise 
as transmission per haze-line depends on a single pixel 
value. Berman et al. [7, 9] relies on regularization [34] to 
correct errors of initial estimate of transmission values.
The proposed method overcome the above shortcom-
ings by introducing generalized haze-lines. These 
lines have well- defined end-points. Irrespective of 
image one end is always the learned k-color palette 
that can approximate the natural images accurately, 
while the other comes from image data as airlight. In 
this way, we ensure that each haze-line have haze-free 
radiance and an optimum orientation. This circum-
vents the need of finding the least hazy pixel per haze-
line, hence saves computation time. Also, airlight is 
usually resilient to noise as it is estimated by voting 
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[8], statistical modeling [58] or analyzing haziest re-
gions of the image [27, 64, 16]. Hence, in presence of 
noise as long as airlight estimate remains accurate 
the proposed generalized haze-lines remain intact.

4. Dehazing
The proposed algorithm consists of the following key 
steps: 1) initial transmission estimation, 2) regular-
ization, and 3) recovery haze-free image.

4.1. Estimating Initial Transmission
The algorithm begins by establishing generalized 
haze-lines. One end of generalized haze-lines is al-
ways the learned k-color palette of natural images, 
hence there are total K = 5120 haze-lines. The other 
comes from image data as airlight. A reliable esti-
mate of airlight can be obtained by [51, 27, 8, 58]. From 
Equation (1), transmission can be expressed as

(x)
(x)

(x)
t

−
=

−
I A
J A

. (10)

It is intuitive to translate RGB coordinates so that A is 
at origin, so input image is

(x) (x)= −r I A (11)

and k-color palette becomes

k kC= −v A . (12)

Figure 5 illustrates initial transmission estimation 
for pixel at x through proposed generalized haze-lines 
method. The haze-lines shown in Figure 4 are trans-
lated using Equation (11) and (12). As per Equation 
(10) transmission at x is a ratio of how far observed 
image pixel has traveled down the haze-line from its 
scene radiance. In proposed method, each member 
of k-color palette acts as scene-radiance and forms a 
haze-line. Therefore, the only thing left to do is to de-
termine which pixel belongs to which haze-line. We 
determine the orientation of pixels of input image in 
translated RGB space by

( ) ( )
( )
xˆ x
x

=
r

r
r

. (13)

Orientation of generalized haze-lines can be deter-
mined as

k
k

k

ˆ =
vv
v

. (14)

A pixel is member of a haze-line if it lies in the same 
orientation. We grow a kd-tree [6] using orientation 
vectors vk of haze-lines. For translated hazy image 
r(x), pixels are clustered into haze-lines by pushing 
them down the tree. For pixel at x, ζ(x) is index of 
nearest orientation neighbor in vk list

kˆ ˆ(x) ( (x), )NNζ = r v . (15)

At each location x, vk(x) is nearest orientation neigh-
bor from vk list

( )k (x) (x)ζ= kv v . (16)

Transmission per pixel is then obtained by

( )
k

x
(x)

(x)
t =

r
v

 . (17)

Initial transmission obtained by Equation (17) is 
shown in Figure 5. It is a very coarse estimate and re-
quires further refinement. For a given haze-line, we 
compute normalized haze-line variance σh

k as a confi-
dence measure. Average euclidean distance from A and 
its variance for Nk member pixels of kth haze-line is

(x)

1 (x)h
k

kk

r
N ζ

µ
∈

= ∑ (18)

and

2
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1= (x)h h
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Normalized haze-line variance is obtained by

1

ˆ
max

h
h k
k h

ki K

σσ
σ

≤ ≤

= . (20)

σh
k plays a significant role since it allows us to apply 

our estimate only to pixels where the assumptions 
hold. If the radii distribution in a given haze-line σh

k is 
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small, it is considered unreliable. Due to small radial 
distance, clustering according to angles can get easi-
ly affected by noise. Such lines are usually formed by 
the pixels found in the sky (as the distance form A in 
RGB space is small). In Figure 5, the marked haze-line 
formed by the brightest shade of green is unreliable 
according to above criteria.
It is also important to mention that there is an inher-
ent ambiguity when the color of an object is co-linear 
to A. In this case the haze-line passes through col-
or and its shades and ends at A. Hence, it becomes 
non-trivial to identify which shade out of five is actual 
radiance of the object. This is the only case when mul-
tiple shades will belong to the same haze-line.

4.2. Regularization
Studies in range images [25], optical flow fields [59], 
and stereo vision [5, 37] often describe natural envi-
ronments as a collection of distinct objects that are 
characterized by being composed of nearly-planar 
object surfaces. Hence, we expect piecewise smooth 
scene depth d(x) variation. In presence of homoge-
neous haze the scattering coefficient β is constant. 
Therefore, the Equation 2 implies that the resulting 
transmission t(x) should also follow a piece-wise 
smooth function. It should be almost constant/
smooth within an object boundary, and change at 
depth boundaries only. However, the initial transmis-
sion map shown in Figure 5 is a per-pixel estimate 
and does not impose spatial coherency. It is also in-
fluenced by texture details of the scene objects. Hence 
certain restrictions are added on initial transmission 
map for further refinement. We impose upper and 
lower bound on initial transmission map so radiance 
J(x) does not becomes negative.

( )(x) min(max ( ), LB , UB)t t x=  , (21)

where LB = 0.1, and UB = 1, hence transmission value 
stays between 0.1 to 1. Normalized haze-line and lu-
minosity variance for each pixel is

( )ˆ ˆ(x) (x)l l
k kσ σ ζ= . (22)

( )ˆ ˆ(x) (x)h h
k kσ σ ζ= . (23)

We seek a transmission map t(x) that is close to t˜(x) 
and is smooth when the input image is smooth. Math-
ematically, this requires us to minimize the following 
function w.r.t. t(x):

( )
[ ]

x

2 2

2(x) x x y

ˆ(x)- (x) (x)- (y)
min

(x), (x) (x) (y)l ht
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t t t t
f

α
σ σ ∈∆

    +
 − 
∑ ∑∑

I I
. (24)

The above equation is combination of a data-term 
and a smoothness-term. The α parameter is select-
ed by user and it controls the mix-ratio between the 
data and the smoothness terms. ∆x represents the four 
spatial neighbors of x. I is the captured hazy image, 
and t(x) is the refined transmission map we seek to 
find. To solve Equation (24), Weighted Least Squares 
(WLS) [32]  method has been used.

( ) ( )( )(x), (x) max 2 (x) 1 (x) ,0.3l h l h
k k k kf σ σ σ σ= × − . (25)

( )(x), (x)l h
k kf σ σ  plays a vital role as it allows us to rely 

on our data-term (ˆt(x)) only when it is derived from 
long and well distributed haze-lines with low lumi-
nosity and high haze-line variance. For such haze-

Figure 5 
Transmission estimation process
Left to right: 1) transmission estimation for pixel located at x, 2) initial transmission map, and 3) refined transmission map
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lines the denominator of data-term approaches 0.3. 
Hence to minimize the Equation (24), the difference 
[t(x) – tˆ(x)] is kept as small as possible. The impor-
tance of smoothness-term is controlled by α with 
default value of 0.25. For smooth regions of image 
the ||I(x) – I(y)|| ≈ 0. Hence to minimize the Equation 
(24), t(x) is kept smooth w.r.t. to its neighborhood. 
The refined transmission t(x) shown in Figure 5. It 
appears to be a function of depth and of a piece-wise 
nature. The haziest regions of the image are mostly 
estimated by the smoothness-term, e.g. sky, where-
as, the contribution of data-term is dominant for 
near-camera regions.

4.3. Haze Removal
This image formation model in Equation (1) can be 
rewritten as

(x)(x)
(x)t
−

= +
I AJ A . (26)

Image dehazing is a process of selective contrast en-
hancement. It can be observed in Figure 5, hazy re-
gions usually have a lower transmission value. This 
makes denominator term in Equation (26) small, 
hence details of these regions is greatly enhanced by 
the dehazing process. 
To improve clarity, the dehazing algorithm is listed 
step-by-step below:

Algorithm 1:  Algorithm for Haze Removal
Input: ˆ(x), , , l

k kC σI A , 

Output: (x), (x)tJ
1 Compute input image with origin translated to A: 

(x) (x)= −r I A .
2 Compute generalized haze-lines with origin 

translated to A : k kC= −v A .
3 Find orientation matrix ˆ(x)r  using Equation (13).
4 Find orientation vector ˆ kv  using Equation (14).
5 Grow kd-tree using generalized haze-line 

orientation vector ˆ kv .
6 for each pixel x do

a Push ˆ(x)r  down the kd-tree to find cluster index 
(x)ζ of haze-line with nearest orientation using 

Equation (15).
b Use (x)ζ  to find (x)kv  i.e. scene radiance end of 

haze-line to which pixel (x)r  belongs to.

c Compute coarse transmission using Equation 
(17).

 end for
7 Calculate h

kµ , h
kσ  and ˆ h

kσ .
8 Use regularization to refine transmission map by 

minimizing Equation (24) with respect to (x)t . 
9 Calculate the dehazed image using Equation (26).
 

5. Experiments
5.1. Experimental Setup
This section presents a comparison of the proposed 
algorithm against the state-of-the-art dehazing 
methods on a set of well- known benchmark images. 
We focus on the accuracy of estimated transmission 
map. It is assumed that A is estimated by any of these 
methods [51, 27, 8, 16, 61, 58]. The estimated ambient 
light vector A for each figure is listed in its caption. 
For a fair and diverse comparison, we benchmark the 
qualitative and quantitative analysis of the proposed 
method with the recent works of [51, 27, 67, 19, 64, 7, 9, 
16, 40, 20, 49, 11, 50, 15]. We are using author’s recom-
mended parameter settings and original source codes 
for generation of results.

5.2. Qualitative Analysis
Qualitative analysis is a subjective comparison of de-
hazed images in term of visual pleasure. It depends on 
contrast, color, tone, saturation, visibility and sharp-
ness preferences of the observer. It is also influenced 
by viewing angle, display monitor settings, ambient 
light conditions of the observer. Hazy images with 
numerous challenging regions are selected to test 
the robustness of proposed algorithm under different 
conditions.
Figures 6-8 present images with large scene depth and 
sharp depth variations. Such images are challenging 
as most de-hazing algorithms [51, 52, 27, 19, 64, 20, 49, 
11, 50] assume that transmission remains constant 
within a small patch of neighborhood pixels. This 
assumption becomes invalid at depth discontinuity 
of object boundaries, which causes halo artifacts to 
appear around objects in the de-hazed image. Hence 
it is a common practice to employee a transmission 
refinement scheme [27, 34] to reduce halos. However, 
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it can be observed in the regions marked in yellow of 
Figure 6, and in red of Figures 7-8, the methods by [27, 
9, 40, 20, 11, 50] fails to get a stable and reliable trans-
mission estimate at sharp depth changes, hence they 
have halos and unwanted haze in resultant images.

Figure 6 
Red Brick House image, A = [0.90, 0.97, 0.98]

Figure 7 
Forest image, [ ]  0.82,  0.84,  0.86 ,  1.γ= =A

  

 

 

Figure 6 Red Brick House image, A = [0.90, 0.97, 0.98]. 
 

 

Figure 7 Forest image,    0.82,  0.84,  0.86 ,  1. A  
 

  

 

 

Figure 6 Red Brick House image, A = [0.90, 0.97, 0.98]. 
 

 

Figure 7 Forest image,    0.82,  0.84,  0.86 ,  1. A  
 

Figures 9-11 presents hazy images with distant scene 
depth, complex fine details and a large sky region. 
The proposed algorithm is evaluated against the 
methods of [27, 67, 19, 64, 9, 16, 20, 11, 50]. These al-
gorithms are compared in terms of visibility, clarity 
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Figure 8 
Lviv image, [ ]  0.73,  0.80,  0.92 ,  1.γ= =A 
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Figure 9 Manhattan 1 image,    0.67,  0.72,  0.82 ,  1. A  

 
Figure 10 Buildings image,    0.67,  0.67,  0.66 ,  1.5. A  
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Figure 9 
Manhattan 1 image, 

 
[ ]  0.67,  0.72,  0.82 ,  1.γ= =A
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Figure 11 Manhattan 2 image,    0.85,  0.95,  0.99 ,  1. A  
 
Figures 9-11 presents hazy images with distant scene depth, 
complex fine details and a large sky region. The proposed 
algorithm is evaluated against the methods of [27, 67, 19, 64, 
9, 16, 20, 11, 50]. These algorithms are compared in terms of 
visibility, clarity of details of distant objects and color/contrast 
saturation. It can be observed that each method recovers the 
visibility of distant objects up to a reasonable degree. The 
proposed algorithm along with the works of Gladran’s [20], 
Fattal’s [19], He’s [27] are possibly the ones recovering the 
most vivid details. Fig 9 and 10 have complex fine details at 
varying scene depth. Inaccurate estimation of haze-thickness 
results in poor recovery such details. By comparing the 
recovery through different methods of marked regions it can 
be seen that proposed method offers more clarity of the details. 
Visibility restoration of haze-like sky regions of Figures 8-11 
is also a challenging task. As discussed earlier, bright (sky-
like) shades usually have high luminosity and low haze-line 
variance, hence the proposed method through regularization 
Equation (24) penalize the data-term and try to approximate 
transmission by the smoothness-term. Therefore, it handles 
sky regions more gracefully than the other state-of-the-art 
techniques [27, 67, 19, 9, 16, 20, 11, 50]. For example, in the 
Lviv image the sky recovered by our approach looks more 

natural compared others [27, 19, 9]. 
Visibility restoration in dark regions with fine details is quite 
challenging as well. Estimation of transmission lower than 
actual value over-saturate colors and make fine details in dark 
regions vanish. In the red marked region of Figure 6 observe 
the dark v-shaped branches between the leaves, and in 11 the 
gray and beige colored buildings. The methods [27, 19, 11, 50] 
produce over-saturated results, hence shades of buildings 
seems distorted and branches have vanished in their output 
image. Whereas under-dehazing results in poor recovery as in 
methods by [9, 20]. It can be observed, the proposed method 
produces a better color saturation and accurately removes even 
small haze patches between leaves. 
However, our method and the related works of [27, 67, 19, 64, 
9, 16, 20, 11, 50] share a common limitation, i.e., the output 
image often appears dark, so a post-processing technique like 
gamma correction is required to make the output visually more 
pleasant. In our method, we use the standard gamma 
correction equation, i.e., Iout = (Iin)1/γ with the gamma value 
manually selected to make the dehazed output as bright as the 
input image.
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of details of distant objects and color/contrast satu-
ration. It can be observed that each method recovers 
the visibility of distant objects up to a reasonable de-
gree. The proposed algorithm along with the works 
of Gladran’s [20], Fattal’s [19], He’s [27] are possibly 
the ones recovering the most vivid details. Fig 9 and 
10 have complex fine details at varying scene depth. 
Inaccurate estimation of haze-thickness results in 
poor recovery such details. By comparing the recov-
ery through different methods of marked regions it 
can be seen that proposed method offers more clari-
ty of the details.
Visibility restoration of haze-like sky regions of 
Figures 8-11 is also a challenging task. As discussed 
earlier, bright (sky-like) shades usually have high 
luminosity and low haze-line variance, hence the 
proposed method through regularization Equation 
(24) penalize the data-term and try to approximate 
transmission by the smoothness-term. Therefore, it 
handles sky regions more gracefully than the other 
state-of-the-art techniques [27, 67, 19, 9, 16, 20, 11, 
50]. For example, in the Lviv image the sky recov-
ered by our approach looks more natural compared 
others [27, 19, 9].
Visibility restoration in dark regions with fine details 
is quite challenging as well. Estimation of transmis-
sion lower than actual value over-saturate colors and 
make fine details in dark regions vanish. In the red 
marked region of Figure 6 observe the dark v-shaped 
branches between the leaves, and in 11 the gray and 
beige colored buildings. The methods [27, 19, 11, 50] 
produce over-saturated results, hence shades of 
buildings seems distorted and branches have van-
ished in their output image. Whereas under-dehaz-
ing results in poor recovery as in methods by [9, 20]. 
It can be observed, the proposed method produces a 
better color saturation and accurately removes even 
small haze patches between leaves.
However, our method and the related works of [27, 67, 
19, 64, 9, 16, 20, 11, 50] share a common limitation, i.e., 
the output image often appears dark, so a post-pro-
cessing technique like gamma correction is required 
to make the output visually more pleasant. In our 
method, we use the standard gamma correction equa-
tion, i.e., Iout = (Iin)1/γ with the gamma value manually 

selected to make the dehazed output as bright as the 
input image.

5.3. Quantitative Analysis

Quantitative analysis of image quality with respect to 
a known ground-truth is not influenced by observer’s 
viewing angle, monitor settings, ambient light condi-
tions and color preferences. Hence it is considered to 
be more realistic and accurate approach to rate the re-
sultant image quality [51, 52, 19, 7, 21, 49].
In order to make the experimental results more 
convincing and objective, we compare the proposed 
method with the some of the most cited image dehaz-
ing works of [27, 19, 64, 9, 16, 40, 20, 11, 15] on a set of 
13 synthetic haze images. These images are subset 
of Middlebury Stereo Dataset [53] and have known 
depth-map. To generate a synthetic haze image, the 
transmission is obtained via t(x) = exp( βd(x)), where 
β is assumed to be a constant value 1. While airlight 
vector A can be chosen randomly, but for consisten-
cy with the rest of literature, we assume it to be same 
as in [51, 19, 64, 9], i.e. A = [0.5, 0.6, 1]. Using ground-
truth as J(x), synthetic haze image I(x) is produced 
via Equation(1). 
These images are dehazed using above mentioned 
methods and are compared with the haze-free 
ground-truth using the mean squared error (MSE) 
and the structural similarity index measure (SSIM) 
[66]. As dehazed image statistically becomes simi-
lar to haze-free ground-truth, the SSIM increases to 
one and MSE decreases to zero.
The MSE and SSIM values on a set of 13 synthetic 
haze images for each method is presented in Table 
1. On average, the proposed method achieves better 
MSE and SSIM scores. Some sample results with 
SSIM scores of top 6 (out of 10) algorithms according 
to Table. I are presented in Figure 12. 
It can be observed that the marked haze lookalike re-
gions are quite challenging. As bright shades usual-
ly have high luminosity and low haze-line variance, 
hence the proposed method through regularization 
penalize data-term and try to approximate transmis-
sion by smoothness-term i.e. neighbourhood region. 
Therefore, it handles haze lookalike regions better 
than the other state-of-the-art techniques.
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Figure 12 
Quantitative comparison on synthetic haze images, [ ]  0.5,  0.6,  1 ,  1.γ= =A
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5.3 Quantitative Analysis 
Quantitative analysis of image quality with respect to a known 
ground-truth is not influenced by observer’s viewing angle, 
monitor settings, ambient light conditions and color 
preferences. Hence it is considered to be more realistic and 
accurate approach to rate the resultant image quality [51, 52, 
19, 7, 21, 49]. 
In order to make the experimental results more convincing and 
objective, we compare the proposed method with the some of 
the most cited image dehazing works of [27, 19, 64, 9, 16, 40, 
20, 11, 15] on a set of 13 synthetic haze images. These images 
are subset of Middlebury Stereo Dataset [53] and have known 

depth-map. To generate a synthetic haze image, the 
transmission is obtained via t(x) = exp( βd(x)), where β is 
assumed to be a constant value 1. While airlight vector A can 
be chosen randomly, but for consistency with the rest of 
literature, we assume it to be same as in [51, 19, 64, 9], i.e. A 
= [0.5, 0.6, 1]. Using ground-truth as J(x), synthetic haze 
image I(x) is produced via Equation(1). These images are 
dehazed using above mentioned methods and are compared 
with the haze-free ground-truth using the mean squared error 
(MSE) and the structural similarity index measure (SSIM) 
[66]. As dehazed image statistically becomes similar to haze-
free ground-truth, the SSIM increases to one and MSE 
decreases to zero. 

5.4. Complexity Analysis
The complexity of the proposed technique is linear 
O(N) where N is number of pixels in the image. Nearest 
neighbor clustering is performed using KD-Tree search 
algorithm which is of O(N). The complexity of radius es-
timation within cluster is also linear in N. Similarly min-
imization of regularization function is linear in N as well 
as image restoration from transmission map.

6. Conclusion
In this paper a simple yet effective prior is proposed. It 
is based on statistical observation that natural images 

can be well approximated by a relatively small set col-
ors. By using a collection of haze-free images a ’natu-
ral color-palette’ consisting of a thousand colors and 
their shades is learned. The hypothesis is tested on a 
set of an unseen natural images. They are well approx-
imated and their colors form tight clusters around the 
learned palette. When haze is introduced these clus-
ters form haze-lines in RGB space. The common end 
for all haze-lines is airlight, and the other end is the 
scene radiance of member pixels. We propose that 
these haze-lines can be generalized, with one end as 
learned color-palette of natural images and the other 
as airlight. The algorithm recovers the transmission 
map, by determining membership of each pixel to a 
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given haze-line and finding how far-off it is from its 
learned color-palette. Regularization is then per-
formed to smooth and refine the initial transmission 
map. An obvious failure case for the proposed method 
is when color of an object is col-linear with airlight. 
In that case haze line passes through the all shades of 
a color and ends at A. So it becomes ambiguous as to 
which shades does the object belongs to.
The proposed generalized haze-lines have well de-
fined end-points, even in presence of noise. As one 
end is the statistically learned (k-color-palette), 
hence is independent of underlying image. The other 
end is airlight. This ensures that each haze-line have 
a haze-free color and an optimum orientation as long 
as airlight estimate remains accurate. It also avoids 
the need of finding the least-hazy pixel per haze-line 
thus saving computation time. The proposed method 

estimates per-pixel transmission, hence the issues 
associated with patch-based techniques e.g. handling 
patches at object boundaries, determining patch size 
and patch tiling, becomes irrelevant. This proposed 
algorithm is simple, fast yet robust in challenging re-
gions of input hazy image. Qualitative and quantita-
tive analysis shows that the proposed algorithm com-
petes well with many state-of-the-art methods.
Conflict of Interest. All authors declares that they 
have no conflict of interest. 
Funding. This research was supported by Korea 
Institute for Advancement of Technology (KIAT) 
grant funded by the Korea Government (MOTIE) 
(P0012724, The Competency Development Program 
for Industry Specialist) and the Soonchunhyang Uni-
versity Research Fund.

References
1. Acharya, T., Tsai, P.-S. JPEG2000 Standard for Im-

age Compression: Concepts, Algorithms and VLSI 
Architectures. John Wiley & Sons, 2005. https://doi.
org/10.1002/0471653748

2. Ancuti, C. O.,  Ancuti, C. Single Image Dehazing by Multi-
Scale Fusion. IEEE Transactions on Image Process-
ing, 2013, 22(8), 3271-3282. https://doi.org/10.1109/
TIP.2013.2262284

3. Ancuti, C. O., Ancuti, C., Timofte, R., De Vleeschouwer, 
C. O-HAZE: A Dehazing Benchmark With Real Hazy 
and Haze-Free Outdoor Images. June 2018. https://doi.
org/10.1109/CVPRW.2018.00119

4. Baehring, D., Simon, S., Niehsen, W., Stiller, C. Detec-
tion of Close Cut-in and Overtaking Vehicles for Driver 
Assistance Based on Planar Parallax. IEEE Intelligent 
Vehicles Symposium, 2005. https://doi.org/10.1109/
IVS.2005.1505117

5. Badino, H., Franke, U., Pfeiffer, D. The Stixel World - A 
Compact Medium Level Representation of the 3D-World. 
Pattern Recognition, Berlin, Heidelberg, 2009, 51-60. 
https://doi.org/10.1007/978-3-642-03798-6_6

6. Bentley, J. L. Multidimensional Binary Search 
Trees Used for Associative Searching. Commu-
nicatiom ACM, 1975, 18(9), 509-517. https://doi.
org/10.1145/361002.361007

7. Berman, D., Treibitz, T., Avidan, S. Single Image De-
hazing Using Haze-Lines. IEEE Transactions on 

Pattern Analysis and. Machine Intelligence, 2020, 
42(3), 720-734, 2020. https://doi.org/10.1109/TPA-
MI.2018.2882478

8. Berman, D., Treibitz, T., Avidan, S. Air-Light Estimation 
Using Haze-Lines. 2017 IEEE International Confer-
ence on Computational Photography (ICCP), 2017, 1-9. 
https://doi.org/10.1109/ICCPHOT.2017.7951489

9. Berman, D., Treibitz, T., Avidan, S. Non-Local Image De-
hazing. 2016. https://doi.org/10.1109/CVPR.2016.185

10. Breiman, L. Random Forests. Machince Learning, 2001, 
45(1), 5-32. https://doi.org/10.1023/A:1010933404324

11. Cai, B., Xu, X., Jia, K., Qing, C., Tao, D. Dehazenet: An 
End-to-End System for Single Image Haze Removal. 
IEEE Transactions on Image Processing, 2016, 25(11), 
5187-5198. https://doi.org/10.1109/TIP.2016.2598681

12. Čadík, M., Wimmer, M., Neumann, L., Artusi, A. Evalu-
ation of HDR Tone Mapping Methods Using Essential 
Perceptual Attributes. Computer Grapics, 2008, 32(3), 
330-349. https://doi.org/10.1016/j.cag.2008.04.003

13. Carr, P., Hartley, R. Improved Single Image Dehazing 
Using Geometry. DICTA, 2009, 103-110. https://doi.
org/10.1109/DICTA.2009.25

14. Chen, W.-T., Ding, J.-J., Kuo, S.-Y. PMS-net: Robust 
Haze Removal Based on Patch Map for Single Imag-
es. Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition, 2019, 11681-11689. 
https://doi.org/10.1109/CVPR.2019.01195

https://doi.org/10.1002/0471653748
https://doi.org/10.1002/0471653748
https://doi.org/10.1109/TIP.2013.2262284
https://doi.org/10.1109/TIP.2013.2262284
https://doi.org/10.1109/CVPRW.2018.00119
https://doi.org/10.1109/CVPRW.2018.00119
https://doi.org/10.1109/IVS.2005.1505117
https://doi.org/10.1109/IVS.2005.1505117
https://doi.org/10.1007/978-3-642-03798-6_6
https://doi.org/10.1145/361002.361007
https://doi.org/10.1145/361002.361007
https://doi.org/10.1109/TPAMI.2018.2882478
https://doi.org/10.1109/TPAMI.2018.2882478
https://doi.org/10.1109/ICCPHOT.2017.7951489
https://doi.org/10.1109/CVPR.2016.185
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1109/TIP.2016.2598681
https://doi.org/10.1016/j.cag.2008.04.003
https://doi.org/10.1109/DICTA.2009.25
https://doi.org/10.1109/DICTA.2009.25
https://doi.org/10.1109/CVPR.2019.01195


205Information Technology and Control 2021/1/50

15. Cho, Y., Jeong, J., Kim, A. Model Assisted Multi-band 
Fusion for Single Image Enhancement and Applica-
tions to Robot Vision. IEEE Robotics and Automation 
Letters RA- IROS, 2018, 3(4), 2822-2829. https://doi.
org/10.1109/LRA.2018.2843127

16. Dhara, S. K., Roy, M., Sen, D., Biswas, P. K. Color Cast 
Dependent Image Dehazing via Adaptive Airlight Re-
finement and Non-linear Color Balancing. IEEE Trans-
actions on Circuits and Systems for Video Technology, 
2020, 1-1.  https://doi.org/10.1109/TCSVT.2020.3007850

17. Fang, F., Li, F., Yang, X., Shen, C., Zhang, G. Single Image 
Dehazing and Denoising with Variational Method. 2010 
International Conference on Image Analysis and Signal 
Processing, 2010, 219-222.

18. Fattal, R. Single Image Dehazing. Acm Transac-
tions on Graphics, 2008, 27(3), 1-9. https://doi.
org/10.1145/1360612.1360671

19. Fattal, R. Dehazing Using Color-Lines. Acm Trans-
actions on Graphics, 2014, 34(1), 1-14. https://doi.
org/10.1145/2651362

20. Galdran, A. Image Dehazing by Artificial Multiple-Ex-
posure Image Fusion. Signal Processing, 2018, 149, 135-
147. https://doi.org/10.1016/j.sigpro.2018.03.008

21. Gibson, K. B., Nguyen, T. Q. An Analysis of Single Image 
Defogging Methods Using a Color Ellipsoid Framework. 
Eurasip Journal on Image Video Processing, 2012, 1, 
1-14. https://doi.org/10.1186/1687-5281-2013-37

22. Gibson, K. B., Vo, D. T., Nguyen, T. Q. An Investigation 
of Dehazing Effects on Image and Video Coding. IEEE 
Transactions on Image Processing, 2012, 21(2), 662-73.  
https://doi.org/10.1109/TIP.2011.2166968 

23. He, K., Sun, J., Tang, X. Guided Image Filtering. ECCV, 
2010, 1-14. https://doi.org/10.1007/978-3-642-15549-9_1

24. Hinds, W. C. Aerosol Technology: Properties, Behavior, 
and Measurement of Airborne Particles. N. Y. Wiley-In-
terscience, 1982, 442 P, 1.

25. Huang, J. Lee, , A. B., Mumford, D. Statistics of Range 
Images. Proceedings IEEE Conference on Computer 
Vision and Pattern Recognition. CVPR 2000 (Cat. No. 
PR00662), 2000, 1, 324-331.

26. Kaiming, H., Jian, S., Xiaoou, T. Single Image Haze 
Removal Using Dark Channel Prior. IEEE Confer-
ence on Computer Vision and Pattern Recognition 
2009 CVPR, 2009, 1956-1963. https://doi.org/10.1109/
CVPR.2009.5206515

27. Kaiming, H., Jian, S., Xiaoou, T. Single Image Haze Re-
moval Using Dark Channel Prior, 2015, 05-03-2015. 

[Online]. Available: http://research.microsoft.com/en-
us/um/people/kahe/cvpr09/results.html. 

28. Kang, W.-X., Yang, Q.-Q., Liang, R.-P. The Comparative 
Research on Image Segmentation Algorithms. 2009 
First International Workshop on Education Technolo-
gy and Computer Science, 2009, 2, 703-707. https://doi.
org/10.1109/ETCS.2009.417

29. Ketan, T., Jianchao, Y., Jue, W. Investigating Haze-Rel-
evant Features in a Learning Framework for Im-
age Dehazing. CVPR, 2014, 2995-3002. https://doi.
org/10.1109/CVPR.2014.383

30. Kim, J.-H., Jang, W.-D., Sim, J.-Y., Kim, C.-S. Optimized 
Contrast Enhancement for Real-Time Image and Video 
Dehazing. Journal of Visual Communication and Im-
age Representation., 2013, 24(3), 410-425. https://doi.
org/10.1016/j.jvcir.2013.02.004

31. Kopf, J. et al. Deep Photo: Model-Based Photograph En-
hancement and Viewing. Acm Transactions on Graphics, 
2008, 27(5), 1-10. https://doi.org/10.1145/1409060.1409069

32. Lagendijk, R. L., Biemond, J., Boekee, D. E. Regular-
ized Iterative Image Restoration with Ringing Re-
duction. IEEE Transactions on Acoustics and Speech 
Signal Processing, 1988, 36(12), 1874-1888. https://doi.
org/10.1109/29.9032

33. Li, B., Wang, S., Zheng, J., Zheng, L. Single Image Haze 
Removal Using Content-Adaptive Dark Channel and 
Post Enhancement. IET Computer Vision, 2014, 8(2), 
131-140. https://doi.org/10.1049/iet-cvi.2013.0011

34. Levin, A., Lischinski, D., Weiss, Y. A Closed-Form Solu-
tion to Natural Image Matting. IEEE Transactions on 
Pattern Analysis and Machine Intelligence, 2008, 30(2), 
228-242. https://doi.org/10.1109/TPAMI.2007.1177 

35. Malav, R., Kim, A., Sahoo, S. R., Pandey, G. DHSGAN: 
An End to End Dehazing Network for Fog and Smoke. 
Asian Conference on Computer Vision, 2018, 593-608. 
https://doi.org/10.1007/978-3-030-20873-8_38

36. Malūkas, Z. et al. Real-Time Video Stitching for Mine 
Surveillance Using a Hybrid Image Registration Meth-
od. Electronics, 2020, 9, 1336. https://doi.org/10.3390/
electronics9091336

37. Malūkas, U., Maskeliūnas, R., Damaševičius, R., 
Woźniak, M. Real Time Path Finding for Assisted Liv-
ing Using Deep Learning. Journal of Universal Comput-
er Science, 2018, 24, 475-487.

38. Matlin, E., Milanfar, P. Removal of Haze and Noise from 
a Single Image. Computational Imaging X, 2012, 8296, 
82960T. https://doi.org/10.1117/12.906773 

https://doi.org/10.1109/LRA.2018.2843127
https://doi.org/10.1109/LRA.2018.2843127
https://doi.org/10.1109/TCSVT.2020.3007850
https://doi.org/10.1145/1360612.1360671
https://doi.org/10.1145/1360612.1360671
https://doi.org/10.1145/2651362
https://doi.org/10.1145/2651362
https://doi.org/10.1016/j.sigpro.2018.03.008
https://doi.org/10.1186/1687-5281-2013-37
https://doi.org/10.1109/TIP.2011.2166968
https://doi.org/10.1007/978-3-642-15549-9_1
https://doi.org/10.1109/CVPR.2009.5206515
https://doi.org/10.1109/CVPR.2009.5206515
https://doi.org/10.1109/ETCS.2009.417
https://doi.org/10.1109/ETCS.2009.417
https://doi.org/10.1109/CVPR.2014.383
https://doi.org/10.1109/CVPR.2014.383
https://doi.org/10.1016/j.jvcir.2013.02.004
https://doi.org/10.1016/j.jvcir.2013.02.004
https://doi.org/10.1145/1409060.1409069
https://doi.org/10.1109/29.9032
https://doi.org/10.1109/29.9032
https://doi.org/10.1049/iet-cvi.2013.0011
https://doi.org/10.1109/TPAMI.2007.1177
https://doi.org/10.1007/978-3-030-20873-8_38
https://doi.org/10.3390/electronics9091336
https://doi.org/10.3390/electronics9091336
https://doi.org/10.1117/12.906773


Information Technology and Control 2021/1/50206

39. McNames, J. An Effective Color Scale for Simultane-
ous Color and Gray-Scale Publications. IEEE Signal 
Processing Magazine, 2006, 23(1), 82-96. https://doi.
org/10.1109/MSP.2006.1593340

40. Meng, G., Wang, Y., Duan, J., Xiang, S., Pan, C. Efficient 
Image Dehazing with Boundary Constraint and Contex-
tual Regularization. Proceedings of the IEEE Interna-
tional Conference on Computer Vision, 2013, 617-624. 
https://doi.org/10.1109/ICCV.2013.82

41. Narasimhan, S. G., Nayar, S. K. Chromatic Framework 
for Vision in Bad Weather. CVPR, 2000, 598-605.  
https://doi.org/10.1109/CVPR.2000.855874

42. Narasimhan, S. G., Nayar, S. K. Contrast Restoration of 
Weather Degraded Images. Ieee Transactions on Pat-
tern Analysis in Machine Inteligence, 2003, 25(6), 713-
724. https://doi.org/10.1109/TPAMI.2003.1201821

43. Narasimhan, S., Nayar, S. Interactive (De)Weathering 
of an Image using Physical Models. 2003.

44. Narasimhan, S. G., Nayar, S. K. Vision and the Atmosphere. 
International Journal of Computr Vision, 2002, 48(3), 
233-254. https://doi.org/10.1023/A:1016328200723

45. Nishino, K., Kratz, L., Lombardi, S. Bayesian Defogging. 
International Journal on Computer. Vision, 2012, 98(3), 
263-278. https://doi.org/10.1007/s11263-011-0508-1 

46. Omer, I., Werman, M. Color Lines: Image Specific Color 
Representation. Proceedings of the 2004 IEEE Com-
puter Society Conference on Computer Vision and Pat-
tern Recognition, 2004, CVPR 2004, 2004, 2, II-II.

47. Orchard, M. T., Bouman, C. A., et al. Color Quantization of 
Images. IEEE Transactions on Signal Processing, 1991, 
39(12), 2677-2690. https://doi.org/10.1109/78.107417

48.  Qin, X., Wang, Z., Bai, Y., Xie, X., Jia, H. FFA-Net: Fea-
ture Fusion Attention Network for Single Image Dehaz-
ing. AAAI, 2020, 11908-11915. https://doi.org/10.1609/
aaai.v34i07.6865

49. Qingsong, Z., Jiaming, M., Ling, S. A Fast Single Im-
age Haze Removal Algorithm Using Color Attenua-
tion Prior. IEEE Transactions on Image Processing, 
2015,, 24(11), 3522-3533. https://doi.org/10.1109/
TIP.2015.2446191

50. Ren, W., Liu, S., Zhang, H., Pan, J., Cao, X., Yang, M.-H. 
Single Image Dehazing via Multi-Scale Convolutional 
Neural Networks. European Conference on Computer 
Vision, 2016, 154-169. https://doi.org/10.1007/978-3-
319-46475-6_10

51. Riaz, I., Fan, X., Shin, H. Single Image Dehazing with 
Bright Object Handling. IET Computer Vision, 2016, 
10(8), 817-827. https://doi.org/10.1049/iet-cvi.2015.0451

52. Riaz, I., Yu, T., Rehman, Y., Shin, H. Single Image De-
hazing Via Reliability Guided Fusion. Journal of Visual 
Communication and Image Representation, 2016, 40, 
85-97. https://doi.org/10.1016/j.jvcir.2016.06.011

53. Scharstein, D., Szeliski, R. A Taxonomy and Evaluation of 
Dense Two-Frame Stereo Correspondence Algorithms 
International Journal on Computer Vision, 2002, 47, 
7-42.  https://doi.org/10.1023/A:1014573219977

54. Schechner, Y. Y., Narasimhan, S. G., Nayar, S. K. Instant 
Dehazing of Images Using Polarization. Computer Vi-
sion Pattern Recognition, 2001 CVPR 2001 Proceed-
ings of 2001 IEEE Conference on Computers and Com-
munications Society, 2001, 1, I-325-I-332.

55. Shwartz, S., Namer, E., Schechner, Y. Y. Blind Haze Sep-
aration. CVPR, 2006, 2, 1984-1991.

56. Schwiegerling, J. et al. Field Guide to Visual and Oph-
thalmic Optics, 2004. https://doi.org/10.1117/3.592975

57. Singh, A, Bhave, A., Prasad, D. K. Single Image Dehaz-
ing for a Variety of Haze Scenarios Using Back Project-
ed Pyramid Network. ArXiv Prepr. ArXiv200806713, 
2020. https://doi.org/10.1007/978-3-030-66823-5_10

58. Sulami, M., Glatzer, I., Fattal, R., Werman, M. Automat-
ic Recovery of the Atmospheric Light in Hazy Images. 
International Conference on Computer Photography, 
ICCP 2014 IEEE, 2014, 1-11. https://doi.org/10.1109/
ICCPHOT.2014.6831817

59. Sun, D., Roth, S., Black, M. J. Secrets of Optical Flow 
Estimation and Their Principles. 2010 IEEE Comput-
er Society Conference on Computer Vision and Pattern 
Recognition, 2010, 2432-2439. https://doi.org/10.1109/
CVPR.2010.5539939

60. Tan, K., Oakley, J. P. Enhancement of Color Images in 
Poor Visibility Conditions. ICIP, 2000, 2, 788-791.

61. Tan, R. T. Visibility in Bad Weather from a Sin-
gle Image. CVPR, 2008, 1-8. https://doi.org/10.1109/
CVPR.2008.4587643

62. Tarel, J. P., Hautiere, N. Fast Visibility Restoration from 
a Single Color or Gray Level Image. ICCV, 2009, 2201-
2208. https://doi.org/10.1109/ICCV.2009.5459251

63. Tarel, J.-P., Hautiere, N., Caraffa, L., Cord, A., Halmao-
ui, H., Gruyer, D. Vision Enhancement in Homogeneous 
and Heterogeneous Fog. IEEE Intelligent Transpor-

https://doi.org/10.1109/MSP.2006.1593340
https://doi.org/10.1109/MSP.2006.1593340
https://doi.org/10.1109/ICCV.2013.82
https://doi.org/10.1109/CVPR.2000.855874
https://doi.org/10.1109/TPAMI.2003.1201821
https://doi.org/10.1023/A:1016328200723
https://doi.org/10.1007/s11263-011-0508-1
https://doi.org/10.1109/78.107417
https://doi.org/10.1609/aaai.v34i07.6865
https://doi.org/10.1609/aaai.v34i07.6865
https://doi.org/10.1109/TIP.2015.2446191
https://doi.org/10.1109/TIP.2015.2446191
https://doi.org/10.1007/978-3-319-46475-6_10
https://doi.org/10.1007/978-3-319-46475-6_10
https://doi.org/10.1049/iet-cvi.2015.0451
https://doi.org/10.1016/j.jvcir.2016.06.011
https://doi.org/10.1023/A:1014573219977
https://doi.org/10.1117/3.592975
https://doi.org/10.1007/978-3-030-66823-5_10
https://doi.org/10.1109/ICCPHOT.2014.6831817
https://doi.org/10.1109/ICCPHOT.2014.6831817
https://doi.org/10.1109/CVPR.2010.5539939
https://doi.org/10.1109/CVPR.2010.5539939
https://doi.org/10.1109/CVPR.2008.4587643
https://doi.org/10.1109/CVPR.2008.4587643
https://doi.org/10.1109/ICCV.2009.5459251


207Information Technology and Control 2021/1/50

tation Systems Magazine, 2012, 4(2), 6-20. https://doi.
org/10.1109/MITS.2012.2189969 

64. Teng, Y., Riaz, I., Jingchun, P., Hyunchul, S. Real-Time 
Single Image Dehazing Using Block-to-Pixel Interpola-
tion and Adaptive Dark Channel Prior. Image Processing 
IET, 2015, 9(9), 725-734. https://doi.org/10.1049/iet-
ipr.2015.0087

65. Tomasi, C., Manduchi, R. Bilateral Filtering for Gray and 
Color Images. Sixth International Conference on Com-
puter Vision (IEEE Cat. No. 98CH36271), 1998, 839-846.

66. Wang, Z., Bovik, A. C., Sheikh, H. R., Simoncelli, E. P. Im-
age Quality Assessment: from Error Visibility to Struc-
tural Similarity. IEEE Transactions on Image Pro-
cessing, 2004, 13(4), 600-12. https://doi.org/10.1109/
TIP.2003.819861

67. Wang, Y. K., Fan, C. T. Single Image Defogging by Multi-
scale Depth Fusion. IEEE Transactions on Image Pro-
cessing, 2014, 23(11), 4826-37. https://doi.org/10.1109/
TIP.2014.2358076

68. Wang, J., Cohen, M. F. Optimized Color Sampling for 
Robust Matting, 2007 IEEE Conference on Computer 
Vision and Pattern Recognition, 2007, 1-8. https://doi.
org/10.1109/CVPR.2007.383006

69. Yang, H.-H., Yang, C.-H. H., Tsai, Y.-C. J. Y-Net: Multi-
Scale Feature Aggregation Network with Wavelet 
Structure Similarity Loss Function for Single Image 
Dehazing. ICASSP 2020-2020 IEEE International 
Conference on Acoustics, Speech and Signal Processing 
(ICASSP), 2020, 2628-2632. https://doi.org/10.1109/
ICASSP40776.2020.9053920

This article is an Open Access article distributed under the terms and conditions of the Creative 
Commons Attribution 4.0 (CC BY 4.0) License (http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.1109/MITS.2012.2189969
https://doi.org/10.1109/MITS.2012.2189969
https://doi.org/10.1049/iet-ipr.2015.0087
https://doi.org/10.1049/iet-ipr.2015.0087
https://doi.org/10.1109/TIP.2003.819861
https://doi.org/10.1109/TIP.2003.819861
https://doi.org/10.1109/TIP.2014.2358076
https://doi.org/10.1109/TIP.2014.2358076
https://doi.org/10.1109/CVPR.2007.383006
https://doi.org/10.1109/CVPR.2007.383006
https://doi.org/10.1109/ICASSP40776.2020.9053920
https://doi.org/10.1109/ICASSP40776.2020.9053920

