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Many computational approaches are used to assist the analysis of influencing factors, as well as for the need for 
prediction and even classification of certain types of disease. In the case of disease classification, the data used 
are often categorical data, both for dependent variables and for independent variables, which are the results of 
conversion from numeric data. In other words, the data used are already unnatural. Conversion processes often 
do not have standard rules, thus affecting the accuracy of the classification results. This research was conduct-
ed to form a predictive model for heart disease diagnosis based on the natural data from the patients' medical 
records, using the multinomial logistic regression approach. The medical record data were taken based on the 
patients’ electrocardiogram information whose data had been cleansed first. Other models were also tested to 
see the accuracy of the heart disease diagnosis against the same data. The results showed that multinomial 
logistic regression had the highest level of accuracy compared to other computational techniques, amounting 
to 75.60%. The highest level of accuracy is obtained by involving all variables (based on the results of the first 
experiment). This research also produced seven regression equations to predict the heart disease diagnosis 
based on the patients’ electrocardiogram data.
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1. Introduction
Computational heart disease types diagnosis can in-
deed be done by various approaches, one of which is 
using the decision tree classification technique. Some 
of them are to identify factors that influence heart 
disease [2], early detection of patient heart disease 
[11], [6], also classification and prediction of heart 
disease [10], [20]. In many cases, implementing the 
decision tree technique requires training data in the 
form of categorical data when forming a decision 
tree. It is very rare for the decision tree technique to 
use pure numerical data because, in fact, a number of 
numerical data used at the time of forming a decision 
tree will be converted into a categorical form before 
calculating the entropy value and gain information to 
find the roots, nodes, and leaves. Forming a decision 
tree does not naturally use the data just what they are, 
yet it is based on the conversion of the original data 
into a categorical form. From the researchers’ point 
of view, the process of converting numerical data into 
a categorical form may have weaknesses, resulting in 
the decision tree that does not always produce a very 
good accuracy. One of the weaknesses in the process 
of converting numeric data into categorical data is 
that there is no standard rule; it can even be very sub-
jective. Of course, this becomes very problematic and 
influential if the data used is numerical data that is 
obtained directly, either from sensors or other devices 
that directly produce data through certain recording 
systems, for example, an electrocardiogram machine. 
In a real case of a conventional heart disease diagnosis, 
a specialist doctor reads the patient's medical record 
data based on the results of a numerical electrocardio-
gram. In the practice, without realizing it, the conver-
sion process of numeric values into certain categorical 
forms indeed occurs when a specialist doctor inter-
prets the numerical data from the electrocardiogram 
results, until finally it refers to a diagnosis conclusion 
that is considered the most relevant. This process of 
converting numeric into categorical has a little prob-
lem if there are values between the maximum and 
minimum intervals that should be categorized into 
which class. In the end, it is determined on subjective 
decisions. Therefore, it is very important to present 
scientific studies related to the use of computational 
techniques to be able to diagnose a disease type based 
on natural data so that the results obtained are based 

on the data just the way they are. The regression ap-
proach in computation is not something new, howev-
er, in the world of health, the results of this study will 
make a significant contribution to the diagnosis of 
disease, particularly heart disease. Not only based on 
the subjectivity and experience of doctors, but by look-
ing at the patterns and relationships between existing 
medical record data and then entered into a math-
ematical formulation. The results, of course, can be 
combined between experience, subjectivity and com-
putational results to produce a better diagnosis.
This research was conducted to predict the heart dis-
ease diagnosis based on the existing data naturally 
without going through the conversion of numerical 
data into categorical data. Therefore, the prediction of 
the heart disease diagnosis can be more objective since 
the data were not naturally done with any conversion. 
The approach used in this research was the multino-
mial logistic regression (MLR). MLR allows data pro-
cessing just the way they are without going through 
the data type conversion process. MLR also has the 
ability to form regression models with more than one 
target class, meaning that it is not only the class with 
binary values. This is certainly different from other 
regression models that can only be used in two target 
classes, such as binary logistic regression. Some stud-
ies are using binary logistic regression for simplicity 
of analysis, such as to determine the nutritional status 
and stunting of children [17], a factor analysis wait for 
public transport [4], the determination of the causes of 
traffic accidents [3], and the prediction of their rapidly 
developing incidence of liver disease [1]. But unfortu-
nately it does not accommodate more than two target 
classes. Moreover, the MLR regression model that is 
formed can be directly tested using the numerical data 
from the patients' medical records. In this research, 
the MLR results were also compared with several de-
cision tree classification techniques to see the diagno-
sis accuracy level produced

2. Multinomial Logistic Regression
Multinomial logistic regression is a logistic regres-
sion approach that allows finding relationships be-
tween variables, both independent and dependent, 
where the values of the dependent variable are cat-
egorical data with more than two types of categories 
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[13]. Usually the dependent variable is the nominal 
scale, and the independent variables are categorical 
and/or continuous data. There are several purposes 
for using this method: the first is to determine the 
probability of whether or not the data fits into certain 
categories according to the existing categories in the 
independent variables, of course, by paying attention 
to the significance of the independent variables; the 
second is to see the characteristics between groups in 
the dependent variables based on the distribution of 
data owned by the independent variables; the third is 
to determine what factors or variables affect the data 
group in the independent variables and in the depen-
dent variables [19]. The multinomial logistic regres-
sion model is as shown in Equation (1)
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where (x) is the probability of a category vector of 
the dependent variables, 0 is the constant value of 
the equation, i is the ith coefficient value of the 
independent variable x, and xi is the ith 
independent variable used in the statistical analysis. 
The number of multinomial equations formed is 
usually q – 1 category of the dependent variables. 
As for calculating the probability of data entering a 
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3. Multinomial Logistic 
Regression in the World of Health 
Multinomial logistic regression has been widely 
used in various branches of science. Some of them 
are to solve the problem of lending risk assessment 
[14], applied to the world of tourism [7] as well as 
to the world of trade to understand the factors that 
affect the product purchases by customers [12]. In 
the world of health, the implementation of MLR has 
also been widely applied, especially in relation to 
the identification of factors that affect skin allergies 
[15], investigations into the effect of oral 
contraceptives and hormone replacement therapy 
on the risk of lung cancer in female patients [18], 
predictions of pregnancy and miscarriage based on 
assessment of the quality of oocytes and embryos 
[13], analyses of factors that influence excess and 
underweight during pregnancy [16], choices of 
contraceptives in women to prevent pregnancy [5], 
as well as other health fields such as cardiology [9] 
and genetics [8]. 

 

4. Research Method 
This study began by collecting the historical 
data on the patients with heart disease at a 
cardiac clinic of a government hospital in 
Banten Province. There were 324 historical 
data on the patients with heart disease used in 
this research. Consisting of 16 variables 
divided into 15 independent variables 
(obtained from the results of the patients' 
ECHO and ECG medical records), and one 
dependent variable in the form of heart 
disease type category, diagnosed by the 
doctors. The data used had been cleansed 
previously from as many as 350 data collected, 
by sorting and separating the irrelevant data 
to use. The next step was to conduct a 
simultaneous test of the data used to see the 
validity. A partial test was then carried out for 
each independent variable, consisting of four 
test experimental conditions. The first 
experiment was carried out for all data 
variables, the second experiment was carried 
out on variables that were only significant in 
the first experiment, the third experiment was 
carried out on variables that were stated 
insignificant based on the first experiment, 
and the fourth experiment was carried out by 
combining variables that were stated 
significant in the second and third 
experiments. The next stage was to test the 
model goodness and the accuracy level of the 
prediction results of the heart disease type 
classification for each experimental condition, 
then choosing the best model that would be 
used later. The Multinomial logistic regression 
method was used in this research. 

 

5. Results and Discussion 
5.1. Test Results with 15 Complete 
Variables 

In this research, several test parameters were 
determined before the experiment began. 
Several parameters were determined, among 
others, the confidence interval value and the 
alpha value were 95% and 5% or 0.05, 
respectively. The determination of this 
parameter was useful in testing the 
significance of the independent variables on 
the dependent. The statistical test results on 
the research data showed that the data were 
very suitable to be used (valid), and there was 
no missing data. This could be seen through 
the simultaneous test results by seeing at the 
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sults of the patients' ECHO and ECG medical records), 
and one dependent variable in the form of heart disease 
type category, diagnosed by the doctors. The data used 
had been cleansed previously from as many as 350 data 
collected, by sorting and separating the irrelevant data 
to use. The next step was to conduct a simultaneous 
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first experiment was carried out for all data variables, 
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that were only significant in the first experiment, the 
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and the fourth experiment was carried out by combin-
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each experimental condition, then choosing the best 
model that would be used later. The Multinomial logis-
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5. Results and Discussion
5.1. Test Results with 15 Complete Variables
In this research, several test parameters were deter-
mined before the experiment began. Several parame-
ters were determined, among others, the confidence 
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interval value and the alpha value were 95% and 5% or 
0.05, respectively. The determination of this parameter 
was useful in testing the significance of the indepen-
dent variables on the dependent. The statistical test 
results on the research data showed that the data were 
very suitable to be used (valid), and there was no miss-
ing data. This could be seen through the simultaneous 
test results by seeing at the significance value (sig) of 
the likelihood ratio test that was below the alpha value. 
The partial test was done to find out how significant 
each independent variable affected the dependent 
variable. The test results showed that, of the existing 
fifteen independent variables, there were five vari-
ables that significantly affected the dependent vari-
able. This could be seen from the significance value 
(sig) that exceeded the alpha value, and the calculat-
ed chi-square value was greater than the chi-square 
table value. The five independent variables were: left 
atrium, heart’s functions, EDD (End-diastolic Diam-
eter), ESD (End-systolic Diameter) and PW (poste-
rior wall) Diastole. The five variables had sig values, 
respectively, 0.000, 0.000, 0.016, 0.005 and 0.002. Ta-
ble 1 shows the chi-square and Sig values for each of 
the independent variables tested.

Table 1 
Significance test results of fifteen independent variables

Independent Var
Likelihood Ratio Tests

Chi-Square df Sig.

AORTA 4,215 7 ,755

LEFT-ATRIUM 68,604 7 ,000

HEART’S FUNCTIONS 49,239 7 ,000

EDD 17,299 7 ,016

ESD 20,208 7 ,005

IVSDiastole 11,764 7 ,109

IVSSystole 3,220 7 ,864

PWDiastole 23,057 7 ,002

PWSystole 11,791 7 ,108

HR 2,386 7 ,935

PRPQ 7,125 7 ,416

QRS 8,303 7 ,307

QT 12,831 7 ,076

QTC 6,173 7 ,520

P 7,570 7 ,372

To test the influential significance of these five vari-
ables, the data analysis was carried out a second 
time by removing ten other independent variables 
to see whether the significance was still the same or 
changed.

5.2. The Results After 10 Insignificant 
Independent Variables Were Excluded (Only 
Five Variables)

The second experiment was conducted to test five 
independent variables which were considered sig-
nificant to the dependent variable as a result of the 
first experiment. The partial analysis results on the 
influential significance of the independent variables 
LEFT-ATRIUM, HEART’S FUNCTIONS, EDD, 
ESD and PWDiastole showed that two variables 
such as EDD and ESD had the calculated chi-square 
values below the values of the chi-square table, with 
the sig values above alpha. The Chi-Square values 
for the two variables were 6,946 and 10,027, respec-
tively, while the Sig values were 0.435 and 0.187, re-
spectively. Thus, of the five independent variables 
that were separated in the first experiment, there 
were three independent variables that significantly 
influenced the determination of the patients' heart 
disease. The three variables were LEFT-ATRIUM, 
HEART’S FUNCTIONS, and PWDiastole. These 
three variables were considered to have a significant 
effect on the determination of the heart disease type 
(dependent variable) because they had the Sig values 
below alpha and the calculated Chi-Square values 
above the values of the Chi-Square Table. Table 2 
shows the Chi-Square and Sig values of the five vari-
ables in the second experiment.

Table 2 
Significance test results of five independent variables3

Independent Var
Likelihood Ratio Tests

Chi-Square df Sig.

LEFT-ATRIUM 81,148 7 ,000

HEART’S FUNCTIONS 53,253 7 ,000

EDD 6,946 7 ,435

ESD 10,027 7 ,187

PWDiastole 75,235 7 ,000
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5.3. The Results for 10 Insignificant Variables 
that Were Retested
The third experiment was conducted to retest the 
independent variables that were excluded after the 
first experiment. Even though in the first experi-
ment, the ten insignificant variables were said to 
have no significance to the dependent variable, re-
testing was still carried out to see whether it affected 
the dependent variable significantly after being sep-
arated, or not at all. With the same standard param-
eters in the first experiment, the test results showed 
that of the ten independent variables: AORTA, IVS-
Diastole, IVSSystole, PWSystole, HR, PRPQ, QRS, 
QT, QTC, and P; there were five variables that did 
not influence significantly on determining the heart 
disease type, while the rest significantly influenced 
on determining the heart disease type. The five vari-
ables that significantly influenced were: AORTA, 
IVSDiastole, PWSystole, and P. This could be seen 
from the calculated Chi-Square values that exceed-
ed the Chi-Square Table values, as well as the Sig 
values of the AORTA, IVSDiastole, PWSystole, and 
P variables which had the Sig values more than the 
alpha value. Table 3 shows the results of the experi-
ments on ten variables that were stated insignificant 
in the first experiment.

Table 3
Significance test results for 10 variables that are 
insignificant in the first experiment

Independent 
Var

Likelihood Ratio Tests

Chi-Square df Sig.

AORTA 14,144 7 ,049

IVSDiastole 20,759 7 ,004

IVSSystole 2,516 7 ,926

PWSystole 54,483 7 ,000

HR 1,511 7 ,982

PRPQ 12,111 7 ,097

QRS 7,683 7 ,361

QT 6,215 7 ,515

QTC 8,934 7 ,257

P 20,229 7 ,005

5.4. The Combination Between Independent 
Variable Values of the Separation Results of 
Five Variables and Ten Variables

The fourth experiment was combining each indepen-
dent variable which had significance to the dependent 
variable in the results of the first and second experi-
ments. This was done to see if there was a significant 
change in combining these variables in determining 
the heart disease type. By combining the independent 
variables in the first and second experiments would 
contain a combination of seven variables, namely 
AORTA, LEFT-ATRIUM, HEART’S FUNCTIONS, 
IVSDiastole, PWDiastole, PWSystole, and P. These 
seven variables were then tested to see their signifi-
cance for determining the heart disease type (depen-
dent variable). 

The test results showed that there were two variables 
that did not significantly influence the determina-
tion of the heart disease type. The two variables were 
AORTA with a significant value of 0.596, PWSystole 
with a significant value of 0.303, and P with a sig val-
ue of 0.204. These three variables had the sig values 
above the specified alpha values, which were greater 
than 0.05. Table 4 shows the Sig and Chi-Square val-
ues of the combined variable experimental results for 
the second and third experiments.
To strengthen the result analysis of the three experi-
ments conducted, a model goodness test was carried 

Table 4
Significance test results for the combined variables of the 
second and third experiments

Independent Var
Likelihood Ratio Tests

Chi-Square df Sig.

AORTA 5,527 7 ,596

LEFT-ATRIUM 68,714 7 ,000

HEART’S 
FUNCTIONS 145,077 7 ,000

IVSDiastole 15,501 7 ,030

PWDiastole 27,543 7 ,000

PWSystole 8,344 7 ,303

P 9,740 7 ,204
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out for each experimental condition by looking at the 
coefficient of determination of the Pseudo R-Square. 
The experimental results showed that the first exper-
iment had a Nagelkerke coefficient value of 0.821, or 
it could be said that the data diversity of the indepen-
dent variables in the research was able to explain the 
data diversity in the dependent variables by 82.1%, 
while the rest could be explained by the variables out-
side the research model. In the second experiment, the 
Nagelkerke coefficient value was obtained at 0.753, or 
the data diversity in the independent variables on the 
dependent was 75.3%, while the rest was obtained 
from outside the research model. The third experi-
ment with ten independent variables as the variables 
separation results from the first experiment showed 
a significant decrease in the value of the Nagelkerke 
coefficient, namely 0.443, or 44.3% of the data diver-
sity in the dependent variables was influenced by the 
independent variables. Whereas in the last experi-
ment which combined variables that were considered 
significant in the second and third experiments, the 
Nagelkerke coefficient value was 0.753, or as much as 
75.3% of the data diversity of the dependent variables 
was influenced by the independent variables, the rest 
was influenced by the data of the models outside this 
research. 
The next analysis was to look at the accuracy of the 
prediction results of the heart disease type classifi-
cation based on the logistic regression model, formed 
from each experiment. In the first experiment, the 
accuracy rate of the prediction results was 75.6%, 
while in the second experiment it decreased to 73.5%. 
A very significant decrease occurred for the predic-
tive accuracy of the disease type classification in the 
third experiment which was 57.7%, while in the last 
experiment the accuracy rate of the prediction results 
was 71.6%. Table 5 shows the comparison of the mod-
el goodness based on the Nagelkarke coefficient, and 
also the accuracy level of the prediction results for all 
experiments.
Based on Table 5, the best classification prediction 
accuracy is obtained in the first experiment. The is-
suance of insignificant independent variables based 
on the first experiment did not significantly affect the 
formed model and the accuracy level of the classifi-
cation results (see the results of the second experi-
ment in Table 5). In fact, after removing ten other 

independent variables that were considered insig-
nificant in the first experiment, the accuracy rate de-
creased by 2.1%. Interestingly, even though the ten 
independent variables were stated insignificant to 
the dependent on the first experiment, it turned out 
that after a re-experiment was carried out on the ten 
independent variables, they still had variables that 
also had a significant influence on the dependent. 
However, both in terms of the model and the accu-
racy of the classification results did not show the 
better values than the first and second experiments; 
in fact, it even worse than the results of other experi-
ments. The last experiment was a combination of in-
dependent variables which were stated significant in 
the first experiment, plus the independent variables 
that were insignificant in the first experiment yet 
were significant to the dependent on the third exper-
iment. Therefore, a combination of seven indepen-
dent variables was obtained which was retested to 
see the significance on the dependent variables. The 
test results showed that the model formed had the 
same value as the second experiment (Nagelakerke 
coefficient of 0.753), but had a lower level of classifi-
cation accuracy of 71.6%.
By seeing at the Nagelkerke coefficient and the accu-
racy level of classification prediction, this research 
took a model that was formed based on the results 
of the first experiment, and then converted it based 
on Equation (1). The multinomial logistic regression 

Table 5
Comparison of model goodness and prediction accuracy of 
all experiments

Experiment Nagelkerke Coef. Accuration (%)

Experiment 1 ( All 
Variables ) 0.821 75.6%

Experiment  2 
(Five Independent 
Variables )

0.753 73.5%

Experiment 3 
(Ten Independent 
Variables )

0.443 57.6%

Experiment 4 
(Combined Variables 
Selected from 
Experiment 2 and 
Experiment 3)

0.753 71.6%
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1 Atrial Septal Defect
ln((D=1)/(D=8)) = 42.985 + 0.097(AORTA) + 0.138 (LEFTATRIUM) - 0.102 (HEARTFUNCTION) - 0.805 (EDD) + 

0.257 (ESD) - 1.757 (IVSDiastole) + 0.953 (IVSSystole) - 1.607 (PWDiastole) - 0.619 (PWSystole) 
+ 0.050 (HR) + 0.007 (PRPQ) + 0.032 (QRS) + 0.018 (QT) - 0.012 (QTC) - 0.009 (P)

2 Cardial Improvement
ln((D=2)/(D=8))= 124.199 - 0.025(AORTA) - 0.410 (LEFTATRIUM) + 0.000 (HEARTFUNCTION) - 4.173 (EDD) + 

2.593 (ESD) - 1.097 (IVSDiastole) - 0.781 (IVSSystole) - 7.532 (PWDiastole) - 1.785 (PWSystole) 
+ 0.344 (HR) - 0.278 (PRPQ) + 0.477 (QRS) - 0.247 (QT) + 0.135 (QTC) + 0.434 (P)

3 Coronary Artery Disease
ln((D=3)/(D=8))= -3.561 - 0.021(AORTA) - 0.251 (LEFTATRIUM) + 0.056 (HEARTFUNCTION) - 0.166 (EDD) + 

0.490 (ESD) + 0.199 (IVSDiastole) + 0.242 (IVSSystole) - 0.121 (PWDiastole) - 0.016 (PWSys-
tole) + 0.016 (HR) - 0.009 (PRPQ) - 0.010 (QRS) + 0.008 (QT) - 0.004 (QTC) + 0.001 (P)

4 Diastolic Dysfunction
ln((D=4)/(D=8))= 37.536 - 0.256(AORTA) - 0.612 (LEFTATRIUM) - 0.087 (HEARTFUNCTION) + 0.369 (EDD) 

- 0.364 (ESD) - 0.290 (IVSDiastole) - 0.130 (IVSSystole) - 0.925 (PWDiastole) + 0.646 (PWSys-
tole) - 0.002 (HR) - 0.038 (PRPQ) + 0.017 (QRS) + 0.016 (QT) - 0.020 (QTC) + 0.005 (P)

5 Hypertensive Heart Disease
ln((D=5)/(D=8))= -9.424 - 0.056(AORTA) - 0.340 (LEFTATRIUM) + 0.204 (HEARTFUNCTION) - 0.208 

(EDD) + 0.492 (ESD) + 0.366 (IVSDiastole) + 0.132 (IVSSystole) + 0.136 (PWDiastole) + 
0.118 (PWSystole) + 0.011 (HR) - 0.010 (PRPQ) - 0.006 (QRS) + 0.010 (QT) - 0.008 (QTC) + 
0.004 (P)

6 Left Ventricular Hypertrophy Suspect Hypertensive Heart Disease
ln((D=6)/(D=8))= -5.482 - 0.089(AORTA) - 0.427 (LEFTATRIUM) + 0.195 (HEARTFUNCTION) - 0.204 (EDD) + 

0.503 (ESD) + 0.089 (IVSDiastole) + 0.158 (IVSSystole) + 0.375 (PWDiastole) - 0.041 (PWSys-
tole) + 0.016 (HR) - 0.008 (PRPQ) - 0.006 (QRS) + 0.013 (QT) - 0.008 (QTC) - 0.001 (P)

7 Normal Resting Echocardiography
ln((D=7)/(D=8))= 12.428 + 0.086(AORTA) - 0.448 (LEFTATRIUM) + 0.142 (HEARTFUNCTION) + 0.270 (EDD) 

- 0.094 (ESD) - 0.103 (IVSDiastole) + 0.100 (IVSSystole) - 0.781 (PWDiastole) - 0.343 (PWSys-
tole) + 0.004 (HR) - 0.026 (PRPQ) - 0.025 (QRS) + 0.040 (QT) - 0.030 (QTC) + 0.021 (P)

model was formed to determine the heart disease type 
classification as shown in the formulation below. This 
formed equation was based on the comparison cate-

gory of Rheumatic Heart Disease as the preference 
category at the time of the statistical test.
For the Disease of:

To discover to what extent the formed model could be 
implemented properly, a classification test for heart 
disease types was carried out by taking a random 
sample of the ten patients’ data, and then calculating 
the indicated probability of the heart disease types 
which was in accordance with the resulting multino-
mial regression model. The probability calculation is 

carried out using Equation (2), and produces a table 
for the heart disease types identification based on the 
probability values as shown in Table 6.
The test results of the diagnostic model for heart dis-
ease types on ten patients showed that most of the re-
sults of the diagnosis showed the same results between 
the doctors' diagnosis (based on the real data) and the 
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test of the formed model. There were only two patients 
whose prediction results were not the same as the real 
situation. There was something interesting about the 
probability calculation results against the ten patients 
that had been done. Some patients had more than one 
chance of being indicated by the disease type, seen 
from the opportunity percentage based on their medi-
cal record data. Patient number five, for example, both 
with the factual results of the doctors' diagnosis and 
the regression model test, the patient suffered from 
heart disease with the type of Hypertensive Heart Dis-
ease. However, on the other hand, if we take a look at 
the probability percentage in Table 7, the possibility 
of the patient suffering from other heart disease types 
is also there, and very possible. For example, patient 
number five also had a chance of suffering from coro-
nary artery disease, where the probability percentage 
was only slightly different from 0.01 to the type of Hy-
pertensive Heart Disease. 
The sixth patient was the opposite of the fifth patient, 
in which the doctors' diagnosis showed that the sixth 
patient was indicated to have coronary artery disease; 
while based on the prediction model, the sixth patient 
was diagnosed with Hypertensive Heart Disease. The 

Table 6
Probability values of heart disease types in ten patients

Types of Heart 
Disease

Patient (% Probability)

1 2 3 4 5 6 7 8 9 10

Atrial Septal Defect 0,001% 0,00% 0,03% 96,39% 0,000% 0,00% 0,00% 1,99% 99,97% 0,00%

Cardial 
Improvement 0,00% 0,00% 0,00% 0,00% 0,000% 0,00% 0,00% 0,00% 0,00% 0,00%

Coronary Artery 
Disease 84,75% 96,09% 59,53% 96,13% 99,990% 99,96% 86,51% 71,57% 58,03% 99,92%

Diastolic 
Dysfunction 0,321% 0,277% 85,04% 99,95% 21,568% 55,26% 13,11% 78,97% 99,76% 0,03%

Hypertensive Heart 
Disease 93,98% 18,88% 95,27% 99,19% 99,995% 99,97% 89,97% 87,25% 96,88% 73,38%

Left Ventricular 
Hypertrophy Suspect 
Hypertensive Heart 
Disease

79,33% 18,27% 89,13% 99,35% 99,987% 99,96% 66,08% 81,05% 98,50% 70,04%

Normal Resting 
Echocardiography 0,091% 2,216% 98,05% 99,53% 90,970% 95,66% 49,58% 99,94% 99,87% 0,85%

Rheumatic Heart 
Disease 0,00% 0,00% 0,000% 0,000% 0,000% 0,00% 0,00% 0,00% 0,00% 0,00%

Table 7
Comparison of doctors' diagnosis results and predictive 
model results on samples of 10 patients

Patient Doctor's Diagnosis Model Prediction

1 Hypertensive Heart 
Disease

Hypertensive Heart 
Disease

2 Coronary Artery 
Disease

Coronary Artery 
Disease

3 Normal Resting 
Echocardiography

Normal Resting 
Echocardiography

4 Diastolic Dysfunction Diastolic Dysfunction

5 Hypertensive Heart 
Disease

Hypertensive Heart 
Disease

6 Coronary Artery 
Disease

Hypertensive Heart 
Disease

7
Left Ventricular Hyper-
trophy Suspect Hyper-
tensive Heart Disease

Hypertensive Heart 
Disease

8 Normal Resting 
Echocardiography

Normal Resting 
Echocardiography

9 Atrial Septal Defect Atrial Septal Defect

10 Coronary Artery 
Disease

Coronary Artery 
Disease



Information Technology and Control 2021/2/50316

difference in the probability percentage of the predic-
tive model calculation between Hypertensive Heart 
Disease and Coronary Artery Disease for the sixth 
patient was also very small, which was 0.01. The data 
visualization of the prediction results of the patients' 
heart disease types using the multinomial logistic re-
gression model is more complete as shown in Table 1. 
While the comparison between the disease types suf-
fered by the ten patients, diagnosed by doctors and by 
the predictive model calculation, is shown in Table 7.
Based on the data in Table 7, it can be seen that almost 
80% of the prediction results from the multinomial 
logistic regression model have the same diagnosis of 
heart disease. Of the ten patients sampled, there were 
two patients who differed between the doctors' diagno-
sis and the predictive model results, namely the sixth 
and seventh patients. Our suspicions and assump-
tions regarding the difference in the diagnosis of heart 
disease from two patients between doctors with the 
predictive model developed are: first, doctors usually 
diagnose based on direct observation by reading the re-
sults of the patient's electrocardiogram medical record 
without making direct comparisons with previous cas-
es that may have similarities. ; second, the diagnostic 
results with the model is done by extracting the pattern 
of patient data and compare it with previous cases then 
with computational approaches are calculated so as to 
produce a different diagnosis by a doctor. Neverthe-
less, these findings certainly be triger to conduct more 
in-depth advanced research include investigating the 
factors that influence these differences. However, this 
study at least have an alternative in the medical world 
to diagnose heart disease using computational ap-

proaches. To reassure the accuracy of the prediction 
results of the formed regression model, the research 
data were tested against six classification model ap-
proaches to see which one had the best accuracy level 
among the models offered. The six models were: Naive 
Bayes, Algorithm J48, Random Forest Tree, REPTree 
Algorithm, Random Tree, and Hoeffding Tree. From 
the test results conducted, it turned out that the mul-
tinomial logistic regression approach still had the best 
accuracy level among the other six approaches, which 
was 75.60%. The comparison of accuracy between 
multinomial logistic regression and other classifica-
tion approaches is shown in Table 8.

6. Conclusion 
According to the research conducted, it can be seen 
that the multinomial logistic regression model can 
be used to predict the classification of a patient's 
heart disease based on the medical electrocardiogram 
data. The comparison results between the accuracy 
level and other approaches show that the multino-
mial logistic regression model has the best accuracy 
level among other comparative approaches, which 
is 75.60%. Based on the four-time-conducted experi-
ments related to the influential significance of the in-
dependent variables on the dependent, it can be said 
in this research that the reduction of the independent 
variables which is insignificant to the dependent does 
not affect the accuracy level of the formed predictive 
model. Nevertheless, by combining the variables that 
are considered significant in the several experiments 
conducted, it does not necessarily make the model 
very accurate. Still, the model formed in the first ex-
periment without eliminating certain variables, can 
be used as a predictive model for the heart disease 
identification; even though some independent vari-
ables are stated insignificant, somehow, the accuracy 
level is still much better than the results of other con-
ducted experiments.
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Table 8
Comparison of accuracy level between multinomial 
logistic regression and other models

No Model Accury (%)

1. Multinomial Logistic Regression 75.60%

2. Naive Bayes 61.42 %

3. Algorithm J48 64.81 %

4. Random Forest 72.84 %

5. REPTree Algorithm 68.83 %

6. Random Tree 60.80 %

7. HoeffdingTree 62.65 %
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