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In this paper, a method of vehicle multi-object identification and classification based on the YOLOv2 algorithm 
is proposed, which is used to solve the classical multi-object classification problems of low detection rate, poor 
robustness and unsatisfactory effect on real road environment. We analyzed vehicle objective and training re-
sults. The network structure of YOLOv2-voc is improved according to the actual road conditions based on the 
YOLOv2 algorithm, and the classification training model was obtained by the ImageNet data which is came 
from many tweaks. A classification network structure YOLOv2-voc_mul is obtained for sensitive vehicle type 
changing. In order to verify the validity of the detection method, experiments are performed using samples 
from simple backgrounds and complex backgrounds and compared with the existing YOLOv2, YOLOv2-voc, 
YOLOv2-tiny, YOLOv3 and YOLOv3-tiny models after 70000 iterations, respectively. The results show that 
the proposed YOLOv2-voc_mul model has an accuracy of 98.6% under the simple background, and the mAP 
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(mean Average Precision) of different models reaches 87.81%. Under the complex background, the improved 
YOLOv2-voc_mul model has an average accuracy of 92.09% and 89.64% for single and multi-object detection 
of four different models.
KEYWORDS: Intelligent traffic; Multi-object recognition; Convolutional neural network; YOLOv2; Deep 
learning.

1. Introduction
Image detection and recognition have been an im-
portant research in the field of computer vision and 
machine learning [28]. Detection results of objects are 
affected by several factors in real scenarios [20], such 
as: illumination, angle, deformation, occlusion, etc. 
[31]. Since recognition depends on the results from de-
tection generally, the ability of detection object is vital. 
Vehicle detection is one of the essential but challeng-
ing tasks for traffic and emergency monitoring. In the 
intelligent transportation system, people can collect 
traffic information, and the traffic information are ac-
quired from the monitoring system in real time. The 
monitoring system is used for traffic flow systematic 
management generally on the roads, such as traffic flow 
analysis system, license plate detection, highway toll 
system according to vehicle types and behavior detec-
tion of illegal traffic, etc. [1]. This field has been studied 
actively over the past decades. Many object detection 
algorithms have been proposed. Among them, the Vi-
ola and Jones (V&J) scheme used a sliding-window 
search with a cascade classifier to achieve accurate 
location and efficient classification [26], which com-
bines Adaboost with Haar-like features [3]. It has real-
ized real-time face detection and applied in many fields 
wildly. However, only when it knows the direction of 
the object can it detect moving objects. Because the 
original V&J scheme is sensitive to object orientations. 
Also, a simple decision tree is adopted in the algorithm, 
which is prone to over-fitting, and it is not ideal for the 
treatment of complex cases. A linear support vector 
machine (SVM) classifier with histogram of oriented 
gradients (HOG) features is used in the other algo-
rithm [24], which has been applied in pedestrian detec-
tion successfully [2]. But the detection performance of 
this method dropped sharply for object with a large in-
tra-class variation. A method named DPM (deformable 
parts model) had been proposed by P. Felzenszwalb in 
2010 for the problem caused by the change of objects 
appearance during the detection process [6]. DPM is a 
robust detection method based on object deformation. 

The idea of improved HOG function, SVM classifier 
and sliding window detection is adopted by DPM. But 
this method is necessary to design incentive template 
manually for different objects [5].
These classical algorithms are divided into three 
parts mainly. Firstly, the model and extract candidate 
regions from the scene is established. Then, the fea-
ture extraction is carried out for candidate regions, 
which have been identified. Finally, the objects are 
classified and the location of valid candidate regions 
are optimized. In addition, these classical algorithms 
have some common flaws. The region selection strat-
egy is not targeted based on sliding window, the time 
complexity is high and the window is redundant. The 
characteristics of manual design are not robust obvi-
ously to objects with diverse variations. Also, these 
methods are easily influenced by external factors. The 
method of optical flow for vehicles moving object de-
tection is easy affected by light [15]. Since the chang-
ing light will be identified as optical flow mistakenly, 
this method is not suitable for situations that require 
harsh real-time performance. It will affect the rec-
ognition effect. The frame difference method is easy 
affected by external noises and speed of detection ob-
ject [4]. For the objects with different speeds, the de-
tection effect of this method depends on the selected 
time interval between frames. If the speed of object 
is fast and the time interval is set larger, it will be de-
tected as two separate objects. The method of back-
ground subtraction such as Zhou et al. [30] used the 
rough-level features to discard the error objects , used 
the refined-levels features to object matching and 
used Gaussian functions to perform multi-level fea-
ture extraction for discontinuous objects in remote 
sensing images. Although this method has improved 
the detection accuracy, large background changes will 
greatly affect the detection and tracking results.
After several years of research, experiments show 
that deep convolutional networks can learn very ro-
bust and expressive feature representations [14]. Gir-
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shick et al. [8] applied deep convolutional network 
to object detection and achieved great success in the 
2012 ImageNet classification task [13]. Then the ob-
ject detection algorithm of R-CNN (regional convolu-
tional neural network) had been proposed for the first 
time in 2014. Since then, deep learning has been ap-
plied to object detection increasingly such as face rec-
ognition [16]. The object detection methods based on 
deep learning replaced the classical methods gradual-
ly. With the increase of data, the performance of clas-
sical detection methods tends to bottleneck and the 
performance of these methods significantly cannot be 
improved by data augmentation. On the contrary, the 
performance of deep learning detection methods will 
be better and better.
In this paper, we propose a new algorithm, which 
can enhance the detection and recognition accuracy 
for multiple objects in actual road environment. The 
purpose of the improved algorithm is to enhance the 
accuracy of vehicle identification by modifying the 
network structure many times. We compared the 
accuracy of the proposed algorithm with other mod-
els, such as YOLOv2, YOLOv2-voc YOLOv2-tiny, 
YOLOv3 and YOLOv3-tiny under simple background 
and complex background.
The research content of this paper was organized as 
follows: some related works are studied in the second 
section. In the third sections, the basic concepts of the 
YOLO algorithm, the operating rules, and the prof-
fered improved model YOLOv2-voc_mul were dis-
cussed thoroughly. In the section 4, experiments and 
results were shown. At the end of the paper in Section 
5, the conclusion of this research was presented.

2. Related Work
In recent years, deep learning methods have become 
the mainstream object detection method gradually, 
and several experts take advantage of these meth-
ods to detect vehicles [29]. In addition, deep learning 
methods have also played an important role in auton-
omous driving and objects tracking. F. Shi has taken 
advantage of R-CNN for the detection of vehicle and 
pedestrian in city [25]. But the algorithm takes a long 
time and the detection speed is slow, which is not suit-
able for real-time detection in modern traffic. Then 
K. He et al. [10] proposed the SPPNet and it solved 

the problem well. However, it still uses the traditional 
training method and has the large amount of computa-
tion, the regression problem about bounding box and 
classification is performed separately. In 2015, Gir-
shick et al. [9] proposed the Fast-RCNN detector based 
on R-CNN and SPPNet (spatial pyramid pooling net-
work), which combines the advantages of R-CNN and 
SPPNet successfully. Then S. Ren et al. [22] proposed 
Faster-RCNN algorithm, which is the first end-to-end 
real-time deep learning object detection algorithm. 
López-Sastre et al. [19] proposed a method to solve 
the multi-vehicle detection and tracking problem in 
traffic monitoring applications, which combines SVM 
and HOG detectors with Faster R-CNN deep learning 
model. But it takes much time to detect the objects. 
To shorten the detection time, Joseph et al. [21] pro-
posed YOLO (You Only Look Once) algorithm, which 
is the first integrated convolution network detection 
algorithm in 2015. After that, more algorithms were 
proposed, such as YOLOv2, YOLOv3, SSD (Single 
Shot Multibox Detector) and etc. [12, 17, 18]. Kim J et 
al. [11] proposed a method that using multiple sensors 
to estimate vehicle position during autonomous driv-
ing for detecting and tracking moving objects in 2019. 
Although this method ignores the classification ac-
curacy, the real-time performance is better. The deep 
convolutional neural networks have a certain degree of 
invariance to deformation, illumination and geometric 
transformation. [7, 27]. It can overcome the difficulties 
effectively brought by the change of vehicle appear-
ance to the object detection and identification. Among 
them, YOLO algorithm has outstanding performance, 
simple network structure, faster detection speed, and 
it can meet the requirements of video detection.
In summary, the YOLOv2 object detection algorithm 
is used to solve the low recognition rate problem, 
which caused by vehicle shape, structure color and 
real scene complex features [23]. According to the 
characteristics of the vehicle found in the experi-
ments: we fine-tuned the parameters of the network 
model several times and trained again, and obtained 
an improved model, which suitable for multi-object 
vehicle type real-time recognition. In addition, we 
carried out the experiments of the proposed method 
in the actual traffic environment, and analyzed the 
data. The experiment results show that the model has 
applicability and advancement to the actual traffic en-
vironment by comparing with YOLOv2, YOLOv2-voc, 
YOLOv2-tiny, YOLOv3 and YOLOv3-tiny models.
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3. Improved Model of YOLOv2 Based 
on Empirical Data
YOLO is an end-to-end object detection network that 
can detect the object in real time, but for detection per-
formance, YOLOv2 is ore stable than YOLO. R-CNN 
and Fast R-CNN use selective search to generate can-
didate frames, and Faster R-CNN uses region candi-
dates to extract candidate frames. YOLO algorithm 
uses the regression method to return the position 
and category of the candidate box in the output layer. 
YOLO algorithm is improved for the detection speed 
by the regression method, but detection accuracy is 
lower. YOLOv2 can predict an independent category 
for each candidate frame and improves the network’s 
ability to detect multiple objects. Therefore, the accu-
racy of object detection is improved based on main-
taining the original high detection speed. YOLOv3 
has better detection accuracy and recognition effect 
when it is detecting tiny objects at a long distance. But 
the effect of YOLOv3 is lower than YOLOv2 when de-
tecting large objects at close distances.

3.1. Object Detection Algorithm Based on 
YOLOv2 Model
YOLOv2 is a real-time object detection algorithm, 
which inputs a picture and outputs the position of 
the object and the confidence score of the position 
directly. The sliding window for feature extraction is 
not used and the classifier is removed the in YOLOv2. 
The input images are divided into several regions by 
the algorithm. If the center of a label object falls on a 
certain area, the object be predicted by this area. The 
position and confidence of the bounding box are pre-
dicted and five predicted values are obtained for each 
bounding box: ( ),x yt t , ( ),w kt t  and confidence, as shown 
in Figure 1. wb , kb  are defined as the actual height and 
width of the anchor, σ  is the activation function sig-
moid, ( )xtσ , ( )ytσ  are the offset from the center of 
each bounding box to boundary, x and yare the offset 
ratio of the bounding box center to the corresponding 
grid; wt  and yt  are the true width and height relative to 
the scale of the entire image, w and h are the ratio be-
tween the bounding box and the size of the entire im-
age; the distance between the upper left corner of the 
grid distance image is ( ),x yc c , and length and width 
of the bounding box is ( ),w hp p  in each correspond-

ing area. The true position of the bounding boxes is 
shown in Equation (1).
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where Confidence  is defined as the accuracy of the 
predicted position of the bounding box through the 
product of probability and IOU , it is  shown as Equa-
tion (2):

( ) truth
predObjectConfidence Pr IOU= ⋅ , (2)

where ( )ObjectPr  is the probability value of the ob-
ject in the grid. If there is an object in a grid, the value 
of ( )ObjectPr  is 1, or the value is 0 and confidence  is 
0. truth

predIOU  is defined as the ratio of the predicted object 
frame to the real object frame. ( )pred truthbox boxarea ∩  
is the area of the intersection of the prediction object 
box and the real object frame. ( )pred truthbox box∪  is 
combined area of the prediction object box and the 
real object frame as shown in Equation (3):
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when the object falls in the grid, the object category 
is predicted and it is expressed with conditional prob-
ability ( )class | objectPr . The confidence ( )C M of 
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Bounding boxes with size and location prediction
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when the object falls in the grid, the object category is 
predicted and it is expressed with conditional probability 

( )class | objectPr . The confidence ( )C M of certain 
category M  can be obtained through multiplying the 
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Confidence  of the candidate box as shown in Equation (4): 
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3.2. Improvement of Multi-object 
Detection and Recognition Model Based 
on YOLOv2-voc 

In the YOLOv2 algorithm, the anchor box is used to 
predict the bounding boxes (bboxes) and the last fully 
connected layer is deleted. The network structure is 
composed of a convolutional layer and a pooling layer. The 
picture size is adjusted from 448*448 to 416*416. The 
image is performed 32 times down sampling and the final 
output feature size is 13*13. There is a center grid, which 
is used to predict objects that fall in the center of the image. 
We adjusted the parameters in the network and conducted 
several experiments based on the network structure of 
YOLOv2-voc to get a network with better multi-object 
detection and recognition as shown in Table 1. The 
different test results are shown in Figure 2. (the green box 
is defined as van and the blue box is defined as car.) 
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The results of different network structure. 
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certain category M  can be obtained through multi-
plying the predicted probability of class by the cate-
gory with Confidence  of the candidate box as shown 
in Equation (4):
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3.2. Improvement of Multi-object Detection 
and Recognition Model Based on YOLOv2-voc

In the YOLOv2 algorithm, the anchor box is used to 
predict the bounding boxes (bboxes) and the last fully 
connected layer is deleted. The network structure is 
composed of a convolutional layer and a pooling layer. 
The picture size is adjusted from 448*448 to 416*416. 
The image is performed 32 times down sampling and 
the final output feature size is 13*13. There is a cen-
ter grid, which is used to predict objects that fall in 
the center of the image. We adjusted the parameters 
in the network and conducted several experiments 
based on the network structure of YOLOv2-voc to get 
a network with better multi-object detection and rec-
ognition as shown in Table 1. The different test results 
are shown in Figure 2. (the green box is defined as van 
and the blue box is defined as car.)
In Table 1, model 1 is the YOLOv2-voc, which is con-
sisted of 5 maximum pooling layers and 23 convolu-

tional layers. The Linear activation function and the 
initial learning rate is 0.001; the initial learning rate is 
adjusted to 0.0001 in var-model 1 and the initial learn-
ing rate is changed to 0.01 in var-model 2 on the basis 
of model 1; in var-model 3, an average pooling layer is 
added on the basis of model 1, and 3 convolution layers 
are removed; in var-model 4, we removed three con-
volution layers based on the model 1; in var-model 5, 
we changed the last layer activation function to Rule 
on the basis model 5; in var-model 6 and var-model 7, 
we adjusted the number of convolution layers to 21 
and 22, and the number of BN layers to 20 and 21, re-
spectively.
From the test results as shown in Figure 2, objects 
are not detected in subgraph (b); there is a seriously 
missed detection in subgraph (c), (d) and (f ); in sub-
graph (a), (e), (g) and (h), there are also missed detec-
tion when detecting tiny objects in the distance, but 
the effect of subgraph (e) detection is better among 
them obviously. In short, we can know that modify-
ing the number of convolutional layers, the average 
pooling layers, the maximum pooling layers, the BN 
(Batch Normalization) layers and adjusting the ac-
tivation function in the network will cause serious 
missed detection.
If the initial learning rate is set to a small value, there 
will be repeated detection. If the learning rate is too 
large, the characteristics of the object cannot be 
learned, and there will be no detection effect. If the 
initial learning rate is set to a small value, there will 

Table 1
Different Network framework

Mode Label
Network Structure

Learning Rate Convolution layer Maximum Pooling layer
+ Average Pooling layer BN layer Activation Function

model 1 0.001 23 5+0 22 22Leaky+1Linear

var-model 1 0.0001 23 5+0 22 22Leaky+1Linear

var-model 2 0.01 23 5+0 22 22Leaky+1Linear

var-model 3 0.001 20 5+1 19 19Leaky+1Linear

var-model 4 0.001 20 5+0 19 19Leaky+1Linear

var-model 5 0.001 20 5+0 19 19Leaky+1Relu

var-model 6 0.001 21 5+0 20 20Leaky+1Linear

var-model 7 0.001 22 5+0 21 21Leaky+1Linear
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Figure 2
The results of different network structure
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be repeated detection. If the learning rate is too large, 
the characteristics of the object cannot be learned, 
and there will be no detection effect.
To verify the validity of the model, we enhanced the 
data of sample before training and enriched the data 
diversity. In deep convolutional neural networks, the 
purpose of the convolutional layer is to extract deep-
er features. The deeper the convolutional layer, the 
smaller the features will be extracted. As the number 
of convolutional layers increases, the number of neu-

Figure 3
YOLOv2-voc_mul model frame
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4. Experimental Results and Analysis 
In the process of experiment, a workstation is equipped 
with an Intel i7-6800 CPU, one NVIDIA GeForce Titan X 
1080TI 11GB GPU and eight 32GB memories. 

4.1. Data Sample 
Vehicle characteristics need be learned from a large 
number of samples in vehicle object recognition method 
based on Convolutional Neural Network. If the sample is 
not represented, it is difficult to select good features. To 
verify the effectiveness of the proposed method, we 
collected mixed vehicle data from a variety of car websites. 
The VOC data set is composed of four different types of 
vehicles (i.e., car, van, bus, truck), and 2000 samples for 
each type, and we calibrated the locations of all data 
samples. To meet the requirements of the basic data 
volume, we have extended the sample size to five times as 
our training data set by data enhancement. Some data 
samples are shown in Figure 4. 

Figure 4 

Data sample for train from Internet 
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rons increases and the parameters in the network in-
crease. It increases the complexity of the model, caus-
es more difficult to adjust parameters, and the result 
is more prone to over-fitting. Therefore, we removed 
the convolutional layers of layers 19, 20, and 21 to get 
the network structure, which can decreases the com-
plexity of network and reduce the amount of calcula-
tion according to the network structure of YOLOv2-
voc, as shown in Figure 3. We obtained an improved 
network model suitable for multi-object vehicle iden-
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tification and named this network model as YOLOv2-
voc_mul (YOLOv2-voc_multiple object vehicle model 
detection). This network is composed of 20 convolu-
tion layers, 5 maximum pooling layers and 19Batch 
Normalization layers.
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GeForce Titan X 1080TI 11GB GPU and eight 32GB 
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multi-object detection effect by comparing with the 
verification set.

(1) Loss curve analysis
Figure 5 are loss graphs of YOLOv2, YOLOv2-voc, 
YOLOv2-tiny, YOLOv3, YOLOv3-tiny and YOLOv2-
voc_mul models during training.
In Figure 5, the subgraph (a), (b), (c), (d), (e) and (f ) 
are the loss graphs of the YOLOv2, YOLOv2-voc, 
YOLOv2-tiny, YOLOv3, YOLOv3-tiny and YOLOv2-
voc_mul models respectively. All the training times 
are 2000 at an initial learning rate. The divergence is 
more serious due to the low learning at the beginning 
of training. The maximum loss value of YOLOv3 has 
reached more than 2000 at the beginning of the train-
ing, which is the highest among all models. The maxi-
mum loss values of other models are between 400 and 
600. The values are in a normal range. In the aspect of 
convergence speed, YOLOv3 converges to approach 0 
after about 200 iterations. YOLOv2, YOLOv2-voc and 
YOLOv2-voc_mul models start to converge in about 
350 iterations and approach to 0 after 1200 iterations. 
After about 400 iterations, YOLOv2-tiny model con-
verges to 0 and YOLOv3-tiny model begins converge 
at around 400 iterations. From the Figure 5, the loss 
curves of the five models have only a slight difference 
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the low learning at the beginning of training. The 
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2000 at the beginning of the training, which is the highest 
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YOLOv3 converges to approach 0 after about 200 
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and approach to 0 after 1200 iterations. After about 400 
iterations, YOLOv2-tiny model converges to 0 and 
YOLOv3-tiny model begins converge at around 400 
iterations. From the Figure 5, the loss curves of the five 
models have only a slight difference except YOLOv3 
model. During the progress of experiments we found that 
the difference convergence speed in the early has little 
effect on the recognition effect in the later stage. Therefore, 
YOLOv3 model has no absolute advantages for the vehicle 
identification. 

(2) Accuracy analysis 

In Table 2, Total  is the actual number of objects to be 
detected; Correct  is the number of detected bboxes by the 
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except YOLOv3 model. During the progress of ex-
periments we found that the difference convergence 
speed in the early has little effect on the recognition 
effect in the later stage. Therefore, YOLOv3 model has 
no absolute advantages for the vehicle identification.

(2) Accuracy analysis
In Table 2, Total  is the actual number of objects to 
be detected; Correct  is the number of detected bbox-
es by the network after importing the picture. Each 
bbox has corresponding confidence. When the confi-

dence is bigger than the threshold, the IOU  need be 
computed to find the bbox which has the largest IOU . 
If the bbox of maximal IOU  is bigger than the set 
IOU  threshold, the Correct  value will increase by 1. 
Proposal  means the number of bboxes which is bigger 
than the threshold in all detected bboxes; Precision  
is the accuracy of the model as defined in Equation 
(5); Recall  is defined as the ratio between the num-
ber of detection objects and the number of all objects 
as shown in Equation (6); 1F  means the balanced F 
Score. It is defined as the harmonic average between 
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the accuracy rate and the recall rate and the recall rate 
and accuracy of the model are taken into account. The 
range of value is from 0 to 1. The higher 1F , the better 
effect, as shown in Equation (7).

CorrectPrecision =
Proposal

, (5)

CorrectRecall =
Total

, (6)

1 2 Precision RecallF
Precision+ Recall

×
= ⋅ . (7)

It can be seen from Table 2: when verifying total 
objects, 84 objects can be detected accurately by 
YOLOv3 model. The initial learning rate of the model 
is set to 0.001, but the Precision is 55.63%, the Recall  is 
54.55%, and the 1F  is 55.08%. The three indicators of 
YOLOv2-tiny model have not good performance. The 
Precision of YOLOv3-tiny model is better than oth-
ers. The results show that the detection effect of the 
three models is not good. 152 objects can be detected 
accurately in the YOLOv2 model, the Precision reach-
es 96.71%, Recall reaches 95.45% and the 1F  is 96.07%; 
the Precision  of YOLOv2-voc model is improved to 
97.28%, but Recall  and 1F  have decreased slightly. The 
test results of the improved model YOLOv2-voc_mul 
show that Precision has been increased to 98.62%, the 
Recall  has been increased to 94.81% compared with 
YOLO v2-voc and the 1F  is increased to 96.67%. The 
three aspects have been enhanced in different degrees. 
Compared with the other five models, the better detec-

Table 2
Test results of different models

Model Total Correct Proposal Precision(%) Recall(%)
1F (%)

YOLOv2 154 147 152 96.71 95.45 96.07

YOLOv2-voc 154 143 147 97.28 92.86 95.01

YOLOv2-tiny 154 121 148 81.76 79.61 80.63

YOLOv3 154 84 151 55.63 54.55 55.08

YOLOv3-tiny 154 97 100 97.00 62.99 76.38

YOLOv2-voc_mul 154 146 148 98.62 94.81 96.67

tion results can be obtained. To make the information 
more intuitive in Table 2, we plot the curve of IOU , 
Recall  and Precision as shown in Figure 6.
In Figure 6: the recall rate of the six models show fluc-
tuations significantly at the beginning. When the num-
ber of detected objects increases, the recall rate of the 
YOLOv2 model stabilizes at 95.5% gradually, the recall 
rate of YOLOv2-voc model tends to 93%, the recall rate 
of YOLOv2-voc_mul model is stable at 94.8%, the recall 
rate of the YOLOv2-tiny model tends to 80%, the recall 
rate of the YOLOv3-tiny model tends to 63%, and the 
recall rate of the YOLOv3 model is fluctuating between 
40% to 45%. It proves that the better correct rate can 
be guaranteed in YOLOv2, YOLOv2-voc and YOLOv2-
voc_mul models, but the correct rate of YOLOv2-ti-
ny, YOLOv3 and YOLOv3-tiny models are bad. In the 
aspect of precision, the curves of the YOLOv2 and 
YOLOv2-voc model have a significant fluctuation 
when the number of objects increases, the precision of 
YOLOv3-tiny model is tend to 97%. The precision of 
improved YOLOv2-voc_mul model is stable at around 
98.6% after relatively small fluctuations and good ac-
curacy and stability are kept during training. However, 
the precision of YOLOv2-tiny, YOLOv3 models have 
dropped dramatically. Comparing the IOU  curves of 
the six models, the IOU  of YOLOv2 model fluctuates 
around 0.80, the IOU  of the YOLOv2-voc model and 
the YOLOv2-voc_mul model are improved compared 
to YOLOv2, and it maintained at around 0.83. But the 
IOU  of YOLOv2-tiny model fluctuates around 0.61, 

the IOU  of YOLOv3 and YOLOv3-tiny models fluctu-
ate between 0.4 and 0.5. They are the worse stability 
compared to the other three models.
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Figure 6
The verification results of different models
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Table 2 

Test results of different models 

Model Total Correct Proposal Precision(%) Recall(%) 1F (%) 
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It can be seen from Table 2: when verifying total objects, 
84 objects can be detected accurately by YOLOv3 model. 
The initial learning rate of the model is set to 0.001, but the 
Precision  is 55.63%, the Recall  is 54.55%, and the 1F  is 
55.08%. The three indicators of YOLOv2-tiny model have 
not good performance. The Precision  of YOLOv3-tiny 
model is better than others. The results show that the 
detection effect of the three models is not good. 152 objects 
can be detected accurately in the YOLOv2 model, the 
Precision  reaches 96.71%, Recall  reaches 95.45% and 
the 1F  is 96.07%; the Precision  of YOLOv2-voc model is 
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compared with YOLO v2-voc and the 1F  is increased to 
96.67%. The three aspects have been enhanced in different 
degrees. Compared with the other five models, the better 
detection results can be obtained. To make the information 
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In Figure 6: the recall rate of the six models show 
fluctuations significantly at the beginning. When the 
number of detected objects increases, the recall rate of the 
YOLOv2 model stabilizes at 95.5% gradually, the recall 
rate of YOLOv2-voc model tends to 93%, the recall rate of 
YOLOv2-voc_mul model is stable at 94.8%, the recall rate 
of the YOLOv2-tiny model tends to 80%, the recall rate of 
the YOLOv3-tiny model tends to 63%, and the recall rate 
of the YOLOv3 model is fluctuating between 40% to 45%. 
It proves that the better correct rate can be guaranteed in 
YOLOv2, YOLOv2-voc and YOLOv2-voc_mul models, 
but the correct rate of YOLOv2-tiny, YOLOv3 and 
YOLOv3-tiny models are bad. In the aspect of precision, 
the curves of the YOLOv2 and YOLOv2-voc model have 
a significant fluctuation when the number of objects 
increases, the precision of YOLOv3-tiny model is tend to 
97%. The precision of improved YOLOv2-voc_mul model 
is stable at around 98.6% after relatively small fluctuations 
and good accuracy and stability are kept during training. 
However, the precision of YOLOv2-tiny, YOLOv3 models 
have dropped dramatically. Comparing the IOU  curves 
of the six models, the IOU  of YOLOv2 model fluctuates 
around 0.80, the IOU  of the YOLOv2-voc model and the 
YOLOv2-voc_mul model are improved compared to 
YOLOv2, and it maintained at around 0.83. But the IOU  
of YOLOv2-tiny model fluctuates around 0.61, the IOU  
of YOLOv3 and YOLOv3-tiny models fluctuate between 
0.4 and 0.5. They are the worse stability compared to the 
other three models. 

(3) Analysis of test results 

In order to verify the effect preferably, the YOLOv2-
voc_mul model is trained to obtain the weight of 60,000 
times and 70,000 times after training. We used different 
weights to perform vehicle multi-target detection and 
analyzed the test results. 
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In Figure 6: the recall rate of the six models show 
fluctuations significantly at the beginning. When the 
number of detected objects increases, the recall rate of the 
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However, the precision of YOLOv2-tiny, YOLOv3 models 
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(3) Analysis of test results
In order to verify the effect preferably, the YOLOv2-
voc_mul model is trained to obtain the weight of 
60,000 times and 70,000 times after training. We used 
different weights to perform vehicle multi-target de-
tection and analyzed the test results.
From the Figure 7: the red box is defined as bus, the 
pink box is defined as truck, the blue box is defined 
as car and the green box is defined as van. When 
YOLOv2-voc_mul is trained for 60,000 times, the van 

is recognized as truck or car. This is a phenomenon of 
obvious false detection. Because the feature of van is 
not obvious enough such as small shape, appearance 
features are not prominent. It has similarities fea-
tures with car and truck. After 60,000 iterations, the 
more detailed features of the objects are not learned 
by the model. The false detection phenomenon is 
eliminated after the number of training 70,000 times. 
We can see that the YOLOv2-voc_mul model can 
learn more comprehensive features, reduces false 
detection, identifies four different models of vehicles 
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correctly (i.e., truck, bus, van, and car) after training 
70,000 times, the effect of recognition is better too.

4.2.2. Result of Experimental Results and 
Analysis
In the experiments of vehicle type identification 
detection, we compared the AP values of YOLOv2, 
YOLOv2-voc, YOLOv2-tiny, YOLOv3, YOLOv3-tiny 
and YOLOv2-voc_mul models and analyzed the data. 
After 70,000 iterations of the six models, we got the 
initial recognition detection models, and the detec-
tion results are shown in Table 3. And the Figure 8 is 
the AP value graph of the van.

Figure 7
The results of different iterative times
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From the Table 3, the results show that the mAP of 
YOLOv2 is 84.35% for the four vehicle types, the mAP 
of YOLOv2-voc has been increased by 0.87% and 
the mAP of YOLOv2-voc_mul has been increased to 
87.84%. The other models’ mAP are relatively lower. 
The van is more challenging to distinguish. The AP of 
YOLOv2 is 82.03%, the AP of YOLOv2-voc is 82.81%, 
the AP of YOLOv2-tiny, YOLOv3 and YOLOv3-tiny 
are less than 80%. The model we proposed has been 
increased to 85.79%. Therefore, the YOLOv2-voc_mul 
model has a higher recognition rate and better classi-
fication effect for different vehicle types obviously. 
In Figure 8, we can see that the graph of YOLOv2-
voc_mul is the best one and the curves of YOLOv2-ti-
ny, YOLOv3, YOLOv3-tiny are worse. The curve of 
YOLOv2 is similar to the curve of YOLOv2-voc.

4.3. Multi-object Recognition Test Results 
and Analysis
The YOLO algorithm is affected by the training sam-
ples greatly, so we need the rich, diverse and represen-
tative samples. The single-object features are obvi-
ous in the simple background, and these features are 
learned easily during the training process, so the rec-
ognition rate is better. The background of road objects 
is very complex and there are many disturbances. The 
process of learning features is difficult relatively and 
the recognition rate is also affected. Therefore, we ex-
panded the training sample and increased 2000 sam-
ples of different vehicle types which taken by cameras 
on the overpass. As shown in Figure 9.

Figure 9
Data sample from actual traffic environment
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From the Figure 10, in subgraph (a), there is a serious-
ly missed detection and the distant tiny objects are not 
detected in the YOLOv2 model. In subgraph (b), all ob-
jects of (1) are detected; there is a false detection in the 
upper left corner, and the “van” is recognized as “car” in 
(3). In subgraph (d), there is also a seriously missed de-
tection, and it has a false detection, which recognized 
“van” as “car”. In subgraph (c) and (e), there are false 
detection about “car” and “van”, and there are serious-
ly missed detection. In subgraph (f ), it eliminates the 
miss detection phenomenon and detects the two “van” 
objects in the distance correctly. It can be seen that our 
proposed model has a better efficiency in the actual 
road object detection. In Figure 11, the row is defined 
as the actual category and the column is defined as the 
predicted results. From the Figure 11, it is on the diag-
onal roughly and the classification result is good. Van 
is the key reason and the accuracy of the car is affect-
ed, because their types and sizes are similar. Also, bus, 
truck and van affect each other.
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4.3.2. Analysis of Single Object and Multi-object 
Detection Results
We used the expanded data set to perform classifica-
tion experiments for single-object and multiple-ob-
ject to prove the applicability of the improved model. 
And we trained the model 70,000 times during the 
experiment.

When detecting single and multiple objects, the aver-
age accuracy are 92.09% and 89.64%. From the Table 
4, the average accuracy of the truck is 92.03%, the av-
erage accuracy of bus is 91.93%, the average accura-
cy of van is 89.88% and the average accuracy of car is 
94.52%. In multi-object detection, the average accu-
racy of truck is 88.91%, the average accuracy of bus 
is 88.86%. The average accuracy of van and car have 
been decreased by 1.81% compared with the average 
accuracy of single-object detection. In a word, the ac-
curacy in the multi-object is lower than single-object 
in the simple background.

5. Conclusion
In this paper, The parameters of YOLOv2, YOLOv2-
voc, YOLOv2-tiny, YOLOv3 and YOLOv3-tiny mod-
els were analyzed firstly, including learning rate, the 
number of convolutional layers, batch normalization 
layers, pooling layers, and activation function. The 
same set of samples have been compared in differ-
ent models, and detection results were compared, 
according to object’s appearance characteristics and 
their movement characteristics. Through a lot of ex-
periments in different backgrounds, the detection 
accuracy of the proposed method can reach 98.62% 
in the simple background and 89.64% in a complex 
background for single object. The accuracy of the 
van that is difficult to identify is increased to 88.96%. 
The detection accuracy and operation efficiency are 
improved in the proposed method. Compared with 
YOLOv2 YOLOv2-voc, YOLOv2-tiny, YOLOv3 and 
YOLOv3tiny models, the results show that the detec-
tion and recognition effect of this method has better 
performance used for identification of vehicle types 
on the actual road.

Table 4
The average accuracy of vehicle identification (%)

Type truck bus van car average 
accuracy

simple 92.03 91.93 89.88 94.52 92.09

multiple 88.91 88.86 88.07 92.71 89.64
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6. Discussion
In this paper, the model framework and the amount 
of calculation of parameters are reduced, and the ac-
curacy is improved. But the proposed method still has 
limitations: Although we can improve the accuracy, 
the detection of distant tiny objects are not accurate 
enough. When we use this method to detect objects, 
there may still be missed detection of distant tiny ob-
jects. For the reasons stated above, we would focus 
on tiny objects detection and improve the accuracy 
of results. Vehicle types classification intensively 

also a question worth studying. In the future, we will 
combine this classification method with multi-object 
tracking methods to achieve real-time tracking of 
moving objects.
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